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Resumé (in Danish)
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Summary
Global Optimization for Structural Design by Generalized Benders’ Decomposition

This thesis presents the application of global optimization methods to the design of optimal mechanical structures.

The main objective of the project is to investigate new models and methods for the design of optimal composite laminated structures. The thesis shows as well the development of a significant improvement in the formulation of the Generalized Benders’ Decomposition (GBD) technique in structural optimization problems. This improved technique is used at first in the design of optimal truss structures, where several numerical examples are showed. Furthermore, the improvements in this method are used progressively along the thesis in all applications.

The developed GBD method and algorithm is applied in the resolution of minimum compliance and minimum weight problems. In particular, these improvements allowed us to solve simple minimum compliance design problems to global optimality in numerical examples of up to 23,000 design variables, with a quite small numerical tolerance. The method is generalized for the inclusion of relevant local failure criteria for composite laminated structures. In general, local failure criteria functions are non convex, which makes the task of proving global optimality even more difficult and time consuming.

Besides, several heuristics have been proposed and used to improve the performance of the already improved GBD algorithm. These heuristics are tested and proved to be of significant impact in the convergence of the GBD method.

The main contribution of this thesis is to provide a significant improvement in the GBD algorithm, which are applied in structural design problems. These improvements can be easily generalized to all kinds of convex problems in the mixed integer optimization field. Besides, this thesis represents the first work addressing the resolution to global optimality of structural design problems including local failure criteria, and having numerical examples of structural design problems of up to 400 design variables.
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The main subject of this thesis is the optimal design of mechanical structures. More specifically, this thesis aims to develop models, methods, and algorithms to design optimal composite laminated structures by means of mathematical programming. We use a standard method for mixed integer optimization called Generalized Benders’ Decomposition (GBD, [13]) to attack the considered optimization models. Composite laminates are high technology manufacture structures, providing efficiency in the physical properties of the structure, while keeping the overall weight at a low level. This type of structures has become popular in the 20th century, principally in the aeronautics industry, but also in many other areas of the engineering industry. As a matter of fact, this thesis has been inspired by the wind turbine blade design process, which includes a significant amount of composite laminated structures as a requirement in the design process.

The methods we have developed consider several design criteria in the optimization models. This thesis considers in general, the situation of solving these design optimization models to global optimality. Among the important design criteria we consider we can mention the global stiffness (compliance), weight and specific local failure criteria.
This thesis consists in a 8 chapters. Chapter one is the introduction the thesis, chapter two shows the resume of the articles included in the thesis. Chapter three to seven consist of five articles being the main work of this thesis. Articles 1, 2 and 3 (chapters 3, 4 and 5 respectively) deal with the theory of the GBD method applied to general topology optimization problems, and numerical applications in truss topology design problems. Articles 4 and 5 address the concrete problem of designing composite laminated structures.

In this introduction, we set a common nomenclature to be used throughout the thesis. Nevertheless, we do not use exactly the same notation for all of the articles. In exchange, the notation for each article is adapted to the specific application that is being addressed. In general, the notation is clearly described in the problem formulation of each article. For the understanding of this thesis, we assume a basic knowledge in optimization, finite element method theory, statics, and material sciences. In the following, a brief introduction will help to understand the necessary basic concepts, models and methods described in the thesis.

1.1 Preliminaries

The optimization design problems we consider need the understanding of a few important concepts, which are briefly described here. Since in this thesis the use of optimal design models is applied to structural design problems, we use the words design and structure in the same sense. Another important consideration is that since the optimization models used in this thesis are applied to optimal design, the use of the word design variable often replaces the standard nomenclature of decision variables of the Optimization field (even though in the models we present, other physical quantities are involved in the optimization problem, they are not considered truly decision variables, since they are restricted to satisfy the governing equations).

Consider a domain $\Omega_c \in \mathbb{R}^2$ or $\mathbb{R}^3$, with piece-wise differentiable boundary. $\Omega_c$ is called the continuous design domain, and define the physical limits in which the design problem will be formulated. Suppose now the existence of a set of loads (external static forces) $f_1(w), \ldots, f_m(w) \in \mathcal{F}(\Omega_c)$, where $\mathcal{F}(\Omega_c)$ represents the set of admissible static loads (volume, surface and point forces) in $\Omega_c$. In order to have a static mechanical model, suitable support (or boundary conditions) conditions need to be imposed. To simplify the modeling, we suppose that these support conditions fix the design in a subset $\Omega_{f_{\text{fix}}}$ of the boundary of the design space (i.e., $\Omega_{f_{\text{fix}}} \subset \partial \Omega_c$).

There are many ways to define what a design is, for practical or abstract mathematical purposes. In this thesis, the concept of design will be consider as any mathematical object (element in a finite or infinite dimensional vector space) that defines uniquely the physical representation of a design through a mathematical model. This definition is in fact vague, but the relation between a design as a real object and a mathematical representation is not trivial from the abstract point of
view. So for our purposes a design will be accepted as any function of the type

\[ D : \Omega_c \rightarrow \mathbb{E} \]
\[ \omega \rightarrow (pr_1(w), \ldots, pr_q(w)), \]

where \( \mathbb{E} \) represents the space of physical properties defining the given design.

At the first level, we can for example define a design by the distribution of any set of material properties throughout the design domain (mass density, stiffness, etc).

With respect to the mechanical model, we suppose (for simplicity) that only surface or punctual loads are applied over the boundary of the design domain \( \partial \Omega_c \).

For a given design, the static equations, or continuous equilibrium equations, relating the stress tensor function \( \sigma_i(w) \) for each load \( f_i \) are given by

\[
\nabla \cdot \sigma_i(w) = 0, \text{ in } \Omega_c, \\
\sigma_i(w) \cdot \hat{n} = f_i(w), \text{ in } \partial \Omega_c, 
\]

where \( \hat{n} \) represents a unit vector in the normal direction of the boundary \( \partial \Omega_c \). The stress is a physical quantity that could be defined as “the intensity of the internal forces acting between particles of a deformable body across any given plane” (see for example [3], or any basic text in continuum mechanics).

Equation (1.1) represents the governing equations of the design problem, and it represents the strong formulation of the static problem. The corresponding weak formulation of (1.1) can be obtained for example from the virtual work principle, and it is given by

\[
- \int_{\Omega_c} \delta \varepsilon_{ij}(w) \sigma_{ij}(w) dV + \int_{\partial \Omega_c} \delta u_j(w) f_j dS = 0, \ \forall u_j \text{ admissible.} 
\]

Here, \( \varepsilon = \{ \varepsilon_{ij} \} \) represent the Cauchy’s strain tensor (see for instance [22], or any text in basic continuum mechanics). Through this thesis, the Cauchy’s strain tensor will be just called strain tensor. The strain tensor is a physical measure of the deformation of a continuum body and it is defined as

\[
\varepsilon(w) = \frac{1}{2} (\nabla u(w)^T + \nabla u(w)).
\]

For the scope of this thesis, linear elasticity is considered. This means that the stress tensor and the strain tensor are related through Hooke’s law

\[
\sigma(w) = E(w) \varepsilon(w). 
\]

The weak formulation (1.2) is used to build the finite element model through a finite element discretization. This discretization means that the continuous domain \( \Omega_c \) is replaced by a discretized design space \( \Omega_d \), composed of \( n \) finite elements.

There are several discretization methods to treat weak formulations of partial differential equations. Among them we can mention the Finite Element Method
(FEM, or FE method) discretization (see for instance [20, 9, 4]), the Finite Volume Method (FVM) discretization (see for example [11, 24]), and the finite difference discretization ([19, 4]). The most popular among these within the field of structural and mechanical analysis is the FE method. In the last five years a new variation of the finite element method, called isogeometric analysis method (references) has become quite popular, and has already shown promising results. It is possible that in the close future, this new analysis technique will take over the finite element method, at least in the field of structural analysis. In this thesis, all discretized models have been built by standard FE method (shell elements discretization in the case of laminated structures). The correctness of the considered analysis models is not questioned, and they are not the subject of this thesis. The reader can refer to any text in finite element methods for further details of this method.

The discretization of the design space supposes as well the discretization of all quantities involved in the governing equations, such as external loads, displacements and boundary conditions of the problem. A simple example of a 2-D discretized domain and boundary conditions is illustrated in figure 1.1.

The finite element formulation of the equilibrium equations, related to the strong and weak formulations (1.1) and (1.2) is given by

\[ K(x)u_l = f_l, \quad l = 1, \ldots, m, \quad (1.4) \]

where \( K(x) \in \mathbb{R}^{d \times d} \) is called the stiffness matrix of the FE model, \( u_l \in \mathbb{R}^d \) is the discretized displacement, and \( f_l \in \mathbb{R}^d \setminus \{0\} \) is the discretized external load related to the continuous load distribution \( f_l(w) \in \mathbb{F}(\Omega_2) \). In all articles being part of this thesis, the equilibrium equations are formulated in the FE form (1.4).
1.1. Preliminaries

![Material Diagram]

Figure 1.2: Discrete material optimization approach. For each design element, the selection among several candidate material has to be done.

1.1.1 Free Material Optimization Approach

If the design is defined by its stress-strain tensor $E(w)$, $w \in \Omega$, and the space of all possible tensor is defined as the natural design space, the optimal design formulations obtaining through this modeling is called Free Material Optimization (FMO, see [16]). One of the consequences of discretizing the design space is that the material properties tensor $E(w)$ is replace by a discretized tensor $E_d(t)$, $t \in \Omega_d = \{0, 1\}^n$, where $n$ is the dimensional size of the design space. The discretization simplifies the size of the material properties tensor, taking it from a infinite dimensional function space, to a finite dimensional vector space. the FMO approach is able to formulate problems to obtain the best distribution of the material tensor properties in $\Omega_d$. In addition, FMO allows to establish well formulated problems, with strong mathematical properties, such as convexity properties, necessary for convergence to global optimality. The FMO field has shown a considerable contributions to the structural design field. However, this approach supposes that the space of allowed material properties is larger than the set of existing materials in nature. Therefore, it is possible that the results obtained by the FMO approach do not give realizable designs. This is currently one of the main research lines in FMO nowadays.

1.1.2 Discrete Material Optimization Approach

The approach we choose to use instead, is the so called Discrete Material Optimization, DMO (stegmann-lund2005). In this approach, we consider for each design element, a given finite set of $n^d$ candidate materials, each one described by a specific material properties (strain-stress tensor) $E_1, \ldots, E_{n^d}$. The situation is represented in figure 1.2, where the choice among three candidate materials has to be done.

This approaches supposes that a design is defined as a sequence $E(t_1), \ldots, E(t_n)$ of $n$ strain-stress tensors, one per design element. This means that for the $j$-th design element, the strain-stress tensor is given by the conditional function $
\[
E(t_j) = \begin{cases} 
E_1, & \text{if Material 1 is chosen,} \\
\vdots \\
E_{n_j}, & \text{if Material } n_j \text{ is chosen.}
\end{cases}
\]

This condition for the selection of the material can also be modeled with binary variables by introducing a double index variable \(x_{ij} \in \{0, 1\}\), for each material \(i\) and for each design element \(j\).

\[
x_{ij} = \begin{cases} 
1, & \text{if material } i \text{ is chosen for the element } j. \\
0, & \text{otherwise.}
\end{cases}
\] (1.5)

\(x = \{x_{ij}\}_{ij}\) is known throughout this thesis, as the design variable vector or simply design variable. Note that the design variable vector \(x\) is a vector in \(\{0, 1\}^{n_\text{c}}\), with \(n_\text{c} = n^c \cdot n\) and the double index should not be confused with matrix coefficients representation. This definition of the design variables needs the inclusion of a selection condition to be valid. This selection condition supposes that among all available candidate materials in a design element, only one of them must be chosen. This condition is represented by the selection material constraint

\[
\sum_{i=1}^{n_c} x_{ij} = 1, \quad \forall j = 1, \ldots, n.
\]

In the particular case where one of the material candidates is void, the DMO problem becomes a topology optimization problem (see [6]). This means that in a sense, the DMO is in fact, a generalization of the topology optimization approach.

### 1.2 Material Properties

When formulating the DMO problem, the pre-selection of the set of candidate materials to be included in the optimization problems is quite important for the results of the optimization process. For example, it is clear that if the selection is done among materials with too similar characteristics, the optimization process may be worthless. Or, if two materials with similar characteristics but one of them with better material properties, the optimization process will always choose the material with better characteristics (unless price constraints are considered). Therefore it is important to preselect an heterogeneous set of material candidates, where a trade-off between the different strength of the candidates has to be done (normal stiffness, shear stiffness, mass density, price, etc.). In this thesis, two types of candidate materials are considered. First, we consider isotropic materials, which are defined as materials having the same mechanical behavior independently of the direction of the local stresses. The second type of candidate material we consider is the class of orthotropic materials, defined as materials with different mechanical behavior, depending on the orientation of the local stresses, but their mechanical behavior
1.3. Composite Laminated Structures

\[ \text{UD-COMPOSITE (UD) } = \text{ FIBERS (f) } + \text{ MATRIX (m)} \]

\( \begin{align*}
\text{UD} & = \text{unidirectional} \\
f & = \text{fiber} \\
m & = \text{matrix}
\end{align*} \)

Figure 1.3: Graphical representation of a composite material composed of unidirectional fiber and a matrix material. This type of material is usually used in the design of composite laminated structures.

can be computed at any orientation by using a rotation matrix with respect to the principal axes of the material coordinate system. Orthotropic materials are a particular case of anisotropic materials, for which this rotational relationship between the mechanical behavior with respect to the orientation does not necessarily exists.

1.3 Composite Laminated Structures

The main application of this thesis concerns the design of optimal composite laminated structures. Therefore we introduce here briefly this type of structures.

First we start by defining the concept of composite material. Composite materials refers to “two or more materials combined on a macroscopic scale to form a useful third material” ([15]). This definition emphasizes that the combination of the materials must be done at a macroscopic scale, i.e., the material is composed of two or more faces, which can be distinguished by naked eye. It also means that materials combined at a microscopic scale (i.e., no faces can be distinguished by naked eye) are not composite materials (for instance, alloying of metals). Composite materials can be classified in four different groups, depending on the nature of the mixture forming the material. For the scope of this thesis, we consider composite materials in the sense of materials composed of fibers of materials embedded in a matrix (see Figure 1.3).

The matrix material can be of any nature, such as organic, metallic, ceramic or carbon. The correct combination of the matrix material and the fiber material improves the mechanical properties of the resulting composite material in comparison with the material in bulk form. The matrix material gives support to the fibers, and it allows a better distribution of the fibers, minimizing at the same time, the presence of imperfections in the material. Besides, it is a mean for the transmission of forces among the fibers. In most of the cases, this type of composite materials behaves as orthotropic materials.
Figure 1.4: Graphical representation of the lay-out of a composite laminated structure. The design problem consists in choosing the material to be used in each layer, and the angle orientation in the case of unidirectional composite materials.

*Composite laminated structures* refers to structures composed of “layers of at least two different materials that are bonded together” ([15]). The layers are stacked together through the matrix material (see Figure 1.3).

One of the most convenient ways to produce high performance structures is to design composite laminated structures, where the layers are composed of composite materials and possible other types of materials. If on top of this, we use optimization techniques for the design of this type of structures, we can improve substantially the physical response of the structures. For example, we can improve stiffness, strength, weight, corrosion resistance, wear resistance, acoustic insulation, thermal insulation, etc. These properties can of course not be improved all of them at the same time. This is not really a problem, since it is very unlikely to require a structure to satisfy all these properties simultaneously.

The design of composite laminate structures through optimization techniques may have a considerable impact in the performance of the structures. By using the DMO approach, we can develop optimization models to determine the best distribution of a set of candidate materials being part of the composite laminated structure. If we also consider angle orientation, we can develop optimization models to decide the optimal distribution of the material and angle orientation of the material in the structure. Note that the formulation of the optimization model is one thing, and to solve it is a complete different problem. This thesis deals with developing optimization models and methods capable of solving these models for the design of optimal composite laminated structures.

### 1.4 Relevant Criteria for the Design Problem

In this thesis we deal with a number of global and local criteria for the design of optimal structures. Among the global criteria considered, we can mention the compliance or the weight, while about local criteria, we can mention local failure criteria. These functions will be briefly described in the next subsections.
1.4. Relevant Criteria for the Design Problem

1.4.1 Mass

The mass is one of the most important criteria in structural optimization. Designing the lightest structure satisfying all the structural requirements is often the goal in many applications. If \( \rho(w) \) is the density distribution of a given design in the continuous design space \( \Omega_c \), its mass is computed by

\[
M(\rho) = \int_{\Omega_c} \rho^T(\omega) d\omega.
\]

Considering the finite and design element discretization, \( \rho \in \mathbb{R}^n \) is the vector of densities related to the design variable \( x \in \{0, 1\}^n \) (given by (1.5)). Then, the corresponding mass is computed as the product

\[
\rho^T x.
\]

This form for the mass of designs is used through the thesis.

1.4.2 Compliance

The compliance is a measure of the global stiffness of the structure. More specifically, it measures the deformation work made by an external load. It is also one of the most relevant criteria in the structural optimization field, mainly because of its strong mathematical properties (convexity, auto-adjointness), that simplifies the analysis and optimization process. The compliance \( c_l(u) \) due to the external load \( f_l(w) \) is given by

\[
c_l(u) = \int_{\Omega_c} f_l(w)^T u_l(w) d\omega_c.
\]

Considering the finite and design element discretization, the discrete compliance can be expressed as

\[
c_l(u_l) = f_l^T u_l,
\]

If the equilibrium equations (1.4) have a unique solution, the displacement field \( u_l \) is a function of the design variables, i.e., \( u_l = u_l(x) \), where \( u_l \in \mathbb{R}^d \) is the solution (if this exists) to the equilibrium equations (1.4). Since the equilibrium equations relate the design variable \( x \) with the displacement field \( u_l \), the displacement field depends on the design variable \( u_l = u_l(x) \). This dependency allows us to write the discrete compliance as a function on the design variable \( x \)

\[
c_l(x) = f_l^T u_l(x).
\]

This is the form for the compliance constraint that is used in this thesis.
1.4.3 Additional Linear Constraints

We include this item to cover other potential interesting criteria to be included in the model. For example, cost functions may have a major importance in practical applications. However, since from the mathematical point of view, they are weight-type criteria, we did not explicitly included them in any of the formulations of this thesis. Nevertheless, it is worth to mention it, to motivate the application of these methods in real design problems. Other relevant constraints correspond to linear design constraints, which may derive from technical requirements to be satisfied by the out coming design. If $A \in \mathbb{R}^{p \times n}$ is a matrix, and $b \in \mathbb{R}^p$ is a given vector, then the $p$ additional linear constraints can be represented by a linear constraint of the type

$$A \cdot x \leq b.$$  

1.4.4 Local Failure Criteria in Composite Laminated Structures

By local failure criteria we mean the design restrictions based on local information of a structure, which is able to predict (hopefully in a conservative way) the local failure (fracture, delamination, fatigue, etc.) of the structure. We represent immediately the local failure function in the finite element discretization. Then, the local failure criteria takes the general form

$$F(x, u_l) \leq 0,$$

where $F$ is in general, a non linear vectorial function in its domain

$$F : \mathbb{R}^k \times \mathbb{R}^d \longrightarrow \mathbb{R}^q$$

$$F(x, u) \longrightarrow (F_1(x, u), \ldots, F_q(x, u)).$$

$F(x, u)$ is in most of the cases a function on the strain or stress tensor (since these can be modeled as functions in $x$ and $u$), but this is not the only possibility. For example, if $F_j(x, u) = \| \sigma_j(x, u) \|_\infty$, $j = 1, \ldots, n$, the local failure criteria considered is the maximum strain criterion. If $F_j(x, u) = \| \varepsilon_j(x, u) \|_\infty$, $j = 1, \ldots, n$, we are talking about the maximum strain criterion. The Tsai-Wu and Tsai-Hill criteria are second degree polynomial functions in the stress tensor. We can find a large number of local failure criteria in the literature. For isotropic material, a number of failure criteria are used with great precision and correspondence with experiments (Von Misses, Tresca, etc., not treated in this thesis). On the other hand, for composite laminated structures, there is not a clear decision with respect to the most convenient local failure criteria to be considered, nor this thesis addresses this issue. Along this thesis, four local failure criteria are studied; The maximum strain criterion, the maximum stress criterion, the Tsai-Wu and the Tsai-Hill criteria. But, as it will be stated in the conclusion, the method developed in this thesis is able to handle any type of local failure design restrictions.
1.5 Relevant Optimization Models

As it was pointed out in the previous section, the topology optimization formulation is a particular case of the multimaterial DMO formulation. This means that we can state the general case of the DMO problem, without excluding the topology optimization case. The modeling of the DMO problem, combined with the FE discretization, and the relevant functions introduced in the previous section, allows us to formulate the design problems treated in this thesis. These are mainly two formulations. The first formulation is the minimum compliance problem, subjected to mass, local failure, and linear design constraints

\[
\begin{align*}
\text{minimize} & \quad \min_{x \in \mathbb{R}^n, \ u_1, \ldots, u_m \in \mathbb{R}^d} \max_{1 \leq l \leq m} \{ f_l^T u_l \} \\
\text{subject to} & \quad K(x) u_l = f_l, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n_c} x_{ij} = 1, \quad j = 1, \ldots, n, \\
& \quad F(x, u_l) \leq 0, \quad l = 1, \ldots, m, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^{n_c},
\end{align*}
\]

where $M$ is the mass limit for the design of the structure. The second design problem considered in this thesis is the minimum weight problem, subjected to compliance, local failure, and linear design constraints

\[
\begin{align*}
\text{minimize} & \quad \min_{x \in \mathbb{R}^n, \ u_1, \ldots, u_m \in \mathbb{R}^d} \rho^T x \\
\text{subject to} & \quad K(x) u_l = f_l, \quad l = 1, \ldots, m, \\
& \quad f_l^T u_l \leq C_l, \quad l = 1, \ldots, m, \\
& \quad \sum_{i=1}^{n_c} x_{ij} = 1, \quad j = 1, \ldots, n, \\
& \quad F(x, u_l) \leq 0, \quad l = 1, \ldots, m, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^{n_c},
\end{align*}
\]

where $C_l > 0$ is the limit for the compliance value. In each chapter of this thesis, the necessary assumptions are stated clearly in the problem formulation section. In articles 1, 2, and 3, we study problems (1.6) and (1.7) applied to topology optimization problems (including perfect approximated void in truss topology problems) without failure criteria (i.e., excluding the condition $F(x, u) \leq 0$ from the model). Article 4 considers Problem (1.6) applied to the design of composite laminted structures without local failure criteria, and article 5 considers the complete version of these two problems.
1.6 Global Optimization

In this Thesis, the ultimate goal is to solve problems (1.6) and (1.7) to global optimality. This means that we want to find a couple \((x^*, u^*) \in \mathbb{R}^n \times \mathbb{R}^d\) being a global optimal solution of problems (1.6) or (1.7). Global optimization requires an extra effort when treating optimization problems with respect to standard optimization methods. While the latter are only focused in the search of locally optimal solutions, global optimization methods are focused in first, finding optimal solutions, and second, proving the non existence of better solutions in the entire design space. For some unconstrained optimization problems, finding a global optimal solution can be done in few steps, and maybe even analytically (for instance for smooth bounded analytical functions with a few local minima, one of them is necessarily a global optimum). For other optimization problems this task may be practically impossible. The state of the art is that only a small fraction of the problems treated with standard optimization methods can be treated successfully with global optimization methods. The difficulty of this task depends basically in how easily we can discard the existence of better solutions in the design space. This can be done automatically when additional mathematical properties are satisfied. One of this properties is convexity of the optimization program. The reason is that for convex optimization problems, local optimality and global optimality are equivalent concepts. Another important conditions for global optimization are the strong duality properties (see, for example [12]). These properties allow us to solve an alternative linear problem to optimality (the so called dual optimization problem), and by this mean, to find valid lower bounds of the global optimal objective value for the original optimization problem. If the objective value of a design found is equal to the lower bound found by solving the dual problem, then both, the primal and the dual problem were solved to global optimality.

The following results are of great importance in global optimization, and in particular for this thesis.

1.6.1 Elements of Convex Optimization

For a deeper understanding in convex optimization, see [8]. Consider the generic minimization problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq b_i, i = 1, \ldots, m,
\end{align*}
\]

where \(f_i : \mathbb{R}^n \to \mathbb{R}, i = 1, \ldots, m\). We define here the concept of a convex optimization problem, which is used many times along the thesis. We begin by defining the concept of a convex function.

**Definition 1.** The function \(f_i(x)\) is said to be convex, if it satisfies

\[
f_i(\alpha x + (1 - \alpha)y) \leq \alpha f_i(x) + (1 - \alpha)f_i(y)
\]

for all \(x, y \in \mathbb{R}^n\), and for all \(\alpha \in [0, 1]\).
If the functions \( f_i(x) \) are of class \( C^1(\mathbb{R}^n) \), they necessarily satisfy

\[
f(y) \geq f(x) + \nabla f(x)^T(y - x),
\]

for all \( x, y \in \mathbb{R}^n \).

**Definition 2.** The problem (1.8) is said to be a convex problem if all functions \( f_i(x) \), \( i = 1, \ldots, m \), are convex.

These concepts are important for the results achieved in this thesis. In particular, the theoretical convergence to global optimality of the GBD algorithm applied to problems (1.6) or (1.7) is based on the convexity of some reformulations-relaxations of these two problems.

## 1.7 Mixed-Integer Optimization

Problems (1.6) and (1.7) correspond to non linear mixed 0 – 1 programs. A **Mixed 0-1 program** is an optimization program, where some of the decision variables (the design variables) can only take the values 0 or 1. The class of mixed 0 – 1 programs is a subset of the class of mixed-integer programs. **Mixed Integer Optimization** is the sub-area of the optimization field developing the theory and methods for solving mixed integer programs. This class of problems is also subdivided in the class of the linear mixed integer problems, and the class of the non linear mixed integer problems.

In general, solving a mixed integer problem is a quite difficult task. In exchange, when it a mixed integer problem is solved, it is solved to global optimality. This is due to the fact that in mixed integer programming, the concept of local optimum does not apply.

Among the most popular methods for solving mixed integer programs, we can mention the branch-and-bound methods ([7], [1, 2], [14], [17], and [25]), the branch-and-cut methods ([23]), the Outer Approximation method ([10]), and the Generalized Benders’ Decomposition ([13, 21, 18, 5]).

### 1.7.1 Generalized Benders’ Decomposition

As it was already mentioned, in this thesis we used the Generalized Benders’ Decomposition method (for a detailed explanation of the method, see [13]) to treat problems (1.6) and (1.7). The principle of the method is briefly explained in each of the articles of this thesis. The method consists in replacing the original mixed 0 – 1 problem by two sequences of simpler optimization programs. The first sequence of programs considers only the design variable (plus an additional scalar continuous variable). This sequence is called the sequence of master problems (or sequence of relaxed master problems). These master problems intend to approximate the projection of the considered non linear function in the space of 0 – 1 variables. This approximation is made by linear functions added iteratively as constraints in the
master problems. These linear constraints are called \textit{GBD cuts}. Figure 1.7.1 shows a representation of the approximation of an objective function by GBD cuts. From this figure it is also possible to see that the validity of the method should rely on some convexity assumptions. This fact is formally stated and proven in the thesis (for the case of problems (1.6) and (1.7)). The GBD cuts can be used to approximate a non linear objective function, in which case they are called \textit{GBD optimality cuts}, or simply \textit{optimality cuts}. Otherwise, they could be used to approximate a non linear constraint, in which case they are called \textit{GBD feasibility cuts}, or simply \textit{feasibility cuts} (only if no confusion could be done with other types of feasibility cut). In the case of problems (1.6) and (1.7), and through this thesis, the non linear function considered is the compliance function (1.4.2), so the GBD cuts in this context could also be called \textit{compliance cuts}. The coefficients of the GBD cuts (i.e., the coefficients determining the GBD cut) are obtained by solving the second sequence of problems of the method. This sequence of problems considers only the continuous variables (in the case of problems (1.6) and (1.7), it corresponds to the displacement field \( u \in \mathbb{R}^d \). This sequence is called the sequence of subproblems, and in the case of problems (1.6) and (1.7), they correspond to the analysis problem (1.4). In general, the GBD method uses the dual optimization information of the subproblem (1.4) to obtain the coefficients of the GBD cuts. In the thesis it was also proven that a suitable reformulation of the subproblem (1.4) is required to have the theory behind the GBD method to hold. The method aims to get first order approximations of the compliance function in the projected space (the space of 0–1 variables). This could be done easily by simple differentiation, if we could obtain the projection of the nonlinear functions in the space of 0–1 variables. Since this is not always possible, the GBD considers the use of dual optimization information, by computing the optimal Lagrange multipliers of the subproblems. These optimal Lagrange multipliers are used to compute the value of the gradients of the functions in the projected space, with no need to compute them explicitly analytically or by finite differences.
Figure 1.5: Graphical representation of the classical GBD method for approximating a convex objective function.
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Summary of Results

This chapter describes briefly the contents of the five articles that are part of this thesis and the relationship among them. It summarizes the contributions and the impact of the thesis, as a whole research project. The thesis contributes in a significant way in the areas of Mixed Integer Optimization, Global Optimization and Structural Optimization. Briefly, articles 1 and 2 describe the theory for applying correctly the Generalized Benders’ Decomposition method for Topology Optimization problems. Article 3 describes a significant improvement in the GBD method for topology design problems, that could be generalized to a large class of mixed integer problems. Article 4 shows the application of this method in the design of composite laminated structures through the discrete material optimization approach, as well as new improvements in the technique, by means of the use of heuristics. Finally, article 5 describes the inclusion of local failure criteria in the modeling, and proposed an algorithm based in the same optimization method to obtain globally optimal solutions.

GBD Method for Topology Optimization: Method and Theoretical Properties (Appendix A)

This article considers the non-linear mixed-integer optimization programs that appear in structural topology optimization. The article presents a Generalized Benders’ Decomposition (GBD) method for solving single and multiple load minimum compliance (maximum stiffness) and minimum weight problems to global optimality. We present the theoretical aspects of the method when treating topology design optimization problems. We show a proof of finite convergence and conditions for obtaining global optimal solutions to single load re-enforcement problems, i.e. structural optimization problems for which no holes can be created. The method is also linked to, and compared with the Outer-Approximation approach and 0 – 1 semidefinite programming formulations of the considered problems. Article 1 contains all theoretical aspects related to the GBD method applied to topology optimization problems.
GBD Method for Topology Optimization: Extension and Numerical Experiments (Appendix B)

In Article 2, the method and the theoretical results from article 1 are generalized to pure topology optimization problems under multiple load conditions. Some heuristics, including non convex reformulation to obtain good candidate solutions, inclusion of the GBD cut related to the continuous relaxation, and the use of combinatorial Benders' feasibility cuts are suggested to accelerate the method. An implementation of the algorithm is described in detail. A set of truss topology optimization problems are solved numerically to global optimality. Article 2 is more based in numerical experiences, related to the theory built in Article 1.

New GBD Method for Topology Optimization Using Level Set Cuts (Appendix C)

This article considers the use of a new type of Generalized Benders' Decomposition (GBD) method, modifying the classical procedure. GBD solves non linear mixed integer problems, by solving a sequence of linear mixed integer problems. The classical method includes at each instance of this sequence, one or several linear constraints (or cuts), obtained from the solution of the previous problem in the sequence. The new proposed method considers the level set of the lowest available upper bound for the optimal objective function. Then, it searches for a non (necessarily) feasible design at this level set, and it forms a linear constraint (GBD cut) from this "level set" design. This new type of non feasible cuts are stronger than the classical GBD cuts and numerical results show that in practice they lead to faster convergence. The method is derived theoretically and specifically for classical structural topology problems, but it can be generalized to a larger class of non-linear mixed integer problems, where the mixed problem can be reformulated as an integer problem with a continuous convex relaxation. In this case, global solutions are guaranteed. A set of numerical benchmark examples for structural topology optimization problems are solved to global optimality. At this point the method has not yet got to its most powerful form. This is attained in article 4.

Discrete Multimaterial Optimization: Combining Approaches for Global Optimization (Appendix D)

Article 4 considers application of the theory and algorithm developed in the previous articles, but applied in the design of composite laminated structures. In addition, it includes heuristics in combination with the GBD method, so the resulting combined algorithm maximizes it computational power to convergence to global optimality. In this article we formulate composite laminate design problems as discrete material optimization problems. By using this modeling, we state standard minimum com-
2.1 Contributions and Impact

pliance problems in their original Mixed Integer Problem (MIP) formulation, which we aim to solve to Global optimality. We use different techniques for continuous and discrete optimization, and a Generalized Benders’ Decomposition algorithm for obtaining globally optimal solutions. By solving the continuous relaxation of the mixed integer problem, a considerable amount of information is passed to the mixed integer problem. This is mainly due to a convexity property of the continuous relaxation of the original problem. In particular, we use an efficient heuristic technique, which is very likely to find close-to optimal solutions. This technique consists in solving a corresponding sub-MIP problem, based on the solution the continuous relaxation of the original MIP optimization problem. This heuristic can be also used to improve the performance of other optimization techniques in the field of Mixed Integer Optimization. A number of numerical examples of design of composite laminated structures is presented. Several of them were solved to global optimality, and the strengths of the method are discussed in extension. Numerical examples of medium size discretization of up to 23,000 design variables gives promising results of solving large design problems to optimality, considering a small tolerance. At the same time, the independence of the design discretization with respect to the finite element discretizations allows the method to be used in real life design problems and still obtain global solutions.

Global Optimization for Structural Design Problem with Local Failure Criteria (Appendix E)

This article considers the inclusion of local failure criteria in multi-materialstructural design problems, stated in a non-linear mixed 0-1 formulation. Our main goal is to formulate models and methods allowing us to solve the design problem to global optimality. We use the Generalized Benders’ Decomposition (GBD). The local failure criteria we consider are the maximum strain, the maximum stress, the Tsai-Hill, and the Tsai-Wu criteria. We reformulate the classical formulation of the failure criteria, into a set of convex inequalities, forming a set of convex constraints. Including these reformulations on the design problem, we obtain a mixed 0 – 1 problem with convex continuous relaxation. We can therefore use the Generalized Benders’ Decomposition and/or the Outer Approximation approaches to construct an algorithm solving the design problem to global optimality. A customed GBD algorithm able to attack minimum compliance and minimum weight problems considering any type of local failure criteria is proposed. A numerical example for fiber angle optimization is tested and solved to global optimality by use of the proposed algorithm.

2.1 Contributions and Impact

This thesis supplies contributions in several areas of research. In particular, it is the first work in Global Optimization applied to the design of composite laminated
structures which includes local failure criteria. Besides, it provides a method which
can be applied for any existing local failure criteria, independently of its mathemat-
ic properties. This is due to the fact that the method only used the evaluation
of the failure criterion, in an approval/rejection procedure for the candidate designs.
The method is based on the algorithm related to the corresponding local failure
criterion-unconstrained optimization problem. The flexibility of the method is a
consequence of the fact that we do not used gradient information of the failure func-
tions, neither we need to use any potential convexity properties of the local failure
functions. In a more general perspective, this thesis produced a significant amount
of theoretical and numerical contributions to the structural optimization field. In
particular, it is the only existing work in applying the Generalized Benders' Decom-
position method in structural design problems. In addition, all theoretical aspects
regarding the convergence of the method in a finite number of steps, the conver-
gence to global optimality of the method were studied, opening and closing this
sub-research area. In addition, the thesis presents a new method for Mixed integer
Optimization, which is a GBD related method. The method is developed from a
theoretical point of view for structural design problems. All theoretical results form
the GBD method can be obtained to the new method. The improvement in numeri-
cal performance of the proposed method is dramatic. On top of this improvement,
a number of heuristics were used to improve even more the numerical performance
of the method, and successful numerical examples were presented.
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Abstract

This two part article considers the non-linear mixed-integer optimization programs that appear in structural topology optimization. The main objective of this work is to present a generalized Benders’ decomposition (GBD) method for solving single and multiple load minimum compliance (maximum stiffness) and minimum weight problems to global optimality. The GBD technique is a classical method for mixed-integer programming, in which the non-linear mixed-integer program is replaced by a sequence of linear mixed-integer programs.

Part one presents the theoretical aspects of the method, including a proof of finite convergence and conditions for obtaining global optimal solutions to single load reinforcement problems, i.e. structural optimization problems for which no holes can be created. The method is also linked to, and compared with the Outer-Approximation approach and 0 – 1 semidefinite programming formulations of the considered problems.

In the second part, the method and the theoretical results are generalized to pure topology optimization problems under multiple load conditions. Several ways to accelerate the method are suggested and an implementation is described in detail. Finally, a set of truss topology optimization problems are numerically solved to global optimality.
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1 Introduction

We consider structural topology optimization problems with discrete design variables, in particular minimum compliance (maximum stiffness) and minimum weight problems. For an overview of the field of topology optimization we refer to [7]. We study the mentioned problems in mixed 0 – 1 formulations, from the theoretical point of view. Up to now, numerical experiences have shown that discrete formulations of topology optimization problems cannot be efficiently solved when the number of design variables becomes large. Topology optimization problems have however only recently been treated by different formulations.
global optimization techniques, such as the branch-and-bound technique for non-linear mixed integer optimization, see e.g. [8] and [2, 3].

We propose to solve this kind of topology design problems by using generalized Benders’ decomposition (GBD, see [15]). Benders developed in the 1960’s a technique for solving linear mixed-integer problems (Benders’ Decomposition, see [6], 1962), and it was extended to non-linear mixed-integer problems by Geoffrion (GBD, see [15], 1972) and Lazimy (GBD, extended version, [20], 1986). The proposed method solves these problems, under certain conditions, to a global optimum. This skill rarely appears in the standard non-linear optimization methods used in the field of structural topology optimization. The models and methods mainly used in the field, in general, only guarantee locally optimal designs (if they at all find feasible designs).

The GBD technique is based on solving a sequence of linear mixed integer optimization programs, which approximate the original non-linear mixed integer program. These programs can be solved by any method for linear mixed integer optimization, as for example, branch-and-cut ([24]), or branch-and-bound ([16], [19], and [27]) methods. The GBD algorithm forms a monotone sequence of lower and upper bounds of the optimum value, which we prove to converge in a finite number of iterations for the considered problems.

This article is organized as follows. Section 2 presents the mixed 0 – 1 formulations of the considered minimum compliance and minimum weight problems, as well as the assumptions considered throughout this article. Section 3 develops the theory related to the application of the GBD for the minimum compliance problem, for the re-enforcement scenario, and in the single load case. Section 4 presents the formal and precise statement of the GBD technique for the minimum compliance problem. Section 5 presents the theoretical basis to apply GBD to the single load minimum weight problem. In Section 6, the theorem of convergence of the method in a finite number of steps is stated and proved. The proof of the convergence of the algorithm to a global optimum is shown in Section 7. Section 8 presents the formulation of the Outer-Approximation method for the minimum compliance problem and its relationship with the presented GBD approach. Section 9 presents an equivalent mixed 0 – 1 semi definite programming formulation of the minimum compliance problem and its relationship with the presented GBD approach. Finally, Section 10 contains a brief summary of the results presented in this article.

In the second part of the article, the main results are generalized to pure topology optimization problems under multiple load conditions. These generalizations are important for practical applications, for example design of advanced composite structures. In the second part we also present several ways to accelerate the proposed basic GBD method. Finally, we present the details of an implementation and the numerical experience obtained from solving a set of truss topology optimization problems to global optimality.

2 Problem Statement

We consider a closed-bounded design domain $\Omega_c \subset \mathbb{R}^2$ or $\Omega_c \subset \mathbb{R}^3$, with $\partial \Omega_c$ of class $C^1$. The design space related to $\Omega_c$ corresponds to the power set $P(\Omega_c)$ of $\Omega_c$ (i.e., the set of all subsets of $\Omega_c$). $P(\Omega_c)$ has infinite cardinality. For numerical purposes, the design space $\Omega_c$ is discretized into a finite set of $n$ small design regions, $\Omega_D = \{D_1, \ldots, D_n\}$, with $\bigcup_{i=1}^n D_i = \Omega_c$, $D_i \cap D_j = \emptyset$ if $i \neq j$. A 0 – 1 design variable is linked to each $D_i$. The discrete design space corresponds now to the power set of $\Omega_D$, $P(\Omega_D)$, of cardinality $2^n$. Typically (but not necessarily), these design regions coincide with the finite elements that are used to compute the response (displacements, stresses, etc.) of the structure under loading. The design variables can represent thicknesses, areas, or densities of a given isotropic design material in each of the elements. They can also, as in the case of design
of composite structures, represent a choice of available composite materials. A design is characterized by a vector element $x$ in the discrete design set $\chi_D = \{0,1\}^n$, where $n$ is the number of design variables induced by the discretization. In order to ensure that the problem is mathematically well formulated, we assume that suitable boundary conditions and external loads are imposed. The design problem consists in finding the optimal vector $x^* \in \chi_D$ that minimizes the objective function (compliance, weight, etc.), under some restrictions in the design space $\chi_D$. Throughout, we consider optimal design of mechanical structures in linear elasticity, subjected to static forces. We assume that the response of the structure is computed using the finite element method (see e.g. [9]).

The vector $x \in \chi_D$ will throughout be denoted the design variable vector, or simply the design variable. The elastic equilibrium equations, relating an external force $f$ applied to the structure and the corresponding displacement $u$, are given by

$$K(x)u = f. \tag{1}$$

Here, $u \in \mathbb{R}^d$ is the vector of displacements, and $f \in \mathbb{R}^d$ represents a given external static load for each of the $d$ degrees of freedom introduced by the discretization of the design space. The stiffness matrix $K(x) \in \mathbb{R}^{d \times d}$ is a function of the design variable $x$, and we assume that the load vector $f$ is independent of the design $x$.

The first of the problems we study is the minimum compliance (maximum stiffness) problem, which is formulated as

$$\begin{align*}
\text{minimize} & \quad f^T u \\
\text{subject to} & \quad K(x)u = f, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \chi_D = \{0,1\}^n. \tag{2}
\end{align*}$$

In (2), $M > 0$ is the maximum amount of material allowed for the structure, and $\rho \in \mathbb{R}^n$ is the vector of material densities. The constraints $Ax \leq b$ state a general set of linear inequalities involving only the design variable. The second problem formulation we study, is the minimum weight problem

$$\begin{align*}
\text{minimize} & \quad \rho^T x, \\
\text{subject to} & \quad K(x)u = f, \\
& \quad f^T u \leq C, \\
& \quad Ax \leq b, \\
& \quad x \in \chi_D = \{0,1\}^n. \tag{3}
\end{align*}$$

where $C > 0$ is the maximum allowed compliance for the structure. Problems (2) and (3) are both non-linear mixed 0 – 1 programs. They are also non-convex problems, due to the integer nature of the design variables, and the non-linearity of the equilibrium equations (1).

Denote the sets

$$\begin{align*}
X_M &= \{x \in [0,1]^n \mid \rho^T x \leq M\}, \\
X_b &= \{x \in [0,1]^n \mid Ax \leq b\}, \\
X &= \{0,1\}^n \cap X_M \cap X_b. \tag{4}
\end{align*}$$
2.1 Assumptions

A summary of the important assumptions we consider throughout this article is the following:

(A-1) The stiffness matrix \( K(x) \) is symmetric, affine in \( x \), and positive definite for all \( x \in \{0,1\}^n \). The matrix \( K(x) \) is given by

\[
K(x) = K_0 + \sum_{j=1}^{n} x_j K_j, \tag{5}
\]

where \( K_j \in \mathbb{R}^{d\times d} \) is the symmetric positive semi definite element stiffness matrix for the \( j \)-th design variable, and \( K_0 \in \mathbb{R}^{d\times d} \) is a given symmetric positive definite matrix \( (K_0 \succ 0) \). We assume that

\[
K_0 = \eta_s \sum_{j=1}^{n} K_j, \tag{6}
\]

with \( 0 < \eta_s \ll 1 \). \( \eta_s \) will be called the re-enforcement parameter.

(A-2) The compliance and mass limits, \( C \) and \( M \) respectively, satisfy \( C > 0 \) and \( 0 < M < \sum_{j=1}^{n} \rho_j \), where \( \rho_j \geq 0 \) for all \( j = 1,\ldots,n \).

(A-3) The external load \( f \in \mathbb{R}^d \setminus \{0\} \).

(A-4) There are no special assumptions on \( A \) and \( b \), except for the requirement that the feasible set related to the constraint \( Ax \leq b \) is non empty.

The first assumption states that we are in a re-enforcement scenario. In this situation, there already exists some given design, described by the matrix \( K_0 \), and the objective is to find out where to re-enforce this pre-existing design in an optimal way. The assumption (A-1) will be relaxed in the second part of the article, where we allow the introduction of holes in the structure. The second and third assumptions are stated to avoid trivial, or no solutions to the considered problems.

3 GBD for the Minimum Compliance Problem

In this section, we present the Generalized Benders’ Decomposition (GBD), applied to the single load minimum compliance problem (2). We consider the situation of a re-enforcement scenario, where the global stiffness matrix \( K(x) \) is represented by (5) and (6) in assumption (A-1), with \( \eta_s > 0 \). This ensures that \( K(x) \) is positive definite, for all \( x \geq 0 \). Hence, for any design vector \( x \in \{0,1\}^n \), the equilibrium equations (1) have a unique solution. These assumptions are introduced to keep the models and results as simple as possible in this first stage. The generalization to a positive semidefinite stiffness matrix and multiple load conditions are presented on the following sections.

GBD is, roughly speaking, based on splitting the problem (2) into two sequences of simpler optimization programs. The first sequence of programs involves only the state variable \( u \), while the other sequence considers only the \( 0-1 \) design variable \( x \). The programs in the state variable \( u \) are called the “subproblems”. They correspond to solving the analysis problem (1) for a fixed value of the design \( x \), obtaining the corresponding displacement \( u(x) \). The second sequence of problems is composed of linear \( 0-1 \) problems.
in the design variable \( x \). Each one of these linear 0 – 1 programs is called a “relaxed master problem”, and their output decides the convergence of the entire algorithm.

It is possible to prove, by using the projection theorem (see [12], Section 2.1, for details), that the minimum compliance problem (2) is equivalent to the projected problem

\[
\begin{align*}
\text{minimize} & \quad w(x) \\
\text{subject to} & \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n;
\end{align*}
\]

where \( w(x) \) is the solution to the analysis problem

\[
w(x) = \min_{u \in \mathbb{R}^d} f^T u \\
\text{subject to} \quad K(x)u = f.
\]

The problem (2) satisfies all the hypotheses stated in the projection theorem, and so, it implies the equivalence between the problems (2) and the problem defined by (7) - (8). This equivalence should be understood in the sense that both programs have the same optimal solutions and objective values. Since we have split problem (2) into two eventually simpler problems (7) - (8), our goal is to solve these two last problems, instead of the problem (2). The analysis problem (8) is a linear problem, which in the re-enforcement case (i.e., \( \eta_s > 0 \) in assumption (A-1)) has a unique solution. Thus, we can find an explicit representation for the function \( w(x) \), since the optimal solution of the program (8) is the vector \( u^* = u(x) = K(x)^{-1}f \). In this case, we have that \( w(x) \) is given by

\[
w(x) = f^T u(x) = f^T K(x)^{-1} f.
\]

The original optimization problem given by (7) - (8) can, in this situation, be reduced to the program

\[
\begin{align*}
\text{minimize} & \quad f^T K(x)^{-1} f \\
\text{subject to} & \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

which is a program stated only in the design variable \( x \). Problem (10) is the classical nested formulation of a minimum compliance problem (see e.g. [7] and [25]). It is a non-linear 0 – 1 program, and its continuous relaxation (i.e., the problem obtained when the condition \( x \in \{0, 1\}^n \) is replaced by \( x \in [0, 1]^n \)) is convex, as [25] showed that the function \( w(x) = f^T K(x)^{-1} f \) is convex for \( x \in [0, 1]^n \), such that \( x > 0 \). Here, because of assumption (A-1), convexity of \( w(x) \) holds in the whole space \([0, 1]^n\).

The original idea of the GBD (see [15] for details), as a solution strategy, is to use the dual formulation related to the subproblem (8), to define the function \( w(x) \). It is expected that by using the dual formulation, a linear inequality involving the design variable \( x \) will appear (these linear inequalities are denoted cuts). Note, that since the program (8) is a linear program, it follows that it satisfies the strong duality property, i.e. the primal and dual optimization programs have the same optimal value if they are both feasible. This last fact allows us to write the function \( w(x) \), using the Lagrange function of the program (8), as

\[
w(x) = \sup_{\alpha \in \mathbb{R}^d} \{ \inf_{u \in \mathbb{R}^d} \{ f^T u + \alpha^T [K(x)u - f] \} \}. \quad (11)
\]
By using linear duality theory, (11) can be re-written as the linear problem

\[
\begin{align*}
    w(x) = \max_{\alpha \in \mathbb{R}^d} & \quad -f^T \alpha \\
    \text{subject to} & \quad K(x)\alpha = -f,
\end{align*}
\]

which is similar to the analysis problem (8). The optimal solution of this last program is given by \( \alpha^* = -u^* = -K(x)^{-1}f \). The couple \((\alpha^*, u^*)\) is then, the optimal solution of the primal-dual problem (11). Replacing it in (11), we obtain that \( w(x) \) can be represented by the function

\[
\begin{align*}
    w(x) = w(\alpha^*, u^*, x) &= 2f^T K(x)^{-1}f - f^T (K(x)^{-1})^T K(x)K(x)^{-1}f \\
    &= f^T K(x)^{-1}f,
\end{align*}
\]

and we obtain the same representation of the function \( w(x) \) as in (9). Thus, no improvements were made with this formulation, and neither did any linear relationship with respect to \( x \) appear. As an alternative, [20] proposed to modify the primal formulation of \( w(x) \), in such a way that the dual definition of \( w(x) \), defines by construction a set of linear inequalities in the design variable \( x \). These linear inequalities can be used to form an equivalent linear optimization program, which is useful for numerical purposes. In order to have such a representation of the function \( w(x) \), by using dual information, we need to satisfy the strong duality property. The idea of [20], applied to the function \( w(x) \) defined by (8), is given by the following non convex subproblem,

\[
\begin{align*}
    w(x) = \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} & \quad f^T u \\
    \text{subject to} & \quad K(z)u = f, \\
    z = x. & \tag{12}
\end{align*}
\]

Hence, the corresponding dual definition of the function \( w(x) \), in case the strong duality property held, is

\[
\begin{align*}
    w(x) &= \sup_{\alpha \in \mathbb{R}^d, \psi \in \mathbb{R}^n} \{ \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} \{ f^T u + \alpha^T [K(z)u - f] + \psi^T (z - x) \} \\ &= \sup_{\alpha \in \mathbb{R}^d, \psi \in \mathbb{R}^n} (-\psi^T x - f^T \alpha + \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} \{ f^T u + \alpha^T K(z)u + \psi^T z \}). & \tag{13}
\end{align*}
\]

Unfortunately, this property does not hold for the problem (12). This can be seen by looking in (13) at the program

\[
P(\alpha, \psi) = \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} \{ f^T u + \alpha^T K(z)u + \psi^T z \},
\]

and the following result.

**Proposition 1.** \( P(\alpha, \psi) = -\infty \), for all \((\alpha, \psi) \in \mathbb{R}^d \times \mathbb{R}^n\).

**Proof.** The affine representation of the stiffness matrix (5), is represented in a more compact way as \( K(z) = K_0 + (\nabla_z K(z))z \). Here,

\[
\frac{\partial K(z)}{\partial z_j} = K_j,
\]

where \( K_j \) is the local stiffness matrix related to the \( j \)-th design variable. It follows that the gradient \( \nabla_z K(z) \) of the stiffness matrix \( K(z) \) is expressed by the “vector” of local stiffness matrices
Therefore, we have

\[
\nabla z K = \nabla z K(z) = \{ K_1, K_2, \ldots, K_n \}.
\]

(14)

Therefore, we have

\[
P(\alpha, \psi) = \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} \{ f^T u + \alpha^T [K_0 + (\nabla_z K)z] u + \psi^T z \}
\]

\[
= \inf_{z \in \mathbb{R}^n, u \in \mathbb{R}^d} \{ [f^T + \alpha^T K_0] u + \psi^T z + \alpha^T (\nabla_z K)zu \}.
\]

Here we see that \( P(\alpha, \psi) \) represents an unconstrained minimization problem, which is bilinear in the variables \( z \in \mathbb{R}^n \) and \( u \in \mathbb{R}^d \). The coefficients involved in this problem never become simultaneously zero, for any value of the Lagrange multipliers. In other words, the equations

\[
(f^T + \alpha^T K_0, \psi^T, \alpha^T \nabla_z K) = (0, 0, 0), \quad \forall (\alpha, \psi) \in \mathbb{R}^d \times \mathbb{R}^n,
\]

(15)

have no solutions. This can be seen in the following way. If \( \eta_s = 0 \), then \( K_0 = 0_{d \times d} \), and the vector at the left side in (15) becomes \( (f^T, \psi^T, \alpha^T \nabla_z K) \), which can not become zero, since its first component \( f^T \neq 0 \) is independent of \( (\alpha, \psi) \). If now \( \eta_s > 0 \), Then \( K_0 \) is a positive definite matrix. Suppose there exists a couple \((\alpha^*, \psi^*)\) satisfying (15). Then \( \alpha^* \) must be the unique solution of the linear system \( f + \alpha^*^T K_0 = 0 \) (the existence and uniqueness of \( \alpha^* \) come from the positive definiteness of the symmetric matrix \( K_0 \)). Therefore, \( \alpha^* \neq 0 \) (otherwise it would imply \( f = 0 \), contradicting assumption (A-3)). The third system of equations, \( \alpha^T \nabla_z K = 0 \) implies that

\[
K_j \alpha^* = 0, \quad \forall j = 1, \ldots, n.
\]

(16)

Now, the system \( f + \alpha^*^T K_0 = 0 \) and the definition of \( K_0 \) given by (6), necessarily mean that

\[
f + \alpha^*^T \eta_s \sum_{j=1}^{n} K_j = 0
\]

\[
\iff f + \eta_s \sum_{j=1}^{n} \alpha^*^T K_j = 0,
\]

(17)

and after (16), it follows that

\[
f = 0,
\]

(18)

which is a contradiction with assumption (A-3). This proves the insolvability of (15). As a consequence, the minimization problem defined by \( P(\alpha, \psi) \) is unbounded, independently of the values of \( (\alpha, \psi) \), i.e.,

\[
P(\alpha, \psi) = -\infty, \quad \forall (\alpha, \psi) \in \mathbb{R}^d \times \mathbb{R}^n.
\]

This last result implies that for the primal subproblem (12), no optimal Lagrange multipliers are available. Therefore, the representation of \( w(x) \) given by (13) is not equivalent to (9), and hence, it is not valid. This problem arises from the lack of a necessary hypothesis called stability (see [12]) for the primal subproblem, which [20] assumes when formulating the method. This hypothesis is not satisfied here, and the non existence of the optimal Lagrange multipliers is itself, a proof of it. The solution to this difficulty is to replace once more the primal definition of the function \( w(x) \), for a new equivalent one, where these two properties (duality and linearity of dual in the sense explained previously) hold at the same time.
3.1 GBD and Duality-Linearity Properties

In the GBD method, we must replace the definition of the function \( w(x) \) by an equivalent one, where the strong duality property of its formulation holds. It is important as well, that \( w(x) \) defines a set of linear inequalities with respect to the design variable \( x \), as it was the original idea of [20]. With this purpose in mind, we propose to define the function \( w(x) \) as

\[
w(x) = \hat{w}(x, u(x)), \tag{19}
\]

where \( u(x) = K(x)^{-1}f \) and \( \hat{w} : \{0,1\}^n \times \mathbb{R}^d \rightarrow [0, \infty] \) is the function defined by the program

\[
\hat{w}(x, u) = \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} f^Tv \\
\text{subject to} \\
K(z)v - f = 0, \\
v = u, \\
vz^T = ux^T,
\tag{20}
\]

when this program is feasible, and \( \hat{w}(x, u) = +\infty \), when it is not. Here, the use of the semi open set \( [0, \infty] \) for the image of \( \hat{w}(x, u) \) follows the fact that the function \( \hat{w} \) cannot attain the value 0 (If \( \hat{w}(x, u) \) attained 0, from the positive definiteness of \( K(x) \), it would imply \( v^* = u = 0^T \) in (20), which can never satisfy the constraint \( K(z)v - f = 0 \)). Note the special notation in the last constraint of (20). \( vz^T = ux^T \) is a simplification of the representation of the set of constraints: \( vz = ux, v \) for \( j \in \{1, \ldots, d\} \) and \( k \in \{1, \ldots, n\} \). Keeping this in mind, we will from now on simply write \( vz = ux \).

After introducing this new definition for \( w(x) \), we need to show that this definition is equivalent to (9). This means, we need to prove that

\[
w(x) = \hat{w}(x, u(x)), \quad \forall \ x \in \{0,1\}^n.
\]

We start by taking an arbitrary \( x \in \{0,1\}^n \). It is possible to see that the program (20) only has feasible points of the type \( (x, u) \) satisfying \( u = u(x) \), where \( u(x) = K(x)^{-1}f \). For such couples \( (x, u(x)) \), the only feasible, and therefore optimal solution to (20), corresponds to

\[
\begin{align*}
\hat{z}^* &= x, \\
\hat{v}^* &= u(x),
\end{align*}
\]

in which case we have

\[
\hat{w}(x, u(x)) = f^Tu(x) = w(x). \tag{21}
\]

Since (21) is valid for an arbitrary \( x \in \{0,1\}^n \), this proves that the definition (19) for the function \( w(x) \) is equivalent to (9). Next, we prove that the strong duality property holds for the program (20). The dual optimization problem related to (20) can be written as

\[
\Phi_c(x, u) = \sup_{\Gamma_c \in \mathbb{R}^{2d+nd}} \{ l_c^*(x, u, \Gamma_c) \}, \tag{22}
\]

where the following definitions are introduced. \( \Gamma_c \) is defined as the triple

\[
\Gamma_c = (\alpha, \delta, \nu), \quad \alpha \in \mathbb{R}^d, \delta \in \mathbb{R}^d, \nu \in \mathbb{R}^{nd}.
\]

The function \( l_c^* : \{0,1\}^n \times \mathbb{R}^d \times \mathbb{R}^{2d+nd} \) is defined as

\[
\begin{align*}
l_c^*(x, u, \Gamma_c) &:= \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ \mathcal{L}^* (x, u, \Gamma_c, z, v) \}, \\
\mathcal{L}^* (x, u, \Gamma_c, z, v) &:= f^Tv + \alpha^T[f - K(z)v] + \delta^T[v - u] + \nu^T[vz - ux].
\end{align*}
\tag{23}
\]
In (23), the natural way to define the dual variable $\nu$, related to the third constraint in (20), is by using two artificial indexes $l,k$, but we remark that $\nu$ is a 1-dimensional vector and this notation is not ambiguous

$$
\nu \in \mathbb{R}^{nd} : \quad \nu^T[vz - ux] = \sum_{l,k} \nu_{lk}[v_lz_k - u_lx_k] = \sum_{l,k} \nu_{lk}[z_kv_l - x_ku_l] = \nu^T(zv - xu).
$$

The first important result we can show in this section is the following strong duality result.

**Theorem 1.** The program (20) is a non-convex program. Even so the following strong duality property holds

$$
\tilde{w}(x, u(x)) = \Phi_c(x, u(x)) = f^T u(x).
$$

**Proof.** The program (20) is non convex, since its first and third constraints are bilinear constraints in the $v - z$ plane. To prove that the strong duality property (25) holds, we need to prove that both the primal and dual programs (20) and (22), respectively, are feasible for the same values of $(x, u)$, and their optimal objective function values are equal.

Consider $u = u(x) = K(x)^{-1}f$. Since we already know from (21) that $\tilde{w}(x, u(x)) = f^T u(x)$, then we only need to prove that the dual program (22) has the same optimal objective function value, i.e. that

$$
\Phi_c(x, u(x)) = f^T u(x).
$$

We remind the reader that the weak duality theorem holds always, even for non convex or non regular optimization programs (see [17], p. 149 or [14], p. 9), without any additional hypotheses. This means that we have the following property

$$
\Phi_c(x, u(x)) \leq \tilde{w}(x, u(x)) = f^T u(x).
$$

We need to prove that in (26), the inequality is actually, an equality. We start by looking at the feasible set of the dual program (22). The weak duality property claims, more specifically, that for minimization problems, the objective value of any feasible solution of the dual problem, is not larger than the objective value of any feasible solution for the primal problem. In particular, it is not larger than the optimal value of the primal problem

$$
l_c^*(x, u(x), \Gamma_c) \leq f^T u(x), \quad \forall \Gamma_c, \text{ dual feasible}.
$$

By definition, the feasible set $F_D(x, u)$ of the dual program (22) is the subset of the space of the Lagrange multipliers, for which the value of the dual objective function is finite

$$
F_D(x, u) = \{ \Gamma_c \in \mathbb{R}^{2d+nd} : l_c^*(x, u, \Gamma_c) > -\infty \}.
$$

If the strong duality (25) property holds, it necessarily follows that for any $x \in \{0, 1\}^n$, we are able to find an optimal Lagrange multiplier, $\Gamma_c(x)$, such that

$$
l_c^*(x, u(x), \Gamma_c(x)) = f^T u(x).
$$

It will be proven that the equality is attained for the following values of the multiplier vectors
\[ \Gamma_c(x) = (\alpha(x), \delta(x), \nu(x)) \]
\[ \alpha(x) = u(x) \]
\[ \delta(x) = -x^T \nabla_x K(x) u(x) \]
\[ \nu(x) = \nabla_x K(x) u(x), \]

where \( \nabla_x K(x) \) is the gradient of the stiffness matrix given by (14), for the variable \( x \) instead of \( z \). We perform the replacements by steps. This will make the algebraic manipulation more clear. As a first step, we start by replacing \( \alpha(x) = u(x) \) in (23). By doing this, (23) becomes

\[ l^*_c(x, u(x), \alpha(x), \delta, \nu) = \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ L^*(x, u(x), \alpha(x), \delta, \nu, z, v) \} \]
\[ = \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ f^T v + u(x)^T [f - K(z)v] + \delta^T [v - u(x)] \}
+ \nu^T [vz - u(x)x] \}
\[ = \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ [(f^T - u(x)^T K(z)]v + \delta^T [v - u(x)] \]
+ \nu^T [vz - u(x)x] \} + f^T u(x). \]

Now we make the changes of variables \( z = x + \Delta z, \ v = u(x) + \Delta v \), and use that the stiffness matrix \( K(z) \) is affine, so we have \( K(x + \Delta z) = K(x) + \nabla_x K(x) \Delta z \). Then, we obtain

\[ l^*_c(x, u(x), \alpha(x), \delta, \nu) = \inf_{\Delta z \in \mathbb{R}^n, \Delta v \in \mathbb{R}^d} \{ [f^T - u(x)^T K(x + \Delta z)] [u(x) + \Delta v] + \delta^T \Delta v \]
+ \nu^T [u(x) + \Delta v][x + \Delta z] - u(x)x] \} + f^T u(x) \]
\[ = \inf_{\Delta z \in \mathbb{R}^n, \Delta v \in \mathbb{R}^d} \{ [f^T - u(x)^T K(x + \nabla_x K(x) \Delta z)] [u(x) + \Delta v] \]
+ \delta^T \Delta v + \nu^T [u(x) \Delta z + x \Delta v + \Delta v \Delta z] \} + f^T u(x) \]
\[ = \inf_{\Delta z \in \mathbb{R}^n, \Delta v \in \mathbb{R}^d} \{ -u(x)^T \nabla_x K(x) \Delta z [u(x) + \Delta v] + \delta^T \Delta v \]
+ \nu^T [u(x) \Delta z + x \Delta v + \Delta v \Delta z] \} + f^T u(x), \]

where in the last equation above we used the equality \( f - K(x)u(x) = 0 \) in order to cancel some of the terms. After some algebraic manipulations, we obtain

\[ l^*_c(x, u(x), \alpha(x), \delta, \nu) = \inf_{\Delta z \in \mathbb{R}^n, \Delta v \in \mathbb{R}^d} \{ [\nu^T - u(x)^T \nabla_x K(x)] [\Delta z u(x) + \Delta z \Delta v] \]
+ [\delta^T + \nu^T \Delta v] \} + f^T u(x). \]

At this point, we can see that if we choose the vectors \( \nu(x)^T = u(x)^T \nabla_x K(x) \) and \( \delta(x)^T = -\nu(x)^T x \), we obtain

\[ l^*_c(x, u(x), \Gamma_c(x)) = f^T u(x). \]

Equation (28), together with the weak duality property (26) and definition (20), prove that \( \Gamma_c(x) = (\alpha(x), \delta(x), \nu(x)) \) chosen as (27), is an optimal solution for the dual problem \( \Phi_c(x, u(x)) \), with an optimal value

\[ \Phi_c(x, u(x)) = f^T u(x), \]

which means that strong duality property holds, as it was stated.
Corollary 1. The following equalities hold

\[ w(x) = \sup_{\Gamma_c} \{ l^*_c(x, u(x), \Gamma_c) \} = l^*_c(x, u(x), \Gamma_c(x)) = f^T u(x). \]

In addition, we have the following property for the \( l^*_c \)-functions.

Property 1. The function \( l^*_c \) defined by (23) is linear in \( x \), and it has an explicit representation, when the arguments are the displacement field \( u^k = u(x^k) \), and any optimal Lagrange multipliers \( \Gamma^k_c \) (for example, the ones given by (27)) related to a design \( x^k \). In this case, the function \( l^*_c \) is represented as

\[
l^*_c(x, u^k, \Gamma_c) = \begin{cases} l^*_c(x, u^k, \nu^k) = f^T u^k + \nu^T u^k [x^k - x], & \text{if } u = u^k, \Gamma_c = \Gamma^k_c; \\ -\infty, & \text{otherwise.} \end{cases}
\]

Proof. Representation (29) is obtained by an algebraic manipulation of the definition for the \( l^*_c \)-function (23).

\[
l^*_c(x, u^k, \Gamma_c) = \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ f^T v + \alpha^k [f - K(z) v] + \delta^k [v - u^k] + \nu^T [v z - u^k x] \}
\]

\[
= \nu^T u^k [x^k - x] + \inf_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ f^T v + \alpha^k [f - K(z) v] + \delta^k [v - u^k] + \nu^T [v z - u^k x^k] \}
\]

\[
= \nu^T u^k [x^k - x] + l^*_c(x^k, u^k, \Gamma^k_c)
\]

\[
= \nu^T u^k [x^k - x] + f^T u^k
\]

For any \( \Gamma_c \neq \Gamma^k_c \), \( l^*_c(x, u^k, \Gamma_c) \) represents an unbounded minimization problem, which implies that \( l^*_c(x, u, \Gamma_c) = -\infty \). \( \square \)

Note the simplified notation \( l^*_c(x, u^k, \nu^k) \) that has been introduced here. According to (29), this notation is more convenient, and will be used instead of \( l^*_c(x, u^k, \Gamma^k_c) \). The Lagrange multiplier \( \nu^k \) can be expressed (after (27)) as

\[
\nu^k = \left( u^k T K_1 \ u^k T K_2 \ \ldots \ u^k T K_n \right)^T.
\]

(30)

As a consequence, the function \( l^*_c(x, u^k, \nu^k) \) can be explicitly represented, when its arguments are the Lagrange multipliers given by (27)

\[
l^*_c(x, u^k, \nu^k) = f^T u^k + \nu^T u^k x^k - \nu^T u^k x
\]

\[
= f^T u^k + \sum_{j=1}^n x_j^k u^k T K_j u^k - \sum_{j=1}^n x_j^k u^k T K_j u^k.
\]

(31)

3.2 Master Problem

The results from the previous section allow us to give a sequence of equivalent formulations of the minimum compliance program (2), leading to the proposed GBD formulation of this problem. We start with the following result.

Proposition 2. Suppose \((x^1, u^1), \ldots, (x^P, u^P)\), are all feasible points for problem (2). Suppose as well that \( \nu^1, \ldots, \nu^P \) are the corresponding optimal Lagrange multiplier vectors
given by (27). If \((x^*, u^*)\) is an optimal solution for problem (2), then \((x^*, y^*)\), \(y^* = f^T u^*\) is an optimal solution for the problem

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u^k, \nu^k) \leq y, \quad \forall k = 1, \ldots, P, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

(32)

Proof. After the optimality of \((x^*, u^*)\) for problem (2), it follows that \((x^*, u^*)\) satisfies the conditions \(\rho^T x^* \leq M, Ax^* \leq b, x^* \in \{0, 1\}^n\), and \(K(x^*)u^* = f\). Considering an arbitrary \(k\) in \(\{1, \ldots, P\}\), and evaluating the \(l^*_c\)-function (given by (29)) in \(x^*\), we have

\[
l^*_c(x^*, u^k, \nu^k) = f^T u^k + \nu^k \nabla_x K(x) u^k [x^k - x^*].
\]

(33)

For \(\nu^k\) given by (27), (33) can be written as

\[
l^*_c(x^*, u^k, \nu^k) = f^T u^k + u^k \nabla_x K(x) u^k [x^k - x^*] = f^T u^k + \sum_{j=1}^{n} u^k K_j u^k [x^k_j - x^*_j].
\]

After (9), \(w(x) = f^T K(x)^{-1} f\) is the explicit representation of the compliance as a function of \(x\). It is known that \(-\sum_{j=1}^{n} x_j u(x')^T K_j u(x') = \nabla_x w(x')^T x\) for an arbitrary \(x' \in \{0, 1\}^n\) (see [7]), and that \(w(x^k) = f^T K(x^k)^{-1} f = f^T u^k\). Hence, we can write

\[
l^*_c(x^*, u^k, \nu^k) = w(x^k) + \nabla_x w(x^k)^T [x^* - x^k].
\]

(34)

Since the compliance \(w(x)\) is a convex function in \([0, 1]^n\) (see [25]), we have that

\[
w(x^k) + \nabla_x w(x^k)^T [x^* - x^k] \leq w(x^*) = y^*.
\]

(35)

Equations (34) and (35) imply that

\[
l^*_c(x^*, u^k, \nu^k) \leq y^*.
\]

(36)

Inequality (36) was obtained for an arbitrary \(k \in \{1, \ldots, P\}\). Therefore, this inequality is satisfied for all \(k = 1, \ldots, P\),

\[
l^*_c(x^*, u^k, \nu^k) \leq y^*, \quad \forall k = 1, \ldots, P,
\]

which is enough to prove that \((x^*, y^*)\) is feasible for (32). Now, suppose that \((x^*, y^*) = w(x^*) = f^T u^*\) is not optimal for (32). Thus, there exists \((x^{**}, y^{**})\), optimal solution of (32) with \(y^{**} < y^*\). The existence of \((x^{**}, y^{**})\) follows from the feasibility of (32), and from the fact that the linear functions

\[
h^k : [0, 1]^n \rightarrow l^*_c(x, u^k, \nu^k), \quad k = 1, \ldots, P,
\]

are bounded from below. In addition, we have that \(x^{**} \neq x^*\), since \(x^*\) does not satisfy the constraint \(l^*_c(x^*, u^*, \nu^*) \leq y^*\), since \(l^*_c(x^*, u^*, \nu^*) = w(x^*) = y^* > y^{**}\). On the other hand, there exist the corresponding vectors \(u^{**}\) and \(\nu^{**}\). Then, \(l^*_c(x^{**}, u^{**}, \nu^{**}) = w(x^{**}) \leq y^{**}\) implies that \(w(x^{**}) < w(x^*)\). It is possible to check that \((x^{**}, u(x^{**}))\) is a feasible point for problem (2), with a smaller objective function than \((x^*, u^*)\). This is a contradiction with the optimality of \((x^*, u^*)\) for problem (2), proving the optimality of \((x^*, y^*)\) for the program (32).

An important consequence of Proposition 2 is that the cuts

\[
l^*_c(x, u^k, \nu^k) \leq y, \quad k \in \{1, \ldots, P\},
\]

are valid cuts, being always satisfied for any optimal solution \((x^*, u^*)\) of problem (2).
3.3 GBD Approach

Program (32) is called the master problem, and includes a too large number of constraints \((P)\) grows exponentially with the size of the problem). Obviously, this problem is impossible to solve as stated in practice. The solution to this difficulty is to relax the master problem (32), by considering only a few of the \(l^*_c\)-constraints. Thus, after including \(N \ll P\) of these constraints \(l^*_c(x, u^k, \nu^k) \leq y, \ k = 1, \ldots, N\), the relaxed master problem is set to

\[
\begin{align*}
\text{minimize} \quad & y \\
\text{subject to} \quad & l^*_c(x, u^k, \nu^k) \leq y, \quad \forall \ k = 1, \ldots, N, \\
& \rho^T x \leq M, \\
& Ax \leq b, \\
& x \in \{0, 1\}^n.
\end{align*}
\]

\[(37)\]

The idea behind GBD is that for a certain \(N \ll P\), the solutions of the programs (32) and (37) are the same. In this way, each \(l^*_c\) function represents a linear constraint in the master problem, which is called an optimality cut, or a compliance cut. Thus, the optimality cut related to \(x^k\) is given by

\[-\nu^kT u^k x - y \leq -f^T u^k - \nu^kT u^k x^k.\]

The relaxed master problem for the minimum compliance problem can, thus, be represented explicitly as the linear mixed 0–1 program

\[
\begin{align*}
\text{minimize} \quad & y \\
\text{subject to} \quad & -\nu^kT u^k x - y \leq -f^T u^k - \nu^kT u^k x^k, \quad k = 1, \ldots, N, \\
& \rho^T x \leq M, \\
& Ax \leq b, \\
& x \in \{0, 1\}^n,
\end{align*}
\]

\[(P_c)\]

where \(\nu^k\) is given by (30). \((P_c)\) is the representation of the relaxed master program used in the numerical experiments in the second part of the article.

3.4 Principle Behind the GBD Algorithm

The principle behind the GBD algorithm is the following. At some stage of the algorithm (say at iteration \(N\), \(N\) relaxed master problems have been solved. Let us suppose for simplicity, that for each relaxed master problem, exactly one optimal solution has been found. The situation can be easily generalized if the relaxed master problem possesses more than one solution. Therefore, there are in total \(N\) candidate designs. For each of them, the compliance \(w^k = w(x^k) = f^T u(x^k), \ k = 1, \ldots, N\), has been computed, and the smallest of them is set as the current upper bound \(UB^N\) for the minimum compliance design, i.e.,

\[UB^N = \min\{w^1, w^2, \ldots, w^N\}.\]

If \(w^*\) is the global optimal compliance of the original, i.e. the non relaxed, master program (32), then we have that

\[w^* = \min_k \{w^k\} \leq UB^N.\]
The existence of $w^*$ is guaranteed from the finiteness of $\{0,1\}^n$. Let $Y^N$ be the optimal value of the relaxed master problem ($P_c$) at iteration $N$. Then, consider the fact that this master problem corresponds to the relaxed master problem of the previous iteration $N-1$, plus one additional constraint. This extra constraint is the one added at the current iteration. This implies that the relaxed master problem at iteration $N$ is necessarily more constrained than the relaxed master problem at iteration $N-1$. Hence, there is consequently a relationship between the optimal values of two consecutive relaxed master problems

$$Y^{N-1} \leq Y^N.$$  

It follows that the sequence of optimal values of the relaxed master problems solved until iteration $N$, forms a monotone non decreasing sequence

$$Y^1 \leq Y^2 \leq \ldots \leq Y^{N-1} \leq Y^N.$$

Remember that the relaxed master problem is a simplified version of the original master problem, where most of the constraints have been removed. We conclude that the solution of the relaxed master problem ($P_c$), is bounded at any iteration by the solution of the original master problem (32), i.e.,

$$Y^N \leq w^*$$  

(39)

The inequalities (38) and (39) can be written together as

$$Y^N \leq w^* \leq UB^N.$$

The GBD technique is based on the expectation that these two sequences of bounds ($Y^N, UB^N$) will converge to the optimal value $w^*$ in a finite number of iterations. This assumption is indeed, proven in the next sections. For a more detailed description of the algorithm in a general framework, we refer the reader to [15].

### 4 Statement of the Method

In this section, we present the formal statement of the Generalized Benders’ Decomposition (GBD) method to solve the minimum compliance problem (2). The assumptions considered are the same as in the previous sections, i.e. assumptions (A-1) – (A-4). The stiffness matrix is given by assumption (A-1) and equations (5) and (6), with re-enforcement parameter $\eta > 0$. Generalizations to the pure topology case and the multiple load case problems are shown in the second part of this article [22].

#### Algorithm 1

1. Set $N = 1$, the upper bound $UB = +\infty$, the lower bound $y^* = -\infty$ and the convergence tolerance $\epsilon \geq 0$. Find an initial design $x^1 \in [0,1]^n$ ($x^1$ does not have to satisfy $x^1 \in \{0,1\}^n$) satisfying $\rho^T x^1 \leq M$ and $Ax^1 \leq b$. Compute the displacement field $u^1 = K(x^1)^{-1} f$ and the compliance $C^1 = f^T u^1$.

2. Solve the first relaxed master problem

$$\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad - \sum_{j=1}^n x_j u^1 T K_j u^1 - y \leq -f^T u^1 - \sum_{j=1}^n x_j u^1 T K_j u^1, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n,
\end{align*}$$

(M1)
by any solver for linear-mixed integer programming. If the problem is infeasible, stop and exit. Increase the mass bound $M$ and restart. If the problem is feasible, it necessarily has at least one optimal solution. This comes from the fact that the function

$$h : \{0, 1\}^n \rightarrow \mathbb{R}, \quad h(x) = u^T K_j u^1 T (x^1 - x)$$

is bounded from below. Consequently, the value of $y$ in the program (M1) is bounded from below. Denote the found solution of (M1) by $(x^*, y^*)$, and its optimal value $y^*$. Set $N = 2$ and set the solution index $i^* = 2$.

3. Set $x^N = x^*$. Find a displacement field $u^N$ satisfying the equilibrium equations and compute its compliance $C^N = f^T u^N$. If $C^N < UB$, then set $UB = C^N$ and $i^* = N$.

4. If $UB - y^* \leq \epsilon$, then stop. The optimal design found is $x^{i^*}$, with optimal value $f^T u^{i^*}$. Otherwise, go to step 5.

5. Solve the relaxed master problem

$$\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^k x \leq -f^T u^k - \nu^k T x^k, \quad k = 1, \ldots, N, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}$$

with

$$\nu^k = \left((K_1 u^k)^T, (K_2 u^k)^T, \ldots, (K_n u^k)^T\right)^T,$$

by any solver for linear-mixed 0–1 programming. Denote the solution of this program $(x^*, y^*)$, and its optimal value $y^*$. Set $N \leftarrow N + 1$. Return to step 3.

5 GBD for Minimum Weight Problems

In this section, we discuss the details of a Generalized Benders’ decomposition (GBD) method for the minimum weight problem (3), under assumptions (A-1) – (A-4). We follow the same steps as for the minimum compliance problem (2), developed in Section 3. We start by remarking that the weight function is a linear function in the design variables, and it is independent of the displacements. Therefore, only one optimality cut is necessary to represent the weight function exactly. This cut is identical to the weight function

$$l^*_w(x) = \rho^T x.$$  

5.1 Feasibility of the Compliance

The next aspect to consider is the situation where the current design at a certain iteration of the algorithm does not satisfy the compliance constraint $f^T u \leq C$. This case is treated by including a set of feasibility cuts for the compliance constraint in the master problem. In order to describe these compliance feasibility cuts, the following result will be useful.

**Proposition 3.** Let $x$ be a given design for which the equilibrium equations $K(x) u - f = 0$ possess at least one solution $u(x)$. Then its compliance is infeasible, i.e., $f^T u(x) > C$, if and only if $\forall \alpha \in \mathbb{R}^d, \xi \geq 0, \delta \in \mathbb{R}, \zeta \in \mathbb{R}^n, \psi \in \mathbb{R}^n$, it holds that

$$l^*_c(x, u(x), \alpha, \xi, \delta, \zeta, \psi) < 0,$$

where $l^*_c$ is defined as

$$38$$
In order to have that $l^c(x, u, \alpha, \xi, \delta, \zeta, \psi) := \sup_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{ \alpha^T[K(z)v - f] + \xi[C - f^Tv] \\
+ \delta^Tv - \xiu - \zeta^Tv - xu + \psi^T[z - x] \}$ (42)

\[ l^c(x, u, \alpha, \xi, \delta, \zeta, \psi) := l^c(x, u, \alpha, \xi, \delta, \zeta, \psi), \] (43)

where $\Gamma_w \in \mathbb{R}^{2d+n+nd} \times \mathbb{R}_+$ is defined as the vector

$\Gamma_w = (\alpha, \xi, \delta, \zeta, \psi), \quad \alpha \in \mathbb{R}^d, \xi \in \mathbb{R}_+, \delta \in \mathbb{R}^d, \zeta \in \mathbb{R}^{nd}, \psi \in \mathbb{R}^n$.

Consider first an arbitrary $x$, such that the equilibrium $K(x)u - f = 0$ possesses at least one solution $u(x)$. Suppose that its compliance satisfies $f^Tu(x) \leq C$. Then, evaluating $z = x, v = u(x)$ in (42) and (43), we obtain the inequality

$\Gamma_w \geq \alpha^T[K(x)u(x) - f] + \xi[C - f^Tu(x)] + \delta^Tv - \xiu - \zeta^Tv - xu + \psi^T[z - x] \leq 0, \quad \forall \xi \in \mathbb{R}_+$

and hence, $l^c(x, u(x), \Gamma_w) \geq 0, \forall \Gamma_w$. Now suppose that $x$ is such that its compliance is infeasible, i.e., $f^Tu(x) > C$. We will show that there exists $\Gamma_w(x) = (\alpha(x), \xi(x), \delta(x), \zeta(x), \psi(x))$, such that (41) holds, and one particular choice of vectors satisfying (41), is given by

$\alpha(x) = u(x), \quad \xi(x) = -\nabla_x K(x)u(x), \quad \delta(x) = f - u(x)^TK0.$ (44)

If now we make the change of variables: $z = x + \Delta z, v = u(x) + \Delta v$, and use that the stiffness matrix $K(z)$ is affine (i.e., $K(x + \Delta z) = K(x) + \nabla_z K(x) \Delta z$), then we can simplify, group common terms, and obtain

$\Gamma_w = \xi(C - f^Tu(x)) + \sup_{\Delta u \in \mathbb{R}^d, \Delta z \in \mathbb{R}^n} \{ \Delta z(\alpha^T\nabla K(x)u(x) + \zeta^Tu(x) + \psi) + \Delta v(\alpha^T K(x) + \delta^T + \zeta^T x - \xi f) + \Delta v \Delta z(\alpha^T \nabla K(x) + \zeta) \}$.

In order to have that $l^c(x, u(x), \Gamma_w) < +\infty$, the Lagrange multipliers must satisfy

\[ \alpha^T\nabla K(x)u(x) + \zeta^Tu(x) + \psi = 0, \quad \alpha^T K(x) + \delta^T + \zeta^T x = \xi f, \quad \alpha^T \nabla K(x) + \zeta = 0. \]

This is obtained, in particular, when using the vectors given by (44). We have therefore that

$\Gamma_w = C - f^Tu(x) < 0$. \quad \Box$

There is also a property for the linearity in $x$, and the explicit representation of the $l^c$-functions.
Property 2 The function $l^*_w$ defined by (42) is linear in $x$, and has an explicit representation, when the arguments are the Lagrange multipliers given by (44). This explicit representation is given by

$$l^*_w(x, u^k, \Gamma^k) := l^*_w(x, u^k, \zeta^k) := C - f^T u^k + \zeta^k T u^k [x^k - x].$$

Note the simplified notation $l^*_w(x, u^k, \zeta^k)$ that has been introduced here. For practical reasons, this notation is better suited than $l^*_w(x, u^k, \Gamma^k w)$, and will therefore be used in the rest of the article.

This last property allows us to formulate a master problem for the minimum weight problem (3), including cuts to prevent designs, for which the compliance constraint is not satisfied. The relaxed master problem for the minimum weight problem (3) is given by

$$\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_w(x) \leq y, \\
& \quad l^*_w(x, u^k, \zeta^k) \geq 0, \quad \forall k = 1, \ldots, N, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}$$

Considering the explicit representation of the $l$-functions, we can get the following explicit representation for the relaxed master problem

$$\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y, \\
& \quad \zeta^k T u^k x \leq C - f^T u^k + \zeta^k T u^k [x^k - x], \quad \forall k = 1, \ldots, N, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}$$

(Pw)

6 Finite Convergence of the Method

The proof of finite convergence of the Generalized Benders’ Decomposition (GBD) method for the minimum compliance problem (2) is presented in this Section. We consider the single load case, and the assumptions (A-1) – (A-4).

Theorem 2 (Finite Convergence). Consider the design space $X_D = \{0, 1\}^n$ and the assumptions (A-1) – (A-4). The GBD algorithm (Algorithm 1 in Section 4), for the single load minimum compliance problem (2), terminates in a finite number of iterations for any given convergence tolerance $\epsilon \geq 0$.

Proof. The proof is similar to the proof of Theorem 2.4 in [15]. If problem (2) is infeasible, the master problem (40) will exit with an infeasibility flag in the first iteration, stopping the algorithm.

Otherwise, the sequence $\{x^k, y^k\}_k$ of solutions of the relaxed master problem will satisfy the stopping criterion, at latest when two elements of this sequence have their $0 - 1$ variables identical (i.e. $x^m = x^n$, $m \neq n$). First, fix the convergence tolerance $\epsilon \geq 0$ arbitrarily. Consider $(x^m, y^m)$ being the solution of the relaxed master problem at iteration $m$.

1. Solve the equilibrium equations $K(x^m)u = f$, obtaining the displacement field $u^m$. Its compliance is given by $f^T u^m$, satisfying $f^T u^m < \infty$. Let $UB^m$ be the current best compliance found until iteration $m$. Then, we necessarily have
On the other hand, as shown in Proposition 1, there exist an optimal multiplier vector $\nu^m$ and a solution $u^m$ of the equilibrium equations. It is then possible to add the cut $l^*_c(x, u^m, \nu^m) \leq y$ to the master problem.

Let $y^*_m$ be the optimal value of the master problem at iteration $m$. Then, $y^*_m$ is a lower bound of the optimal solution of the minimum compliance problem (2). The sequence $\{y^*_k\}$ is monotone non-decreasing, i.e., $y^*_k \leq y^*_l$, for $k \leq l$. Suppose now that in a future iteration of the algorithm (say iteration $m + n_0$, where $n_0$ is a positive integer number), the pair $(x^m, y^m + n_0)$ turns out to be the solution of the master problem, i.e., $x^m + n_0 = x^m$. Since $(x^{m+n_0}, y^{m+n_0}) = (x^m, y^m + n_0)$ is optimal for the master problem at iteration $m + n_0$, then $(x^m, y^{m+n_0})$ must, in particular, satisfy:

$$l^*_c(x^m, u^m, \nu^m) \leq y_m \leq y_{m+n_0}.$$

Then, the strong duality result (Proposition 1) states that

$$f^T u^m = l^*_c(x^m, u^m, \nu^m),$$

where $f^T u^m$ is the compliance at the iteration $m$. We have the set of inequalities:

$$UB^m \leq f^T u^m = l^*_c(x^m, u^m, \nu^m) \leq y_m \leq y_{m+n_0} \iff UB^m \leq y_{m+n_0}.$$ 

This last inequality implies that the stopping criterion is satisfied, even for $\epsilon = 0$. In summary, we have that the sequence $\{x^k, y^k\}_k ((x^k, y^k) \in \{0,1\}^n \times \mathbb{R})$ will satisfy the stopping criterion whenever $x^k = x^l$, $k \neq l$. This fact, combined with the finiteness of the design space $\{0,1\}^n$, implies that the stopping criterion will be reached in a finite number of steps. Since $m$ is arbitrary, this finishes the proof.

7 Convergence to Global Optima of GBD

In this section, we prove convergence to a global optimum of the presented Generalized Benders’ Decomposition (GBD) method applied to the problems (2) and (3). Previously, several authors have shown convergence results for GBD methods applied to particular classes of nonlinear mixed-integer optimization problems. Convergence to global optima of the GBD for a class of problems, where the objective and constraints are convex in the continuous variables and linear in the discrete variables is shown in [28]. A general study of the convergence properties of the GBD method, and in particular valid arguments for the convergence to global optima, were presented in [23], when a continuous relaxation of the projected problem on the discrete variables is convex.

**Theorem 3 (Convergence to Global Optimum).** If the assumptions (A-1) – (A-4) hold, then the GBD algorithm (Algorithm 1 in Section 4) applied to the minimum compliance problem (2), and adapted to the minimum weight problem (3), converges to a global optimum in a finite number of steps.

**Proof.** We show the proof for the minimum compliance problem (2). The proof for the minimum weight problem (3) is analogous.

In the previous section it was proved that the GBD method converges in a finite number of steps $N$. Denote the best design obtained by the GBD algorithm by $x^*$, its compliance...
value $w(x^*)$, and an exact optimal value of the master problem (40) at convergence by $y^*$. This means that $(x^*, y^*)$ is an exact optimal solution of the program

$$y^* = \min_{x \in \mathbb{R}^n, y \in \mathbb{R}} y$$

subject to

$$-\sum_{j=1}^{n} x_j u^k T K_j u^k - y \leq -2f^T u^k, \quad \forall \ k = 1, \ldots, N. \quad (P^*)$$

where $X$ is defined by (4). We need to prove that $w(x^*)$ is a $\epsilon$-global optimum for the mixed 0–1 minimum compliance problem (2). The convergence of the GBD algorithm implies that

$$w(x^*) - y^* < \epsilon,$$

and that $y^*$ satisfies the system of inequalities

$$-\sum_{j=1}^{n} x_j u^k T K_j u^k + f^T u^k + \sum_{j=1}^{n} x_j u^k T K_j u^k \leq y^*, \quad \forall \ k = 1, \ldots, N. \quad (45)$$

It is known that $-\sum_{j=1}^{n} x_j u(x')^T K_j u(x') = \nabla_x w(x')^T x$ for an arbitrary $x' \in X_M$ (see for example [7]). Then (45) can be rewritten as

$$\nabla_x w(x^k)^T (x - x^k) + w(x^k) \leq y^*, \quad \forall \ k = 1, \ldots, N.$$

Suppose now that $x^*$ is not a $\epsilon$-global optimum of the minimum compliance problem (2). This means that there exists $x^{**} \in X$, such that

$$w(x^{**}) < w(x^*) - \epsilon \quad \text{and} \quad w(x^{**}) < y^*. \quad (46)$$

Since the continuous relaxation of the projection of the compliance on the $x$-space, $w(x)$ is a convex function (see [25]), it satisfies

$$w(x^{**}) \geq w(x) + \nabla_x w(x)^T (x^{**} - x), \quad \forall \ x \in [0, 1]^n.$$

In particular, this last condition is satisfied by the finite set of feasible designs $\{x^k, k = 1, \ldots, N\}$, obtained by the GBD algorithm

$$w(x^{**}) \geq w(x^k) + \nabla_x w(x^k)^T (x^{**} - x^k), \quad \forall \ k = 1, \ldots, N,$$

and we have that the pair $(x^{**}, w(x^{**}))$ satisfies all the constraints of the program $(P^*)$. Therefore, $(x^{**}, w(x^{**}))$ is a feasible point to the program $(P^*)$, and hence it must satisfy $w(x^{**}) \geq y^*$, which is a contradiction to (46). This completes the proof.

8 The Outer-Approximation Method

In this section, we briefly present the application of the Outer-Approximation method (OA, see [11], [12, 13], and [21]) to the minimum compliance problem (2). We are interested in how OA is related to the presented Generalized Benders’ Decomposition (GBD) method, within in the context of this particular class of optimization problems. These two techniques have been linked and compared for mixed-integer problems in some studies, see e.g., [11]. The theory behind both methods rely mainly on the projection theory. The OA method relies on the representation of convex sets by a collection of supporting planes, while GBD uses duality theory to generate supporting planes. The OA method requires almost the same assumptions as GBD, except that it requires in addition, convexity of
the objective and constraint functions, and compactness of the domain related to the continuous variables. As a consequence, in order to apply this technique to the minimum compliance problem (2), it is necessary to modify its formulation to satisfy the convexity requirement. The reformulation of the minimum compliance problem (2) we use, is the following

\[
\begin{aligned}
\text{minimize} & \quad y \\
\text{subject to} & \quad f^T K(x)^{-1} f \leq y, \\
 & \quad x \in X, \\
 & \quad y \in [f_L, f_U],
\end{aligned}
\]  

where \( f_L, f_U \) are valid finite bounds for the objective function, and \( X \) is defined by (4). Furthermore, OA requires some constraint qualifications to hold. In this case, problem (47) satisfies some constraint qualifications for a fixed \( x \). In addition, the function

\[ C(x, y) : [0, 1]^n \times \mathbb{R} \rightarrow \mathbb{R}, \quad C(x, y) = f^T K(x)^{-1} f - y, \]

is a convex function ([25]). Nevertheless, this formulation requires the existence of the inverse of the stiffness matrix. Therefore, the assumption (A-1) must consider only positive definite stiffness matrices, i.e., \( K_0 \succ 0 \) (\( y_k > 0 \)), and no further generalization can be done. The OA method is based on the representation of the feasible set by a collection of supporting planes. Thus, the feasible set of the problem defined by (47) can be represented in an equivalent way as

\[
\begin{aligned}
f^T K(x^k)^{-1} f + \nabla_x (f^T K(x^k)^{-1} f)^T [x - x^k] & \leq y, \quad \forall x^k \in X, \\
x & \in X, \\
y & \in [f_L, f_U].
\end{aligned}
\]  

The gradient of the function \( C(x, y) = f^T K(x^k)^{-1} f - y \) is given by \( \frac{\partial}{\partial x} C = \frac{\partial}{\partial x} (f^T K(x^k)^{-1} f) = -u(x^k) \frac{\partial}{\partial x} K(x^k) u(x^k) \), where \( u(x^k) = K(x^k)^{-1} f \), and \( \frac{\partial}{\partial y} C = -1 \), see, for example [7]. Using this result, and the representation (48), we can formulate the following optimization program

\[
\begin{aligned}
\text{minimize} & \quad y \\
\text{subject to} & \quad d(x^k)^T x - y \leq -f^T u(x^k) + d(x^k)^T x^k, \quad \forall x^k \in X, \\
 & \quad x \in X, \\
 & \quad y \in [f_L, f_U],
\end{aligned}
\]  

where \( d(x^k) = \frac{\partial C(x^k, y)}{\partial x} = \left( -u^{T} K_{1} u^{k} - u^{T} K_{2} u^{k} \ldots - u^{T} K_{n} u^{k} \right)^{T} \). We have the following result.

**Theorem 4.** Program \((P_O)\) is equivalent to the minimum compliance problem (47), in the sense that \((x^*, y^*)\) solves (47), if and only if it solves \((P_O)\).

**Proof.** This theorem is a corollary of Theorem 1 in [21], applied to the program (47).

We finish by comparing the formulation of the OA problem \((P_O)\), with the master problem of the GBD \((P_c)\) in the re-enforcement case. We see that the cuts in \((P_O)\) are exactly the same as the ones in \((P_c)\). However, we can note two differences. The first one is the condition \( y \in [f_L, f_U] \) in \((P_O)\), which is a necessary condition in order to have compactness in the feasible set for the variable \( y \), and be able to use Theorem 1. In practice, this condition is unnecessary, since the function \( y : \{0, 1\}^n \rightarrow \mathbb{R}, \)
\[ y(z) = f^T K(x^k)^{-1} f + \nabla_z (f^T K(x^k)^{-1} f)^T (z - x^k), \]

is bounded from below. Therefore, \( y = y(z) \) is bounded from below as well. The bound from above is not necessary either, since (P\(_O\)) is a minimization program. The second difference is the number of cuts included. (P\(_O\)) includes one cut per feasible design \( x^k \), which corresponds to a finite number of cuts, but it is still too many for numerical purposes. This situation is solved in the same way as in the GBD method, i.e., by a relaxation process. After the relaxation process, we obtain an algorithm which is equivalent to the GBD algorithm (Algorithm 1 in Section 4).

9 GBD and Semidefinite Programming

In this section, we briefly present the application of a SemiDefinite Programming (SDP) formulation of the minimum compliance problem (2). For details about semidefinite programming, see for example [4], [10], [18], and [26]. Previously, there have been a number of studies about the application of semidefinite programming to minimum compliance problems with continuous design variables, see e.g. [1] and [5]. We show a clear relationship between the Generalized Benders’ Decomposition (GBD), and a semidefinite programming formulation for the 0–1 minimum compliance problem (2). We keep all the assumptions stated previously, except that assumption (A-1) is considered with \( \eta_s \geq 0 \). Therefore, we treat here the pure topology case. We start by restating an important result from [1], about the compliance function and the equilibrium equations.

**Proposition 4.** Let \( x \in \mathbb{R}^n, x \geq 0, \) and \( y \in \mathbb{R} \) be fixed. There exists \( u \in \mathbb{R}^d \) satisfying

\[
K(x)u = f \quad \text{and} \quad f^T u \leq y,
\]

if and only if

\[
\begin{pmatrix}
  y & -f^T \\
  -f & K(x)
\end{pmatrix} \succeq 0.
\]

In particular, Proposition 4 is valid if \( x \in \{0, 1\}^n \). This allows us to equivalently reformulate the minimum compliance problem (2), as the mixed 0–1 semidefinite program

\[
\begin{align*}
\text{minimize} \quad & y \\
\text{subject to} \quad & \begin{pmatrix}
  y & -f^T \\
  -f & K(x)
\end{pmatrix} \succeq 0, \\
& \rho^T x \leq M, \\
& Ax \leq b, \\
& x \in \{0, 1\}^n.
\end{align*}
\]

(SDP-1)

The condition of semi-positiveness of the matrix in the program (SDP-1)

\[
\begin{pmatrix}
  y & -f^T \\
  -f & K(x)
\end{pmatrix} \succeq 0
\]

can be expressed in an equivalent way as

\[
\begin{pmatrix}
  \alpha \\
  v
\end{pmatrix}^T \begin{pmatrix}
  y & -f^T \\
  -f & K(x)
\end{pmatrix} \begin{pmatrix}
  \alpha \\
  v
\end{pmatrix} \geq 0 \quad \forall \alpha \in \mathbb{R}, v \in \mathbb{R}^d
\]

\[
= \alpha^2 y - 2\alpha v^T f + v^T K(x) v \geq 0 \quad \forall \alpha \in \mathbb{R}, v \in \mathbb{R}^d.
\]
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Without any loss of generality, we can consider only the case \( \alpha = 1 \) (this can be shown, by separately considering the cases \( \alpha = 0 \) and \( \alpha \neq 0 \)), in which case it becomes

\[
y - 2v^T f + v^T K(x)v \geq 0, \quad \forall \ v \in \mathbb{R}^d
\]

\[\iff -v^T K(x)v - y \leq -2v^T f, \quad \forall \ v \in \mathbb{R}^d.
\]

The mixed 0–1 formulation (SDP-1) of the minimum compliance problem (2), can therefore be rewritten as

\[
\begin{aligned}
\text{minimize} & \quad y \\
\text{subject to} & \quad -v^T K(x)v - y \leq -2v^T f, \quad \forall \ v \in \mathbb{R}^d, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n.
\end{aligned}
\]

(SDP-2)

Note that (SDP-2) is a semi-infinite linear mixed 0–1 program. Many of the constraints can be discarded, obtaining as a result, a finite mixed 0–1 linear system. The constraints in the (SDP-2) formulation includes

\[
-v^T K(x)v - y \leq -2v^T f, \quad \forall \ v \in \mathbb{R}^d,
\]

which are equivalent to

\[
G_x(v) \leq y, \quad \forall \ v \in \mathbb{R}^d,
\]

where \( G_x : \mathbb{R}^n \to \mathbb{R} \) is the concave quadratic function

\[
G_x(v) = -v^T K(x)v + 2v^T f.
\]

If \( x^k \in \{0,1\}^n \) is such that the function \( G_{x^k}(v) \) has a maximizer, then we can replace the set of constraints (50) by the smaller set of constraints

\[
G_{x^k}(v) \leq y, \quad \forall \ v \in \mathbb{R}^d \text{ maximizer of } G_{x^k}(v). \quad (51)
\]

Since \( G_{x^k}(v) \) is a concave function, \( G_{x^k}(v) \) has a maximizer, if and only if the first order optimality condition \( G'_{x^k}(v) = 0 \) has at least one solution. Note that \( G'_{x^k}(v) = 0 \) implies the equilibrium equations \( K(x^k)v = f \). Then, if \( u^k \) is a solution of the equilibrium equations, we have the valid cut

\[
2f^T u^k - u^k K(x^k)u^k \leq y. \quad (52)
\]

On the other hand, if \( x^* \) is such that \( G_{x^*}(v) \) has no maximizers, the equilibrium equations have no solutions and the function \( G_{x^*}(v) \) is unbounded. As a consequence, \( \forall \ y \in \mathbb{R} \), there exists \( v_* \in \mathbb{R}^d \), such that

\[
y - 2v_*^T f + v_*^T K(x^*)v_* < 0. \quad (53)
\]

If \( x^* \) is an optimal solution of the problem (2), we need to find \( y = y^* \in \mathbb{R}, v_* \in \mathbb{R}^d \), such that (53) is still valid for \( x^* \), but not for \( x^* \)

\[
y^* - 2v_*^T f + v_*^T K(x^*)v_* \geq 0. \quad (54)
\]

Following Proposition 4, a sufficient condition to have the inequality (54) holding, is that \( y^* \) satisfies \( y^* \geq C(x^*) \). That is, \( y^* \) must be an upper bound for the optimal value of
the compliance (i.e., we set $y^* = UB$, where $UB$ denotes an upper bound for the optimal compliance). If $\lambda_* \in \mathbb{R}^d$ is a solution of the feasibility program

$$H_2(x_*) = \min_{\lambda \in \mathbb{R}^d} 0^T \lambda$$

subject to $-2f^T \lambda + \lambda^T K(x_*) \lambda < 0,$

then the couple $y^* = UB$, $v_* = \lambda_*$ creates a valid feasibility cut. In other words, these results imply that we can exclude the design $x_*$ from the feasible set of the master problem, by including the constraint

$$UB - 2\lambda_*^T f + \lambda_*^T K(x) \lambda_* \geq 0.$$  \hspace{1cm} (55)

Constraints of the type of (55) will be called SDP feasibility cuts or simply SDP cuts. Considering that there could eventually exist infinite maximizers in (51), as well as infinite solutions for the program $H_2(x)$, we have still potentially an infinite number of SDP cuts to include ($v_*$ and $y_*$ are not necessarily unique). It is possible to prove that it is enough to consider only one SDP cut per design. First, if $G_{x,k}(v)$ has one or several maxima, any of them produces a valid constraint as (52), preventing $x^k$ from being the 0–1 part of an optimal solution at the next master problem (unless the stopping criterion is satisfied and $x^*$ is the optimal solution obtained by the algorithm). The inclusion of other maxima leads to alternative optimality constraints and could potentially speed up the convergence of the algorithm, but they are not necessary to guarantee convergence. Second, if $G_{x_*}(v)$ has no maxima, then $x_*$ is an infeasible design. It is enough to find one $\lambda_*$, solution of $H_2(x_*)$, to assure that the SDP cut (55) excludes $x_*$ from the feasible set of the master program.

In summary, the infinite system of constraints (49) is equivalent to the finite set of constraints

$$G_x(u^k) \leq y, \quad u^k \in \mathbb{R}^d \text{ satisfies } K(x^k)u^k - f = 0$$

$$UB - G_x(\lambda^k) \geq 0, \quad \text{if } K(x^k)v - f = 0 \text{ has no solutions,}$$

with $\lambda^k$ a solution of the program $H_2(x^k)$. After the equivalence between the sets of constraints (49) and (56), we can state a finitely constrained program, equivalent to (SDP-2), given by

$$\min_{x \in \mathbb{R}^n, y \in \mathbb{R}} y$$

subject to $-u^k^T K(x)u^k - y \leq -2f^T u^k,$ $K(x^k)v - f = 0$ feasible,

$$-\lambda^k^T K(x)\lambda^k \leq UB - 2f^T \lambda^k,$$ $K(x^k)v - f = 0$ infeasible,

$$\rho^T x \leq M,$$

$$Ax \leq b,$$

$$x \in \{0, 1\}^n.$$  \hspace{1cm} (SDP-3)

Problem (SDP-3) provides a basis for an alternative algorithm to solve the minimum compliance problem (2). This algorithm should be tested in numerical examples. In the case of the minimum weight problem (3), only minor changes must be done to formulate the corresponding semidefinite programming problem.

10 Final Remarks

The proposed Generalized Benders’ Decomposition (GBD) method has been applied to minimum compliance and minimum weight topology optimization problems, considering
a single load condition and a re-enforcement scenario. It was proven that the method converges to a global optimum in a finite number of iterations. This is mainly a consequence of two conditions. First, the convexity of the compliance as a function of the design variables and second, a strong duality property holding for the subproblem, even though this subproblem is not convex. The method has been linked to, and compared with the Outer-Approximation method and Semi-Definite Programming (SDP) formulations of the considered problems. In particular, GBD and OA generate the same optimality cuts in the re-enforcement situation. The SDP formulations generate slightly different cuts, which can be used to accelerate the rate of convergence in numerical computations. The algorithm has been explicitly formulated and numerical experiments will indicate the practical skills of the algorithm. In addition, the generalization to pure topology optimization problems with multiple load conditions are natural steps to follow the theoretical investigation presented herein. These generalizations and numerical experiments are presented in the second part of this article ([22]).
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Abstract

This two part article considers the non-linear mixed-integer optimization programs that appear in structural topology optimization. The main objective of this work is to present a generalized Benders’ decomposition (GBD) method for solving single and multiple load minimum compliance (maximum stiffness) and minimum weight problems to global optimality. The GBD technique is a classical method for mixed-integer programming, in which the non-linear mixed-integer program is replaced by a sequence of linear mixed-integer programs.

Part one presents the theoretical aspects of the method, including a proof of finite convergence and conditions for obtaining global optimal solutions to single load re-enforcement problems, i.e. structural optimization problems for which no holes can be created. The method is also linked to, and compared with the Outer-Approximation approach and 0 – 1 semidefinite programming formulations of the considered problems.

In the second part, the method and the theoretical results are generalized to pure topology optimization problems under multiple load conditions. Several ways to accelerate the method are suggested and an implementation is described in detail. Finally, a set of truss topology optimization problems are numerically solved to global optimality.
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1 Introduction

We consider structural topology optimization problems with discrete design variables, in particular classical minimum compliance (maximum stiffness) and minimum weight problems. We study the mentioned problems in non-linear mixed 0 – 1 formulations, both from the theoretical and numerical points of view. The theoretical properties of a generalized Benders’ decomposition (GBD) method applied to re-enforcement problems were presented in the first part of this article ([16]). The GBD technique is based on solving a sequence of linear mixed-integer optimization programs (relaxed master problems),
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that approximate the original non-linear mixed-integer program. These programs can be solved by any method for linear mixed-integer optimization, as for example, branch-and-cut methods (see e.g. [20] and [25]), or branch-and-bound (see e.g. [10] and [13]). The GBD algorithm presented in [16] for single load minimum compliance problems forms a monotone sequence of lower and upper bounds of the optimal value. This sequence and the corresponding sequence of optimal solutions to the relaxed GBD master problem, were proven to converge in a finite number of iterations to the optimal value and a globally optimal design, respectively.

In this part of the article, we present generalizations of the method to pure topology optimization problems under multiple load conditions, i.e. problems including real void as a candidate material. We also present an implementation of the method and suggest several techniques to improve the rate of convergence. Finally, we report on the numerical experience obtained with the method, when applied to the design of two-dimensional truss structures.

This second part of the article is organized as follows. Section 2 restates the mixed 0–1 formulation of the considered minimum compliance and minimum weight problems, as well as the assumptions considered in this part of the article. Section 3 presents the extension of the GBD presented in the first part to pure topology optimization problems and to problems with multiple load cases. Section 4 states the GBD method for multiple load minimum weight topology optimization problems. In Section 5, we suggest several techniques to accelerate the numerical performance of GBD method applied to topology optimization problems. Section 6 describes the implementation of the method used in the numerical experiments. Section 7 presents the numerical examples for the problems treated in this article, and finally Section 8 contains a brief discussion of the presented results and an outline of the future work in this research field that will be carried out.

2 Problem Statement

For completeness, and to make this part of the article self-contained, we repeat most of the section Problem Statement from the first part of the article ([16]).

We consider a closed-bounded design domain $\Omega_c \subset \mathbb{R}^2$ or $\Omega_c \subset \mathbb{R}^3$, with $\partial \Omega_c$ of class $C^1$. The design space related to $\Omega_c$ corresponds to the power set $P(\Omega_c)$ of $\Omega_c$ (i.e., the set of all subsets of $\Omega_c$). $P(\Omega_c)$ has infinite cardinality. For numerical purposes, the design space $\Omega_c$ is discretized into a finite set of $n$ small design regions, $\Omega_D = \{D_1, \ldots, D_n\}$, with $\bigcup_{i=1}^n D_i = \Omega_c$, $D_i \cap D_j = \emptyset$, if $i \neq j$. A 0–1 design variable is linked to each $D_i$. The discrete design space corresponds now to the power set of $\Omega_D$, $P(\Omega_D)$, of cardinality $2^n$. Typically (but not necessarily), these design regions coincide with the finite elements that are used to compute the response (displacements, stresses, etc.) of a structure under loading. The design variables can represent thicknesses, areas, or densities of a given isotropic design material in each of the elements. They can also, as in the case of design of composite structures, represent a choice of available composite materials. A design is characterized by a vector element $x$ in the discrete design set $\chi_D = \{0,1\}^n$, where $n$ is the number of design variables induced by the discretization. In order to ensure that the problem is mathematically well formulated, we assume that suitable boundary conditions and external loads are imposed. The design problem consists in finding the optimal vector $x^* \in \chi_D$ that minimizes the objective function (compliance, weight, etc.), under some restrictions in the design space $\chi_D$. Throughout, we consider optimal design of mechanical structures in linear elasticity, subjected to static forces. We assume that the response of the structure is computed using the finite element method (see e.g. [3]).

The vector $x \in \chi_D$ will throughout be denoted the design variable vector, or simply
the design variable. The elastic equilibrium equations relating an external force $f$ applied to the structure and the corresponding displacement $u$ are given by

$$K(x)u = f. \hspace{1cm} (1)$$

Here, $u \in \mathbb{R}^d$ is the vector of displacements, and $f \in \mathbb{R}^d$ represents a given external static load for each of the $d$ degrees of freedom introduced by the discretization of the design space. The stiffness matrix $K(x) \in \mathbb{R}^{d \times d}$ is a function of the design variable $x$, and we assume that the load vector $f$ is independent of the design $x$.

The first of the problems we study is the minimum compliance (maximum stiffness) problem, which is formulated as

$$\begin{align*}
\text{minimize} & \quad f^T u \\
\text{subject to} & \quad K(x)u = f, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \chi_D = \{0,1\}^n.
\end{align*} \hspace{1cm} (2)$$

In (2), $M > 0$ is the maximum amount of material allowed for the structure, and $\rho \in \mathbb{R}^n$ is the vector of material densities. The constraints $Ax \leq b$ state a general set of linear inequalities involving only the design variable. The second problem formulation we study, is the minimum weight problem

$$\begin{align*}
\text{minimize} & \quad \rho^T x, \\
\text{subject to} & \quad K(x)u = f, \\
& \quad f^T u \leq C, \\
& \quad Ax \leq b, \\
& \quad x \in \chi_D = \{0,1\}^n.
\end{align*} \hspace{1cm} (3)$$

where $C > 0$ is the maximum allowed compliance for the structure. Problems (2) and (3) are both non-linear mixed 0 – 1 programs. They are also non-convex problems, due to the integer nature of the design variables, and the non-linearity of the equilibrium equations (1).

Denote the sets

2.1 Assumptions

A summary of the important assumptions we consider throughout this article is the following:

(A-1) The stiffness matrix $K(x)$ is symmetric, affine in $x$, and positive semi definite for all $x \in \{0,1\}^n$. The matrix $K(x)$ is given by

$$K(x) = K_0 + \sum_{j=1}^{n} x_j K_j, \hspace{1cm} (4)$$

where $K_j \in \mathbb{R}^{d \times d}$ is the symmetric positive semi definite element stiffness matrix for the $j$-th design variable, and $K_0 \in \mathbb{R}^{d \times d}$ is a given symmetric positive semidefinite matrix ($K_0 \succeq 0$). We assume that

$$K_0 = \eta s \sum_{j=1}^{n} K_j, \hspace{1cm} (5)$$
with $0 \leq \eta_s \ll 1$. In re-enforcement problems, we have $\eta_s > 0$, while $\eta_s = 0$ in pure topology optimization problems. $\eta_s$ will be called the re-enforcement parameter.

(A-2) The compliance and mass limits, $C$ and $M$ respectively, satisfy $C > 0$ and $0 < M < \sum_{j=1}^{n} \rho_j$, where $\rho_j \geq 0$ for all $j = 1, \ldots, n$.

(A-3) The external load $f \in \mathbb{R}^d \setminus \{0\}$.

(A-4) There are no special assumptions on $A$ and $b$, except for the requirement that the feasible set related to the constraint $Ax \leq b$ is non empty.

Assumptions (A-2) – (A-4) are identical to the corresponding assumptions in the first part of the article [16]. The assumption (A-1) generalizes the first assumption in [16], since it allows holes to be introduced in the structure.

3 Extensions of the Design Problem

In the first part of the article ([16]), we presented a Generalized Benders’ Decomposition (GBD) method for the single load minimum compliance and minimum weight problems (2) and (3), respectively. We considered the re-enforcement case, i.e. $\eta_s > 0$ in equation (5) in assumption (A-1). Here we extend the presented method to pure topology optimization problems, i.e. $\eta_s = 0$ in equation (5) in assumption (A-1), where infeasibility of the equilibrium equations (1) may occur for a subset of the design space. Consequently, a new type of cuts preventing this type of infeasibility is introduced. These cuts are the so called GBD feasibility cuts. The second generalization presented here is the extension to the multiple load case, where the worst-case compliance (over all load conditions) is minimized. The master problems for these cases are formulated and some final remarks are presented.

In the first part of the article, the relaxed GBD master problem for the single load minimum compliance problem (2), was stated as

$$
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u^k, \nu) \leq y, \quad \forall k = 1, \ldots, N, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
$$

The relaxed GBD master problem for the minimum weight problem (3), was given by

$$
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y, \\
& \quad l^*_c(x, u^k, \nu) \geq 0, \quad \forall k = 1, \ldots, N, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
$$

where the functions, $l^*_c$ and $l^*_c$ are defined as

$$
\begin{align*}
l^*_c(x, u^k, \nu) &= f^T u^k + \nu^T u^k [x^k - x], \\
l^*_c(x, u^k, \nu) &= C - f^T u^k + \nu^T u^k [x - x^k], \quad \text{with} \\
\nu^k &= \left(u^k K_1 \ u^k K_2 \ldots u^k K_n \right)^T, \\
u^k &= K(x^k)^{-1} f, \\
\end{align*}
$$
and $x^k$ is the solution of the $k$-th relaxed master problem. These master problems are used in the investigations presented in this second part of the article.

**Notation 1.** In the definition of the functions $l^*_e$ and $l^*_c$ given by (8), a special notation is used. This notation will be used throughout the article. The expression

$$\nu^k u^k[x^k - x] = \nu^k u^k x^k - \nu^k u^k x,$$

should be understood in the following way. Each product of three terms

$$\nu^T u x,$$

with $\nu \in \mathbb{R}^d, u \in \mathbb{R}^d, x \in \mathbb{R}^n$

is interpreted as

$$\nu^T u x = \sum_{j=1}^{d} \sum_{k=1}^{n} \nu(d[k - 1] + j)u(j)x(k).$$

In particular, using the expression of $\nu^k$ in (8), the $\nu^k u^k x^k$ terms are interpreted throughout the article as

$$\nu^k u^k x^k = \sum_{j=1}^{n} x^k_j u^k K_j u^k.$$

### 3.1 Extension to General Topology Optimization Problems

The GBD method can be extended to the pure topology optimization case, where only semidefiniteness of the stiffness matrix $K(x)$ holds. This corresponds to consider the assumption (A-1), with $\eta_s = 0$ in equation (5). This means that the stiffness matrix is no longer affine, but linear in the design variables, i.e.,

$$K(x) = \sum_{j=1}^{n} x_j K_j.$$

In this case, the matrix $K(x)$ is in general singular. Thus, a design $x^k$ may eventually lead to an infeasible set of equilibrium equations (1), preventing us to obtain a valid displacement field $u^k$. In case of infeasibility, we can not obtain a valid optimality cut (8) for the master problem (6). In this situation, GBD includes a set of feasibility cuts, which we derive in this section. We start by defining the linear least squares problem,

$$P_1(x) = \begin{align*}
&\text{minimize} & & \| K(x)u - f \|_2^2 \\
&\text{subject to} & & \| u \|_2 \leq C_{ls},
\end{align*}$$

(9)

where $C_{ls} > 0$ is a sufficiently large scalar. The following result is necessary to define the feasibility cuts.

**Proposition 1.** Consider a stiffness matrix $K(x) \succeq 0$. The equilibrium equations $K(x)u - f = 0$ have no solutions, if and only if

$$\Phi_F(x) := \inf_{\lambda \in \mathbb{R}^d, \phi \in \mathbb{R}^{nd}} \{\sup_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{\lambda^T (K(z)v - f) + \phi^T (vz - u_*(x)z)\} \} < 0,$$

(10)
where $u_*(x)$ is any minimum norm solution

$$u_*(x) \in \text{argmin}_{v \in \mathbb{R}^d} P_1(x),$$

and $P_1(x)$ is the least squares problem defined by (9). In particular, if we define

$$l_f^I(x, u, \lambda, \phi) := \sup_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} \{\lambda^T [K(z)v - f] + \phi^T[vz - ux]\},$$

and set $\phi_* = -\lambda^T \nabla_x K(x)$, then $l_*^I$ becomes

$$l_*^I(x, u, \lambda, \phi_*) = \lambda^T K(x)u - f^T \lambda.$$  

Proof. To prove that such $u_*(x)$ exists, it is enough to prove that there exists a minimizer of $P_1(x)$. This can be proven by using least squares theory for over-determined linear systems in the rank-deficient case ($\text{rank}(K(x)) < d$), see for example [6, 7]. In particular, the existence of a minimizer of $P_1(x)$ follows from the fact that in $P_1(x)$, a continuous function is minimized over a closed bounded set (a compact set in $\mathbb{R}^d$). $P_1(x)$ therefore attains its extremes.

Note that problem (10) represents the dual formulation of the feasibility problem $F(x)$, given by

$$F(x) = \sup_{z \in \mathbb{R}^n, v \in \mathbb{R}^d} 0^T z + 0^T v$$

subject to $K(z)v - f = 0,$

$$vz - u_*(x)x = 0.$$  

First, suppose that $x$ is such that there exists a solution $u(x)$ of the equilibrium equations (1). It follows that since $C_k$ is large enough, $u(x)$ is at the same time, a solution of the least squares problem (9). Therefore, we can suppose that $u(x) = u_*(x)$. It is then possible to see that $(z = x, v = u(x))$ is the unique optimal solution for (13). The weak duality theorem (See [11], p. 149 or [8], p. 9) ensures that $\Phi_F(x) \geq F(x) = 0$.

Suppose now that $x$ is such that $K(x)v - f = 0$ has no solutions, and $u_*(x)$ is a minimizer of $P_1(x)$. We can show that there exist $\lambda_* \in \mathbb{R}^d$ and $\phi_* \in \mathbb{R}^d$, for which

$$l_*^I(x, u_*(x), \lambda_*, \phi_*) < 0.$$  

These vectors are given explicitly by

$$\lambda_* = \lambda(x) = f - K(x)u_*(x),$$

$$\phi_* = \phi(x) = -\nabla_x K(x)\lambda_*.$$  

The definitions (10) of $\Phi_F$ and (11) of $l_*^I$ imply the validity of the inequality

$$\Phi_F(x) \leq l_*^I(x, u_*(x), \lambda_*, \phi_*).$$  

We make the changes of variables $z = x + \Delta z, v = u_*(x) + \Delta v$, and use the fact that the stiffness matrix $K(z)$ is linear in $z$ ($K(x + \Delta z) = K(x) + \nabla_x K(x)\Delta z$). Then, we obtain

$$l_*^I(x, u_*(x), \lambda, \phi) = \sup_{\Delta z \in \mathbb{R}^n, \Delta v \in \mathbb{R}^d} \{\lambda^T[[K(x) + \Delta z \nabla_x K(x)]u_*(x) + \Delta v] - f$$

$$+ \phi^T[u_*(x)\Delta z + \Delta vx + \Delta v\Delta z]\}.$$  

Since $K(x) = \nabla_x K(x)x$, we can simplify terms
We start by proving the existence of a solution for the feasibility program Proposition 2. and the following inequalities are valid

\[
\Delta z \Delta v + u_*(x) \Delta z + x \Delta v\] 

If we evaluate \( \phi_* = -\nabla_x K(x) \lambda \), then the supremum term is canceled

\[
l^f_k(x, u_*(x), \lambda, \phi_*) = \lambda^T K(X) u_*(x) - f^T \lambda,
\]

obtaining the representation (12) as wanted. To complete the proof, we need to find \( \lambda_* \) such that \( \lambda_*^T [K(x)u_*(x) - f] \) < 0. There is an infinite number of vectors \( \lambda_* \in \mathbb{R}^d \)
satisfying this inequality. Take, for example \( \lambda_* = f - K(x)u_*(x) \), in which case

\[
l^f_k(x, u_*(x), \lambda_*, \phi_*) = [f - K(x)u_*(x)]^T [K(x)u_*(x) - f] = -\| K(x)u_*(x) - f \|^2 < 0.
\]

This last inequality, together with (16), finishes the proof.

Proposition 1 proves that if a given design \( x^k \) is infeasible for the equilibrium (1), we can find vectors \( u^k_*, \lambda^k, \) and \( \phi^k \), such that \( l^f_k(x^k, u^k_*, \lambda^k, \phi^k) < 0 \). By including the feasibility cut \( l^f_k(x, u^k_*, \lambda^k, \phi^k) \geq 0 \), we prevent the design \( x^k \) from being feasible in the relaxed master problem in the following iterations.

However, if \( x^* \) is a global optimal solution for the considered problem, nothing ensures that \( x^* \) satisfies this feasibility cut, i.e. we can not ensure that \( x^* \) satisfies \( l^f_k(x^*, u^k_*, \lambda^k, \phi^k) \geq 0 \). In order to do so, we start by recalling an equivalent reformulated version of a proposition stated and proved in [1].

**Proposition 2.** Let \( x \in \mathbb{R}^n \), \( x \geq 0 \), and \( y \in \mathbb{R} \) be fixed. There exists \( u \in \mathbb{R}^d \) satisfying

\[
K(x)u = f \quad \text{and} \quad f^T u \leq y,
\]

if and only if

\[
y - 2f^T v + v^T K(x)v \geq 0, \quad \forall v \in \mathbb{R}^d.
\]

**Theorem 1.** Consider \( x^k \in \{0,1\}^n \), \( x^k \neq 0^n \), an infeasible design for the equilibrium equations (1), and the feasibility problem

\[
H(x^k) = \min_{\lambda \in \mathbb{R}^d} 0^T \lambda \quad \text{subject to} \quad \lambda^T K(x^k) \lambda - f^T \lambda < 0, \quad \lambda^T \lambda - UB \geq 0,
\]

where \( UB \) is a valid upper bound for the compliance \( c(x^*) \), with \( x^* \) an optimal solution of problems (2) or (3), and \( \phi^k = -\nabla_x K(x^k) \lambda^k \). Then, \( H(x^k) \) possesses a solution \( \lambda^k \in \mathbb{R}^d \), and the following inequalities are valid

\[
l^f_k(x^k, \lambda^k, \lambda^k, \phi^k) < 0,
\]

\[
l^f_k(x^k, \lambda^k, \lambda^k, \phi^k) \geq 0.
\]

**Proof.** We start by proving the existence of a solution for the feasibility program \( H(x^k) \). We do it by a contradiction argument. First, note that the function \( F^1_{x^k} : \mathbb{R}^d \rightarrow \mathbb{R} \),

\[
F^1_{x^k}(v) = -f^T v + v^T K(x^k)v
\]
is unbounded from both sides. In addition, the function \( F^2_{x^k} : \mathbb{R}^d \rightarrow \mathbb{R} \),

\[
F^2_{x^k}(v) = -\| K(x^k) - UB \|^2
\]
\[ \mathbb{R}^d \rightarrow \mathbb{R}_+, \quad F^2_{x^k}(v) = v^T K(x^k)v \text{ is unbounded from above.} \] Then, from the unboundedness of \( F^1_{x^k} \), we can find \( \lambda_0 \in \mathbb{R}^d \) such that

\[ \lambda_0^T K(x^k) \lambda_0 - f^T \lambda_0 < 0. \]

Suppose now that the problem \( H(x^k) \) is infeasible, i.e.,

\[ \forall \lambda \in \mathbb{R}^d : \lambda^T K(x^k) \lambda - f^T \lambda < 0 \implies f^T \lambda - UB < 0 \]

\[ \implies f^T \lambda < UB \]

\[ \implies \lambda^T K(x^k) \lambda < UB. \]

Equivalently we can write, by contraposition

\[ \forall \lambda \in \mathbb{R}^d : \lambda^T K(x^k) \lambda \geq UB \implies \lambda^T K(x^k) \lambda - f^T \lambda \geq 0. \quad (18) \]

The contradiction arises when looking at any vector \( \lambda_1 \in \mathbb{R}^d \), such that \( \lambda_1^T K(x^k) \lambda_1 \geq UB \). Such \( \lambda_1 \) exists, from the unboundedness of the function \( F^2_{x^k} \). It follows that the vector \( -\lambda_1 \) also satisfies \( -\lambda_1^T K(x^k)(-\lambda_1) \geq UB \), and whether \( \lambda_1 \), or \( -\lambda_1 \) (but not both) satisfies \( \lambda^T K(x^k) \lambda - f^T \lambda < 0 \). This is a contradiction to (18), which proves the feasibility of the problem \( H(x^k) \).

Now, if \( \lambda^k \) is feasible for the problem \( H(x^k) \), then it satisfies the inequality \( \lambda^k^T K(x^k) \lambda^k - f^T \lambda^k < 0 \), or using the representation of the \( l^k \)-function given in Proposition 1, with \( \phi^k = -\nabla_x K(x^k) \lambda^k, u^k = \lambda^k \),

\[ l^k(x^k, \lambda^k, \lambda^k, \phi^k) < 0. \]

Suppose now that we have a valid upper bound for the global optimal compliance \( UB \) (i.e., a value \( UB \) such that \( f^T u(x^*) \leq UB \)). Then, by taking \( y = UB \) in Proposition 2, we have a valid inequality for any \( x^* \), global optimal design of problems (2) or (3)

\[ UB - 2f^T v + v^T K(x^*)v \geq 0, \quad \forall v \in \mathbb{R}^d, \]

or equivalently

\[ -f^T v + v^T K(x^*)v \geq f^T v - UB, \quad \forall v \in \mathbb{R}^d. \]

Then any vector \( v \in \mathbb{R}^d \) that satisfies \( UB - f^T v \geq 0 \), also satisfies \( -f^T v + v^T K(x^*)v \geq 0 \). In particular, \( \lambda^k^T K(x^*) \lambda^k - f^T \lambda^k \geq 0 \), or

\[ l^k(x^*, \lambda^k, \lambda^k, \phi^k) \geq 0. \]

\[ \square \]

The real importance of this result is that it provides a method to generate valid feasibility GBD cuts, preventing a set of infeasible designs to be feasible for the GBD master problem. At the same time it ensures that none of the optimal solutions is cut away from its feasible set. We have now a result, which arises as a consequence of Theorem 1.

**Property 1.** The function \( l^k(x, \lambda, \lambda, \phi) \), defined by (11) is linear in \( x \), and has an explicit representation, when the other arguments are \( \lambda^k, \phi^k \), where \( \lambda^k \) is a solution of the feasibility problem (17), and \( \phi^k = -\nabla_x K(x^k) \lambda^k. \) This explicit representation is given by

\[ l^k(x, \lambda^k, \lambda^k, \phi^k) = l^k(x, \lambda^k, \phi^k) = -\phi^k^T \lambda^k x - f^T \lambda^k. \quad (19) \]

Consequently, the GBD feasibility cut is given by
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\[ \phi^k T \lambda^k x \leq -f^T \lambda^k. \]

Now we can formulate a master problem, including cuts to prevent a design \( x \), for which the equilibrium equations (1) are infeasible, to be a solution of the master problem in the following iterations. After including these \( l^*_c \)-cuts in the master problem (6), the relaxed master problem for the minimum compliance problem (2), in the case \( \eta_s = 0 \), becomes

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u^k, \Gamma^k) \leq y, \quad \forall k = 1, \ldots, p, \\
& \quad l^*_l(x, \lambda^k, \phi^k) \geq 0, \quad \forall k = 1, \ldots, q, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

\( (P^*) \)

Considering the explicit representation of the \( l^*_c \)-functions (19) and the \( l^*_c \)-function in (8), we can get an explicit representation of the relaxed master problem

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^k T u^k x - y \leq -2f^T u^k, \quad k = 1, \ldots, p, \\
& \quad \phi^k T \lambda^k x \leq -f^T \lambda^k, \quad k = 1, \ldots, q, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

\( (P_{cf}) \)

with \( \nu^k \) as in (8), \( \phi^k = -\nabla_x K(x^k) \lambda^k \), and \( \lambda^k \) a solution of the feasibility problem (17). Note that we have simplified the expression for the \( l^*_c \)-cuts in the program \((P_{cf})\) to

\[ -\nu^k T u^k x - y \leq -2f^T u^k, \] (20)

with respect to the \( l^*_c \)-cuts (8) of the re-enforcement case. This simplification comes from the fact that when \( \eta_s = 0 \) in (4), we have that \( \nu^k T u^k x^k = f^T u^k \). Note as well that the \( l^*_c \)-cuts (20) are equivalent to the SDP optimality cuts derived in the first part of the article ([16]). For the minimum weight problem (3), the formulation of the relaxed master problem with \( \eta_s = 0 \) is analogous.

### 3.2 Generalization to the Multiple Load Case

In the multiple load case problem, we would like to design an optimal structure, which is subjected to several load conditions \( f_1, \ldots, f_m \), and each of them is considered as a different and independent scenario. We modify slightly some of the assumptions from the single load case.

(A-2) The compliance and mass limits, \( C_l \), \( l = 1, \ldots, m \), and \( M \) respectively, satisfy \( C_l > 0 \), \( \forall l = 1, \ldots, m \), and \( 0 < M < \sum_{j=1}^n \rho_j \), where \( \rho_j \geq 0 \) for all \( j = 1, \ldots, n \).

(A-3) Each of the loads \( f_1, \ldots, f_m \in \mathbb{R}^d \) is non null, i.e. \( f_l \neq 0 \), \( \forall l = 1, \ldots, m \).

For simplicity, we consider \( \eta_s > 0 \) in assumption (A-1). The minimum weight problem for a multiple load conditions case is formulated as
\[
\begin{align*}
\text{minimize} & \quad \rho^T x \\
\text{subject to} & \quad K(x)u_l = f_l, \quad l = 1, \ldots, m, \\
& \quad f_l^T u_l \leq C_l, \quad l = 1, \ldots, m, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

This program has \( m \) equilibrium equations, one per load condition, and \( m \) compliance constraints, again, one per load condition.

For the problem \( (21) \), the GBD algorithm only includes a cut for each load condition for which a design \( x^k \) does not satisfy the corresponding compliance constraint. The relaxed master problem related to the problem \( (21) \) is given by

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y \\
& \quad l^*_c(x, u^k_l, \nu^k_l) \geq 0, \quad k = 1, \ldots, N, \quad j = 1, \ldots, m^k, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

where \( m^k \leq m \) counts the number of infeasible or active compliance constraints for the design \( x^k \). Considering the representation of \( l^*_c(x, u^k_l, \nu^k_l) \) given by \( (8) \), we can get an explicit form for the relaxed master problem for the multiple load minimum weight problem \( (21) \). It is given by

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y \\
& \quad -\nu^k_{ij} u^k_{ij}[x - x^k] \geq C_{lj} - f^T_{lj} u^k_{lj}, \quad k = 1, \ldots, N, \quad j = 1, \ldots, m^k, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

Now, with respect to the minimum compliance problem, several possibilities for the objective function are available. For example, a worst case scenario for the compliance. In this case, the objective function becomes

\[
F(u_1, \ldots, u_m) = \max_{1 \leq i \leq m} \{f^T_i u_i\}.
\]

The minimum compliance problem for the multiple loads case is given by

\[
\begin{align*}
\text{minimize} & \quad \max_{1 \leq i \leq m} \{f^T_i u_i\} \\
\text{subject to} & \quad K(x)u_l = f_l, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}
\]

This program has \( m \) equilibrium equations, one per load condition, and the objective function considers \( m \) compliances. The relaxed master problem must include one cut per load condition. In other words, given a design vector \( x^k \), an optimality cut \( l^*_c(x, u^k_l, \nu^k_l) \leq y \) must be included in the master program for each load condition \( l = 1, \ldots, m \). In this case, the relaxed master problem becomes
\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad t^*_c(x, u^k, \nu^k_l) \leq y, \quad k = 1, \ldots, N, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n. 
\end{align*}
\]

\[\text{(P\textsubscript{cm})}\]

Considering the representation of \(t^*_c(x, u^k, \nu^k_l)\), given by (8), we can get an explicit form for the relaxed master problem for the multiple load minimum compliance problem (22). It is given by

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^k_l^T u^k_l [x - x^k] - y \leq -f^T_l u^k_l, \quad k = 1, \ldots, N, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n. 
\end{align*}
\]

\[\text{(P\textsubscript{cm})}\]

**Important Remark 1.** All the results presented in [16], valid for the re-enforcement case, can be extended to the pure topology case (i.e., when \(\eta_s = 0\) in (5)). Namely, Theorem 1, Proposition 2 (stating the validity of the \(t^*_c\)-cuts), and corollaries 1, 2, 3, in [16] can be extended with minor changes in the proofs (propositions 1 and 3 of [16] consider already \(\eta_s \geq 0\)). Therefore, the generalization of the presented GBD method applied to (2), (3) to the case \(\eta_s \geq 0\) is straightforward.

**Important Remark 2.** The GBD method here presented, applied to problems (2), (3) can be extended to the case when multiple load conditions are imposed, including a feasibility cut \(t^*_c(x, \lambda^k_l, \lambda^k_l, \phi^k_l) \geq 0\) whenever a considered load \(f_l, l = 1, \ldots, m,\) leads to a set of non-solvable equilibrium equations. If the equilibrium equations possess a displacement solution for a given load, a compliance cut \(t^*_c(x, u^k_l, \zeta^k_l) \geq 0\) (in a minimum weight formulation, if \(f^T_l u_l \geq C_l,\) with \(C_l\) the compliance bound for the \(l\)th load case), or \(t^*_c(x, u^k_l, \nu^k_l) \leq y\) (in a minimum compliance problem) is included.

### 4 Statement of the Method

In this section, we present the formal statement of the Generalized Benders’ Decomposition (GBD) method to solve the multiple load minimum weight problem (21). The assumptions considered are the same as in the previous sections, i.e. assumptions (A-1) – (A-4). The theoretical basis of the GBD algorithm for the minimum weight problem was presented in the first part of the article. The convergence proofs in [16] can be generalized to show finite convergence to a global minimum of the method stated below.

**Algorithm 1: GBD for multiple load minimum weight problems**

1. Set \(P = Q = 1,\) the upper bound \(UB = +\infty,\) the lower bound \(y^* = -\infty\) and the convergence tolerance \(\epsilon \geq 0.\)

2. Solve the first relaxed master problem
\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]
(M1)

by any solver for linear-mixed integer programming. If the problem is infeasible, stop and exit. If the problem is feasible, it necessarily has at least one optimal solution. This comes from the fact that \(\rho^T x \geq 0, \forall x \in \{0, 1\}^n \implies y \geq 0\). Denote the solution of (M1) found by \((x^*, y^*)\), and its optimal value \(y^*\).

3. Do for all load cases \(l\): { If \(x^*\) is an infeasible design for the equilibrium equations \(K(x^*)u = f_l\), compute a solution \(\lambda^Q \in \mathbb{R}^d\) of the feasibility program

\[
H(x^*) = \text{minimize}_{\lambda \in \mathbb{R}^d} \quad 0^T \lambda
\]

subject to \(\lambda^T K(x^*)\lambda - f_l^T \lambda < 0, \quad f_l^T \lambda - C_l \geq 0\).

Compute \(\phi^Q\) and \(r_E^Q\) as

\[
\phi^Q = (K_1^Q \lambda^Q)^T (K_2^Q \lambda^Q)^T \cdots (K_n^Q \lambda^Q)^T, \\
r_E^Q = -f_l^T \lambda^Q,
\]

and set \(Q \leftarrow Q + 1\).

Otherwise, if \(u^P\) satisfies the equilibrium \(K(x^*)u = f_l\), compute the compliance \(C_i^P = f_l^T u^P\). If \(C_i^P > C_l\), compute \(\nu^P\) and \(r_C^P\) as

\[
\nu^P = (K_1^P u^P)^T (K_2^P u^P)^T \cdots (K_n^P u^P)^T \\
r_C^P = C_l - f_l^T u^P - \nu^P T u^P x^*
\]

and set \(P \leftarrow P + 1\). Add other feasibility cuts if available (cf. section on combinatorial Benders’ cuts).

4. If \(x^*\) is a feasible design for all the equilibrium equations \(K(x^*)_u = f_l, \ l = 1, \ldots, m\), and if \(f_l^T u_l \leq C_l \ \forall \ l\) and \(\rho^T x^* < UB\), then set \(UB = \rho^T x^*\). If \(UB - y^* \leq \epsilon\), then stop. The optimal design found is \(x^*\), with optimal value \(\rho^T x^*\). Otherwise, continue to step 5.

5. Solve the relaxed master problem

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad \rho^T x \leq y, \\
& \quad -\nu_k^T u_k x \leq r_C^k, \quad k = 1, \ldots, P - 1, \\
& \quad \phi_k^T \lambda_k x \leq r_E^k, \quad k = 1, \ldots, Q - 1, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

by any solver for linear-mixed 0–1 programming. Denote the solution of this program \((x^*, y^*)\), and its optimal value \(y^*\). Return to step 3.
5 Accelerating GBD

Several ideas to accelerate the numerical performance of the Generalized Benders’ Decomposition (GBD) are reported in the literature. An overview of different techniques used to accelerate GBD since this method was introduced in the early sixties is presented in [18]. We discuss in particular two of these techniques, since they are relevant for our investigation.

5.1 Pareto Optimal Cuts

In [14], it was proposed to discard cuts according to their relevance, measuring this by a Pareto dominance relationship. We apply this idea on the compliance cuts generated by GBD for the minimum compliance and minimum weight problems (2) and (3), respectively.

The study presented in [14] was done on a min-max formulation problem, and therefore, for the problems we study here we need to adapt our definition of the Pareto dominance relationship.

**Definition 1.** A cut $l^*_c(x, w^j, \nu^j) \geq 0$ is said to dominate another cut $l^*_c(x, w^i, \nu^i) \geq 0$ if and only if

$$l^*_c(x, w^j, \nu^j) \geq l^*_c(x, w^i, \nu^i), \quad \forall x \in [0,1]^n. \quad (23)$$

with a strict inequality for at least one design. A cut $l^*_c(x, w^i, \nu^i) \leq y$ is said to dominate another cut $l^*_c(x, w^i, \nu^i) \leq y$ if and only if

$$l^*_c(x, w^j, \nu^j) \leq l^*_c(x, w^i, \nu^i), \quad \forall x \in [0,1]^n. \quad (24)$$

In [14], it was shown that for a general class of non-linear mixed-integer problems, the inclusion of non-dominated Pareto optimal cuts can improve the rate of convergence of the lower bound towards the optimal solution. We have now the following result.

**Proposition 3.** Let $l^*_c(x, w^j, \nu^j) \geq 0$ and $l^*_c(x, w^i, \nu^i) \geq 0$ be two compliance cuts related to two designs $x^j, x^i \in [0,1]^n$, with equilibrium solutions $w^j, w^i \in \mathbb{R}^d$ and Lagrange multipliers $\nu^j, \nu^i$, as (8), respectively. If $\eta^s = 0$ and $l^*_c(x, w^j, \nu^j) \geq 0$ dominates $l^*_c(x, w^i, \nu^i) \geq 0$, then

$$f^T w^j \leq f^T w^i. \quad (25)$$

The same condition applies for the cuts $l^*_c(x, w^i, \nu^i) \leq y$ and $l^*_c(x, w^i, \nu^i) \leq y$.

**Proof.** The relationship (23) is written explicitly as

$$C - f^T w^j + \nu^j^T w^j(x - x^j) \geq C - f^T w^i + \nu^i^T w^i(x - x^i), \quad \forall x \in [0,1]^n. \quad (26)$$

If we evaluate the Pareto inequality (24) at $x = 0$, we obtain

$$-f^T w^j - \nu^j^T w^j x^j \geq -f^T w^i - \nu^i^T w^i x^i. \quad (27)$$

Using that $f^T w^j = \nu^j^T w^j x^j + w^j^T K_0 w^j$ we simplify this last condition to

$$2f^T w^j - w^j^T K_0 w^j \leq 2f^T w^i - w^i^T K_0 w^i. \quad (28)$$

In the case of pure topology problems ($\eta^s = 0$ in assumption (A-1)), $K_0 = 0^{d \times d}$, and (28) becomes

$$f^T w^j \leq f^T w^i. \quad (29)$$

The proof for the $l^*_c$-cuts is analogous. \qed
In other words, if $\eta_s = 0$, the Pareto dominance value of a cut $l^*_c(x, u^j, \nu^j) \geq y$ (or a cut $l^*_c(x, u^j, \nu^j) \leq y$) is measured by the value of its compliance $c(x^j) = f^Tu^j$. The lower the compliance, the higher is the corresponding Pareto dominance value.

This means that if we consider cuts related to a design with a low value in compliance, we expect these cuts to dominate in general a larger number of cuts than other cuts coming from designs with a higher value of compliance. We can therefore expect that these cuts are stronger and lead to faster convergence. This is computationally tested in the numerical examples section.

5.2 Combinatorial Benders’ Cuts

When solving pure topology problems, we need to deal with the potential infeasibility of the equilibrium equations (1). For this purpose, GBD includes feasibility cuts, which are described in Section 3. However, the GBD feasibility cuts show in practice a weak capacity of improving the lower bound of the GBD algorithm. In order to improve the convergence of general linear mixed-integer optimization problems, [5] investigated the inclusion of the so called combinatorial Benders’ cuts, which attack the mathematical source of the infeasibility of an inconsistent linear system. These cuts are the result of finding the set of subsystems of the original linear system, which are responsible for the infeasibility of the inconsistent linear system. This type of subsystem is called an “irreducible inconsistent subsystem of linear constraints” (IIS).

Given an inconsistent system, its set of IIS’s is in general not unique, and the number of IIS’s grows exponentially with the size of the problem (see [4]). The search of inconsistencies of a linear system has been studied by several authors, see for example [5, 9, 17, 24]. In the case of the problems (2) and (3), we need to find IIS’s related to the equilibrium equations (1), when ever these equations are inconsistent for a given design. It is necessary to reformulate the equilibrium equations (1), to obtain an explicit relationship between an inconsistency of the equilibrium equations and the value of the design variables. The equilibrium equations (1) are rewritten as the system

\[
\begin{align*}
\sum_{j=1}^{n} K_j z_j &= f, \\
z_j - u &= 0, \quad \forall \, j \in N_1(x), \\
z_j &= 0, \quad \forall \, j \in N_0(x),
\end{align*}
\]

where the index sets $N_0(x)$ and $N_1(x)$ are

\[
\begin{align*}
N_0(x) &:= \{ j \in \{1, \ldots, n\} \mid x_j = 0 \}, \\
N_1(x) &:= \{ j \in \{1, \ldots, n\} \mid x_j = 1 \}.
\end{align*}
\]

In the equations (26), we want to find out which, among the equations (26b) and (26c), are part of a short IIS (short IIS’s discard a bigger set of designs from being feasible at the corresponding combinatorial cut). In order to find a minimal inconsistence set, the following result, based on Farkas’s Lemma, is useful.

**Theorem 2.** Given the inconsistent system $S = \{x \in Q^n \mid Cz = d\}$, the indices of the minimal infeasible subsystems of $S$ are exactly the supports of the vertices of the polyhedron

\[
P = \{w \in Q^m \mid w^TC = 0, \, w^Td = -1\}.
\]
Proof. The proof of this theorem is analogous to the one shown in [17], applied to an inconsistent system of linear inequalities $Cz \leq d$. □

Theorem 2 is used to find IIS’s related to the system (26) (i.e., when $Cz = d$ corresponds to the system (26)). There are several heuristics to generate IIS’s (see, e.g. [5] and [9]). All of them are based on introducing an auxiliary Linear Program (LP) with feasible set in the polyhedron $P$. It is well known that an LP in a polyhedron $P$ attains its extremes at the vertices of $P$. Wisely changing the coefficients of its objective function $f(y) = b^T y$ generates solutions at different vertices of the polyhedron $P$. For each solution $y^*$ of the LP, and for each $j_0$ such that $y^*(j_0) \neq 0$, the equation numbered $j_0$ in (26) belongs to an IIS. Consequently, all non zero values of $y^*$ indicates the indices of an IIS $S_l$. For $m'$ different objective vectors $b_1, \ldots, b_{m'}$, $m'$ different linear programs are formulated and solved, and $m'$ solutions $y^*_1, \ldots, y^*_{m'}$ can be found. These solutions generate at most $m'$ IIS’s $S_1, \ldots, S_{m'}$. The shortest of them are taken to build combinatorial Benders’ cuts (by shortest we mean, the IIS’s containing the least number of indices). More specifically, we generate combinatorial Benders’ cuts, using the following heuristic based on the Theorem 2.

**Combinatorial Benders’ cuts Algorithm**

1. Consider a design $x$, such that the equilibrium equations (1) are inconsistent. Rewrite the equilibrium equations (26) as $Cz = d$. Set $l = 1$ and let $b_1$ be the vector $1$. Set the initial set of IIS’s to $S_l = \emptyset$, and set the maximum number of iterations to $l_{\text{max}}$.

2. Solve the linear program

\[
\begin{align*}
\text{minimize} & \quad b^T y \\
\text{subject to} & \quad C^T y = 0, \\
& \quad d^T y = -1. \\
\end{align*}
\] (27)

If this linear program is successfully solved to optimality and an optimal solution $y^*$ is found, find the indices $I_0 = \{i \in \mathbb{N} : y^*(i) \neq 0\}$. $I_0$ is the set of indices numerating the constraints on the equilibrium equations (26). Then go to step 3. Otherwise, if the program (27) is infeasible or unbounded, set $S_l = \emptyset$ and exit.

3. Form the set of indices $S_l$ in the following way.

Set $S_l = \emptyset$. Do for all $k$: { 

If $I_0(k)$ is related to one of the constraints $\sum_{j=1}^{n} K_j z_j = f$, do nothing. If $I_0(k)$ is related to one of the constraints $z_j - u = 0$ or $z_j = 0$, set $S_l = S_l \cup j$. }

4. Set $b_{l+1} = b_l$ and $l \leftarrow l + 1$.

5. Modify the objective coefficients $b_l(j)$ as: Do for all $j$ {},

\[
b_l(S_l(j)) \leftarrow 2b_l(S_l(j)).
\]

In this way these indices become more expensive for the optimization program (27). If the maximum number of iterations has been reached, i.e. $l \geq l_{\text{max}}$, go to step 6, otherwise, return to step 2.
6. Do for all \( l \): { If \( S_l \neq \emptyset \), for each \( IIS : S_l \), the combinatorial Benders’ cut related to the inconsistent system (26) is given by

\[
\sum_{j \in S_l: x_j = 0} x_j + \sum_{j \in S_l: x_j = 1} [1 - x_j] \geq 1.\]

Stop and exit.

5.3 GBD Heuristics for Finding Candidate Designs

In this section, we discuss some alternatives, based on different heuristics, to accelerate the performance of the GBD method applied to the minimum compliance and minimum weight problems, (22) and (21), respectively. As it was indicated in the first part of this section, the inclusion of high Pareto dominance cuts (related to low compliance designs) may accelerate the convergence of the GBD algorithm. We consider first, the application of the GBD algorithm to an alternative formulation of the structural design problem, in such a way that this modeling leads to a non convex projected problem. As it was indicated in the previous sections, the GBD algorithm applied to the minimum compliance (and minimum weight) problem converges to a global optimum in a finite number of steps. This result is valid, since the corresponding relaxed projected problem on the design space is convex. By dropping this convexity condition, the algorithm no longer guarantees the convergence to global optima. In exchange, we expect to observe a much faster convergence of the algorithm, and potentially good feasible designs could be generated in the process. One example of such modeling, dropping the convexity assumption, is given by the SIMP approach (see [2]), a material interpolation scheme with a penalization parameter \( p > 1 \). For instance, the SIMP interpolation scheme changes the original minimum weight problem (3), to the following mixed 0 – 1 problem

\[
\begin{align*}
\text{minimize} & \quad \rho^T x \\
\text{subject to} & \quad K_p(x)u = f, \\
& \quad f^T u \leq C, \\
& \quad Ax \leq b, \\
& \quad x \in \chi_D = \{0, 1\}^n,
\end{align*}
\]

(28)

where the stiffness matrix \( K(x) \) in the assumption (A-1) is replaced by the matrix \( K_p(x) \) modeled by

\[ K_p(x) = K_0 + \sum_{j=1}^{n} x_j^p K_j. \]

Clearly, formulation (28) does not change the value of the compliance, since \( K_p(x) = K(x) \) for all \( x \in \{0, 1\}^n \). However, the gradient of the compliance as a function of the design variables is changed by this modeling. Thus, after computing the Lagrange multipliers for the GBD method applied to the problem (28), we obtain the following form for the compliance cuts

\[ C - f^T u^k + p \nu^k T u^k (x - x^k) \geq 0, \]

with \( \nu^k \) given by (8). The GBD algorithm applied to any non convex model will, in this context, be called GBD heuristics, and when it is applied to a convex model, it will be called global GBD. If the GBD method is applied to this interpolation model for \( p > 1 \) (the compliance and its gradient are well defined in \( \{0, 1\}^n \), and even in \( [0,1]^n \)), for \( p \geq 1 \),
we expect convergence to occur quickly, but only few feasible designs of good quality (if any at all) are found. An alternative to overcome this difficulty is to smooth the modeling, by mixing a convex \((p = 1)\) and a non convex \((p > 1)\) interpolation scheme. Consider for example, the stiffness matrix

\[
K_{\alpha_0, p}(x) = K_0 + \sum_{j=1}^{n} [\alpha_0 x_j + [1 - \alpha_0] x_j^p] K_j, \tag{29}
\]

where a parameter \(0 \leq \alpha_0 \leq 1\) is introduced to control the combination of these two different interpolation schemes. In practice, \(\alpha_0\) controls the speed of convergence of the algorithm. Using (29) to replace assumption (A-1), we obtain the mixed GBD compliance cuts for the minimum weight problem (3)

\[
l_{c, \alpha_0}^c(x, u^k, \nu^k) \geq 0,
\]

\[
l_{c, \alpha_0}^c(x, u^k, \nu^k) = C - f^T u^k + \nu^{kT} u^k (D - D^k), \tag{30}
\]

while for the minimum compliance problem (2), the mixed GBD cuts are given by

\[
l_{c, \alpha_0}^a(x, u^k, \nu^k) \leq y,
\]

\[
l_{c, \alpha_0}^a(x, u^k, \nu^k) = f^T u^k + \nu^{kT} u^k (D^k - D). \tag{31}
\]

The vectors \(D, D^k \in \mathbb{R}^n\) are given by

\[
D_j = \alpha_0 + p[1 - \alpha_0] x_j, \quad j = 1, \ldots, n,
\]

\[
D^k_j = \alpha_0 + p[1 - \alpha_0] x_j^k, \quad j = 1, \ldots, n.
\]

The value of \(p\) seems to play a secondary role, and for numerical examples, a value of \(p = 2\) will be used. On the other hand, the introduced parameter \(\alpha_0\) connects homotopically the gradients of the compliance related to two interpolations schemes (in this case, SIMP with \(p = 1\) and \(p = 2\)). This means that if the gradient of the compliance for \(p = 1\) \((C_1(x))\) and \(p = 2\) \((C_2(x))\) are respectively given by

\[
\nabla_x C_1(x) : [0, 1]^n \to \mathbb{R}^n,
\]

\[
\nabla_x C_2(x) : [0, 1]^n \to \mathbb{R}^n,
\]

then, it exists a continuous function (a homotopy) \(H : [0, 1]^n \times [0, 1] \to \mathbb{R}^n\), given by

\[
H(x, \alpha_0) = \alpha_0 \nabla_x C_1(x) + [1 - \alpha_0] \nabla_x C_2(x).
\]

In particular, we have that

\[
H(x, 0) = \nabla_x C_1(x), \text{ and } H(x, 1) = \nabla_x C_2(x).
\]

Therefore, a convenient value for the mixture parameter \(\alpha_0\) will balance the convergence of the GBD heuristics and its closeness to the global GBD algorithm. Another alternative for the modeling is to use the interpolation scheme suggested in [19]. By using this scheme we can expect similar results in convergence and capacity for generating potential solutions to the problem.
5.4 Numerical Procedure

When solving larger problems, the GBD method shows inefficiency in solving the relaxed master problem. This efficiency, measured in time consumed for solving the master problem to optimality, is in general unpredictable, as in general for combinatorial problems. Two ideas are proposed to overcome this serious problem. The first idea is based on the computational experience that in general, most of the time spent by mixed-integer solvers is used to prove optimality of the incumbent, while a small part of the time is spent in actually finding the optimal solution. Solving the master problem to optimality is important, because it allows us to measure precisely the lower bound, and therefore, to measure correctly the convergence of the algorithm at the current stage. Nevertheless, since the absolute gap between the lower and upper bounds is a non-increasing sequence through the iterations, it is important to measure it precisely, only as the stopping criterion is about to be satisfied. We propose to solve the master problem to optimality only every fixed number of iterations. This idea should help economizing the computational time, that is generally wasted in proving optimality of master problems, when it is not important. The second idea is to use GBD heuristics, with the mixed interpolation scheme (29), to generate and accumulate many high Pareto value cuts, to be included as initial cuts for the master problem. This efficiency, measured in time consumed for solving the master problem, is in general unpredictable, as in general for combinatorial problems.

Algorithm 2: Method for the multiple load minimum weight problem (21)

1. Compute the solution \(x^c\) of the continuous relaxation of the minimum weight problem (21). Compute its compliances \(c_1(x^c), \ldots, c_m(x^c)\). Set \(m_c = 0\). Do for all load cases \(l = 1, \ldots, m\): \{ Set \(f = f_l\). If \(c_l(x^c) \geq C_l\), set \(m_c \leftarrow m_c + 1\), compute the vectors \(u_{m_c}^c, \nu_{m_c}^c\) and the corresponding compliance cut \(C_{mc}^c: f_c^c(x, u_{m_c}^c, \nu_{m_c}^c) \geq 0\), after (8). \} Set \(N_c = 0\).

2. Set \(\alpha_0 = 0.01\). If \(\eta_s = 0\), we set a temporary value (for instance \(\eta_s = 0.001\)). Set the stopping criteria for the master problem, for example a gap of 0.2% and a limit time of 100[s]. Set a time limit for the heuristic procedure (for instance \(T_H = 3[h]\)). Set \(i = 1\).

3. Include the cuts \(C_1^c, \ldots, C_{mc}^c\), and the cuts \(C_1, \ldots, C_{N_c}^{mc}\) (if \(N_c > 0\)) in the relaxed master problem (\(P_{wm}^c\)).

4. If \(i > 1\), include the mixed cuts \(C_{\alpha_0}^1, \ldots, C_{\alpha_0}^{i-1}\) in the master problem. Solve the master problem (\(P_{wm}^c\)). Denote the incumbent of the master problem (\(x^*, y^*\)).

5. Do for all load conditions \(l = 1, \ldots, m\): \{ Set \(f = f_l\) and compute the compliance \(c_l(x^*)\). If \(c_l(x^*) \geq C_l\), then set \(i \leftarrow i + 1\), compute the vectors \(u^l, \nu^l\) after (8), and the mixed compliance cuts \(C_{\alpha_0}^l: f_c^l(x, u^l, \nu^l) \geq 0\) after (30). If \(C_l \leq c_l(x^*) \leq L\), set \(N_c \leftarrow N_c + 1\) and compute the cut \(C_{N_c}^{mc} : f_c^c(x, u^l, \nu^l) \geq 0\) after (8). \}

6. If \(c_l(x^*) \leq C_l\), for all \(l = 1, \ldots, m\), and \(\rho^T x^* \leq UB\), set \(UB = \rho^T x^*\).

7. Evaluate the stopping criterion \(UB - y^* = 0\). If it is satisfied, then continue to step 8. Otherwise, return to step 4.

8. Increase the value of \(\alpha_0\) by 0.01. If the current time \(t < T_H\), set \(i = 1\) and return to step 3. Otherwise continue to step 9.
9. Set $\alpha_0 = 1.0$, and $\eta_s$ to its original value, if it was changed in step 2. Set the stopping criteria for the master problem to a gap of 0.05% or a time limit of 24 [h] every 30 iterations, and a gap of 0.1% or a time limit of 300[s] otherwise.

10. Consider the cuts $C^1, \ldots, C^{N_c}$ and $C^1_{c}, \ldots, C^{m_c}_{c}$ as initial cuts for the global GBD method. Run the GBD algorithm (Algorithm 1 in Section 4) until convergence, or until the computational time limit $T_B$ is exceeded.

6 Implementation

The GBD method presented in this article is implemented in the numerical environment and high level programming language MATLAB ([15]), for solving 2-D truss topology optimization problems. The solver used in the treatment of the master problem is the commercial branch-and-cut solver for mixed-integer programming CPLEX version 9 ([12]). The linear programs that appear while generating combinatorial Benders’ cuts are solved by the Simplex solvers in CPLEX. The continuous relaxations of the minimum compliance and minimum weight problems are modeled using the SIMP interpolation scheme [2], and are numerically solved using the Method of Moving Asymptotes (MMA), see [21, 23]. The MATLAB solver for non-linear optimization fmincon was used to compute optimal solutions of the feasibility problem (17) and the feasibility problem used to compute the SDP cuts (see the first part of the article [16]).

7 Numerical Examples for Truss Topology Optimization Problems

In this section, we present the numerical experience with the Generalized Benders’ Decomposition (GBD) method applied to a set of structural topology optimization problems. Specifically, we attack truss topology optimization examples of the minimum weight and minimum compliance problems, (21) and (22), respectively. A truss structure is an assembly of long slender bars connected at frictionless nodes. The external loads are applied only at the nodes. The design variables of the problems represent the area of the potential bars in the structure. These areas belong to the discrete set $x_j \in \{0, t_1, \ldots, t_\ell\}$, where $0 < t_1 < \ldots < t_\ell < +\infty$ are given values. The Young modulus $E_i$ is scaled to unity for all potential bars. The same is valid for the mass density. Therefore, we use the terms weight, mass, and volume as equivalent ones. The tolerance for the feasibility of all constraints is set to $10^{-5}$. All examples were run on an UltraSPARC IV processor, running at 1800 MHz.

7.1 Pareto cuts I

We start by investigating the numerical influence on the convergence speed for the Benders’ algorithm (Algorithm 1 in Section 4), when high Pareto value cuts are included, i.e., compliance cuts obtained from designs with a low objective value. We consider the program

$$\begin{align*}
\text{minimize} & \quad f^T K(x)^{-1} f \\
\text{subject to} & \quad \rho^T x \leq M, \\
& \quad A x \leq b, \\
& \quad x \in [\epsilon, 1]^n,
\end{align*}$$

which is the (slightly perturbed) natural continuous relaxation of the nested formulation of the minimum compliance problem in a single load case (see [2]). Here, $\epsilon$ represents
### Table 1: Comparison of the performance of GBD including/discard ing the compliance cut(s) $C^l_c, l \in J$, from the solution of the continuous relaxation.

<table>
<thead>
<tr>
<th>Objective</th>
<th>$C^l_c$</th>
<th>Objective</th>
<th>CPU [h:m:s]</th>
<th>Iter.</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance</td>
<td>yes</td>
<td>2.8978</td>
<td>0:17:44</td>
<td>233</td>
<td>0.030</td>
</tr>
<tr>
<td>single load</td>
<td>no</td>
<td>2.8978</td>
<td>0:42:36</td>
<td>460</td>
<td>0.495</td>
</tr>
<tr>
<td>Compliance</td>
<td>yes</td>
<td>3.0919</td>
<td>0:00:21</td>
<td>21</td>
<td>0.368</td>
</tr>
<tr>
<td>multiple load</td>
<td>no</td>
<td>3.0919</td>
<td>0:00:47</td>
<td>67</td>
<td>0.029</td>
</tr>
<tr>
<td>Weight</td>
<td>yes</td>
<td>9.3896</td>
<td>1:51:36</td>
<td>456</td>
<td>0.00</td>
</tr>
<tr>
<td>single load</td>
<td>no</td>
<td>20.4570</td>
<td>72:03:25</td>
<td>3333</td>
<td>84.323</td>
</tr>
<tr>
<td>Weight</td>
<td>yes</td>
<td>10.4787</td>
<td>01:23</td>
<td>79</td>
<td>0.00</td>
</tr>
<tr>
<td>multiple load</td>
<td>no</td>
<td>10.4787</td>
<td>32:34</td>
<td>498</td>
<td>0.00</td>
</tr>
</tbody>
</table>

For any given problem (2), the cuts $C^l_c, l \in J$ are constructed analogously, by using the continuous relaxation of the corresponding problem. Any global solution $x^c$ of (32) has the property that its corresponding compliance cut $C_c$ is not dominated by any other feasible compliance cut in $[\epsilon, 1]^n$. Therefore, $C_c$ is an optimal Pareto cut, with respect to the Pareto dominance in Definition 1. Our purpose it to test the influence of $C_c$ on the convergence of the Benders’ algorithm. $x^c$ is calculated by the solver for nonlinear optimization MMA (see [21]). We consider a cantilever example. The design domain is shown in Figure 1(a). The 31 bar ground structure for this example appears in Figure 1(b). For this example, we used a re-enforced structure with a stiffness matrix given by (4) and (5), with $\eta_s = 0.01$, and a compliance bound of $C = 3.0$, or mass bound of $M = 9.5$. Four instances of the problem were considered: Two minimum weight, and two minimum compliance problems. Each of the four instances was solved twice, using the standard Benders’ algorithm (Algorithm 1 for multiple load minimum weight problems, and its corresponding version for the minimum compliance problem). One instance included the cut(s) $C^l_c, l \in J$ from the beginning of the algorithm, while the others did not. A general comparison of the performance of the algorithm on these four examples is shown in Table 1. In this table, we have included the value of the objective function of the best found feasible design, the CPU time for the Benders’ algorithm, the number of iterations (master problems solved), and the relative optimality gap. The relative optimality gap is defined as

$$\text{Gap} := \frac{UB - LB}{UB} \times 100,$$

with $UB$ = upper bound for the global optimum (the objective function value of the incumbent), $LB$ = lower bound for the global optimum in the current iteration. The stopping criterion of the algorithm is set for this example to Gap $\leq 0.5\%$. The optimal solution to the single load minimum compliance example is shown in Figure 1(c).

Table 1 shows that in seven out of the eight instances, the stopping criterion was satisfied within the time limit of 72[h]. We note an important difference in the CPU time
1. Design domain with boundary conditions and external loads for the cantilever problem.
2. Ground structure with 31 potential bars.
3. Optimal design to the single load (with $f = f_1$) minimum compliance problem with design variables in the set \{0, 1\}.

Figure 1: The single load cantilever example.

and the number of iterations executed. In the cases where the optimal Pareto cut $C_c$ was included, both the CPU time, and the number of iterations were considerably lower. The influence was in fact bigger on the minimum weight problems. In general, these differences in performance show a clear positive influence of including the special cut(s) $C_c^l$ from the solution of the continuous relaxation of the problems. The strength of the cut(s) $C_c^l$, after the Pareto dominance relationship (23), relies on the low value of the compliances of $x^c$. Consequently, we suggest that cuts related to low compliance designs should have a larger influence on the convergence of the Benders’ algorithm. This implies that if we can find low compliance designs by any mean, and include their corresponding compliance cuts at the beginning of the algorithm, we can expect an acceleration of the convergence of the algorithm. One example of a way to find low compliance designs is considering solutions coming from the SIMP interpolation scheme for the problems (2) and (3) (or (22) and (21)), with high penalization (say $p > 3$), in order to achieve convergence to (almost) 0 – 1 designs (see [2]). We will come back to this point after examining the influence of combinatorial Benders’ cuts for pure topology design problems.

7.2 Combinatorial Benders’ cuts and SDP cuts

We investigate the use of combinatorial Benders’ and SDP feasibility cuts, in order to accelerate the performance of the GBD method. These techniques apply only to pure topology optimization problems, where the assumption (A-1) is taken with $\eta_s = 0$. Combinatorial Benders’ cuts were briefly described in Section 5, and SDP cuts were introduced in the first part of this article [16].

The inclusion of combinatorial Benders’ and SDP cuts for infeasibility of the equi-
librium equations (1) is tested on the same single load minimum compliance cantilever example as shown above, but in the pure topology case ($\eta_s = 0$). We include two initial compliance cuts, one generated by the solution from the continuous relaxation $x^c$, and the other cut, $C_S$, generated by the solution for the SIMP interpolation scheme, $x_S$, with a final penalization of $p = 6$. In Table 2, we can see the results in performance comparing the cases including/not including combinatorial Benders’ cuts and/or SDP cuts. The table shows the objective function value upon termination, the CPU time consumed (CPU), the number of master problems solved (Iter.), the number of Benders’ feasibility cuts (Feas. cuts), combinatorial Benders’ cuts (Comb. cuts), and SDP cuts (SDP cuts). The last column states the final relative convergence gap (Gap). The termination gap was set to 4%. For this problem, the number of master problems solved and the computation time decreases as combinatorial Benders’ cuts and SDP cuts are included. This result indicates a numerical advantage in including combinatorial Benders’ cuts and SDP cuts in the master problem at each iteration, when treating pure topology problems. Note that there is an important difference in the convergence of the algorithm when solving the pure topology optimization problem, with respect to the re-enforced version of the same problem. While the example considering re-enforcement ($\eta_s = 0.01$) converges in reasonable time, the pure topology example ($\eta_s = 0.0$) takes a much longer time ($34[h]:24[m]$ compared to $17[m]:44[s]$ of the re-enforcement example) and many more iterations (1101 iterations, compared to 233 for the re-enforcement case) to achieve a much higher final gap (Gap = 3.948% compared to 0.137%). This result suggests that the Benders’ algorithm might be better suited for re-enforcement problems than pure topology optimization problems.

<table>
<thead>
<tr>
<th>Objective</th>
<th>CPU[h:m]</th>
<th>Iter.</th>
<th>Feas. cuts</th>
<th>Comb. cuts</th>
<th>SDP cuts</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.946</td>
<td>46:34</td>
<td>1370</td>
<td>668</td>
<td>0</td>
<td>0</td>
<td>3.948</td>
</tr>
<tr>
<td>2.946</td>
<td>33:50</td>
<td>1169</td>
<td>437</td>
<td>446</td>
<td>0</td>
<td>3.948</td>
</tr>
<tr>
<td>2.946</td>
<td>34:24</td>
<td>1101</td>
<td>412</td>
<td>216</td>
<td>412</td>
<td>3.948</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the performance of GBD including/not including combinatorial Benders’ cuts and/or SDP feasibility cuts.

### 7.3 Pareto cuts II

A third experience is made, considering the same cantilever example, but including 5 potential areas for each bar, namely, $x_j \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}$. This modification increments by 5 times the number of design variables in the problem. We set the stopping criterion to a relative gap of 0.5%. We include the compliance cut related to the solution $x^c$ of the relaxation (32) (C1). The results in Table 3 show that the CPU time limit of 72[h] was reached, and the algorithm stopped before converging. Nevertheless, in this example, only 14 iterations were executed. The algorithm spent 5[m]:32[s] in iterations 1 – 12, 43[h]:20[m]:24[s] in iteration 13, and 43[h]:05[m]:05[s] for iteration 14.

This example shows how in some situations, the solution of two consecutive master problems can have such a different CPU time, which may have a huge impact on the performance of the algorithm. We propose two actions to avoid this situation. First, we introduce two relative tolerances for the resolution of the master problem. One of the gaps is small (for example 0.05%), and it is used only every a certain number of instances of the master problem. The other tolerance, the bigger one (for example 0.2%), is used in most of the master problems. The second idea is to impose two time limits for execution
Table 3: Comparison of the performance of GBD for a multi-area optimization example, including only the compliance cut $C_c$ related to the solution of the continuous relaxation (C1), and the use of Algorithm 2 (C2).

<table>
<thead>
<tr>
<th>Case</th>
<th>UB</th>
<th>LB</th>
<th>CPU [h:m:s]</th>
<th>Iter.</th>
<th>Pareto cuts</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>2.873</td>
<td>2.657</td>
<td>86:31:26</td>
<td>14</td>
<td>0</td>
<td>7.52</td>
</tr>
<tr>
<td>C2</td>
<td>2.706</td>
<td>2.698</td>
<td>0:12:02</td>
<td>31</td>
<td>327</td>
<td>0.30</td>
</tr>
</tbody>
</table>

of each master problem, depending on the corresponding tolerance of each iteration. This implies that we could eventually exit a master problem with only an incumbent, which is not optimal with respect to the given optimality tolerance. At the same time, we want to use mixed Benders’ compliance cuts to generate as many initial cuts for the Benders’ algorithm as possible. Considering these two points, a modified algorithm was introduced (Algorithm 2, described in Section 5). We used this algorithm to solve this problem, and name this experience C2. This algorithm includes Benders’ mixed cuts (given by (30) and (31)) to find many candidates designs with a high Pareto dominance value, to be included in the master problem.

The experiment C2 reached the stopping criterion after 31 iterations in 12[m]:02[s] after a heuristic stage time of 7[m]:44[s], generating 327 compliance cuts, see Table 3. In these examples, no feasibility cuts were generated. A significant improvement due to the inclusion of the heuristic stage of Algorithm 2 is observed. Not only an improvement in the relative gap is attained, but also the computational time is dramatically reduced.

7.4 Numerical Experience

We attack 12 problem instances of the minimum compliance (22) and minimum weight (21) problems, for a particular geometry of the design domain. Both single and multiple load conditions, and single and multiple bar areas are considered. We also attack both, the re-enforcement ($\eta_s > 0$) and the pure topology ($\eta_s = 0$) instances of the problems.

The considered geometry is presented in Figure 2(a). The design domain is discretized into a 74 bar ground structure, with 28 degrees of freedom, see Figure 2(b). Table 4 presents the basic description of the examples P1–P12, including the name of the problem, the number of areas available for each bar (Areas), the number of total design variables of the problem (DV), the value of the re-enforcement parameter $\eta_s$, the objective function, the number of load cases considered, the magnitude of the external load(s), and the weight or compliance bound.

In examples P1–P6, we solve the minimum compliance problem (22), while in examples P7–P12 we solve the minimum weight problem (21). In these examples we consider two sets of available areas: The single area ($x \in \{0,1\}$) case instances P1, P2, P7, and P8; and a multiple set of areas ($x \in \{0,0.2,0.4,0.6,0.8,1\}$) in examples P3–P6 and P9–P12. A single load condition is considered in problems P1–P4, and P7–P10. The load condition is given by $f = f_1 + f_2 + f_3$ as shown in Figure 2(a). Similarly, multiple load conditions are considered in problems P5–P6 and P11–P12. The multiple load conditions consist of the loads $f_1$, $f_2$, and $f_3$ as independent load scenarios. Moreover, P1, P3, P5, P7, P9 and P11 are pure topology optimization problems ($\eta_s = 0.0$), while P2, P4, P6, P8, P10 and P12 are re-enforcement instances ($\eta_s = 0.01$).
Table 4: Problem statistics for the 12 problem instances.

<table>
<thead>
<tr>
<th>P</th>
<th>Areas</th>
<th>DV</th>
<th>( \eta_s )</th>
<th>Objective</th>
<th>Load cases</th>
<th>Load ( \rho^T x )</th>
<th>Weight ( \max { f_i^T u_i } )</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>74</td>
<td>0.0</td>
<td>Compliance</td>
<td>1</td>
<td>1.0</td>
<td>23.5</td>
<td>opt</td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
<td>74</td>
<td>0.01</td>
<td>Compliance</td>
<td>1</td>
<td>1.0</td>
<td>23.5</td>
<td>opt</td>
</tr>
<tr>
<td>P3</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>Compliance</td>
<td>1</td>
<td>1.0</td>
<td>16.0</td>
<td>opt</td>
</tr>
<tr>
<td>P4</td>
<td>5</td>
<td>370</td>
<td>0.01</td>
<td>Compliance</td>
<td>1</td>
<td>1.0</td>
<td>16.0</td>
<td>opt</td>
</tr>
<tr>
<td>P5</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>Compliance</td>
<td>3</td>
<td>10.0</td>
<td>23.5</td>
<td>opt</td>
</tr>
<tr>
<td>P6</td>
<td>5</td>
<td>370</td>
<td>0.01</td>
<td>Compliance</td>
<td>3</td>
<td>10.0</td>
<td>23.5</td>
<td>opt</td>
</tr>
<tr>
<td>P7</td>
<td>1</td>
<td>74</td>
<td>0.0</td>
<td>Weight</td>
<td>1</td>
<td>1.0</td>
<td>0.8773</td>
<td>opt</td>
</tr>
<tr>
<td>P8</td>
<td>1</td>
<td>74</td>
<td>0.01</td>
<td>Weight</td>
<td>1</td>
<td>1.0</td>
<td>0.0895</td>
<td>opt</td>
</tr>
<tr>
<td>P9</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>Weight</td>
<td>1</td>
<td>1.0</td>
<td>1.1134</td>
<td>opt</td>
</tr>
<tr>
<td>P10</td>
<td>5</td>
<td>370</td>
<td>0.01</td>
<td>Weight</td>
<td>1</td>
<td>1.0</td>
<td>0.1107</td>
<td>opt</td>
</tr>
<tr>
<td>P11</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>Weight</td>
<td>3</td>
<td>10.0</td>
<td>1.5638</td>
<td>opt</td>
</tr>
<tr>
<td>P12</td>
<td>5</td>
<td>370</td>
<td>0.01</td>
<td>Weight</td>
<td>3</td>
<td>10.0</td>
<td>1.5325</td>
<td>opt</td>
</tr>
</tbody>
</table>

Figure 2: Design domain and ground structure considered in the numerical examples.

7.5 Results

Algorithm 2 from Section 5, modifying the standard Benders’ algorithm, was used for attacking all the problem instances in Table 4. The heuristic stage of the algorithm (Step 1 - 9) was limited to a maximum duration of \( T_H = 3[h] \), while the global Benders’ part of the algorithm was limited to \( T_B = 72[h] \). The results are shown in Tables 5 and 6. In these tables, we show the objective function value of the best feasible design found, the number of iterations of the global Benders’ stage of the algorithm (Benders’ iter.), the final relative optimality gap (Gap), the number of Pareto candidates generated during the heuristic stage of the algorithm (Pareto cuts), and the CPU time for the heuristics (CPU 1) and the global Benders’ (CPU 2) stages of the algorithm. The optimal designs for three (P2, P5, and P11) of the twelve examples are shown in Figures 3, 4, and 5. In
the examples with multiple areas, the figures show integer numbers besides the bars to indicate the relative comparison among the areas.

<table>
<thead>
<tr>
<th></th>
<th>( P_{\text{max}} )</th>
<th>( P_{\text{iter}} )</th>
<th>Gap (%)</th>
<th>Pareto Cuts</th>
<th>Feas. Cuts</th>
<th>CPU 1 [h:m]</th>
<th>CPU 2 [h:m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.0895</td>
<td>1140</td>
<td>0.98</td>
<td>85</td>
<td>0</td>
<td>03:02</td>
<td>72:02</td>
</tr>
<tr>
<td>P2</td>
<td>0.0877</td>
<td>60</td>
<td>0.44</td>
<td>115</td>
<td>0</td>
<td>03:03</td>
<td>00:11</td>
</tr>
<tr>
<td>P3</td>
<td>0.1134</td>
<td>145</td>
<td>0.44</td>
<td>594</td>
<td>0</td>
<td>03:19</td>
<td>04:26</td>
</tr>
<tr>
<td>P4</td>
<td>0.1107</td>
<td>83</td>
<td>0.49</td>
<td>652</td>
<td>0</td>
<td>03:10</td>
<td>02:46</td>
</tr>
<tr>
<td>P5</td>
<td>1.5638</td>
<td>90</td>
<td>0.36</td>
<td>222</td>
<td>0</td>
<td>03:15</td>
<td>79:22</td>
</tr>
<tr>
<td>P6</td>
<td>1.5325</td>
<td>30</td>
<td>0.39</td>
<td>241</td>
<td>0</td>
<td>03:15</td>
<td>04:34</td>
</tr>
</tbody>
</table>

Table 5: Statistic obtained for examples P1 – P6.

<table>
<thead>
<tr>
<th></th>
<th>Weight ( P_{\text{iter}} )</th>
<th>Gap (%)</th>
<th>Pareto Cuts</th>
<th>Feas. Cuts</th>
<th>CPU 1 [h:m]</th>
<th>CPU 2 [h:m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P7</td>
<td>23.430</td>
<td>1091</td>
<td>1.46</td>
<td>129</td>
<td>0</td>
<td>03:06</td>
</tr>
<tr>
<td>P8</td>
<td>23.930</td>
<td>6</td>
<td>0.22</td>
<td>145</td>
<td>0</td>
<td>03:02</td>
</tr>
<tr>
<td>P9</td>
<td>16.084</td>
<td>450</td>
<td>1.17/0.83*</td>
<td>648</td>
<td>3</td>
<td>03:15</td>
</tr>
<tr>
<td>P10</td>
<td>16.085</td>
<td>510</td>
<td>1.18/0.86*</td>
<td>585</td>
<td>0</td>
<td>03:09</td>
</tr>
<tr>
<td>P11</td>
<td>23.486</td>
<td>120</td>
<td>0.24</td>
<td>279</td>
<td>0</td>
<td>03:03</td>
</tr>
<tr>
<td>P12</td>
<td>23.504</td>
<td>180</td>
<td>0.37</td>
<td>241</td>
<td>0</td>
<td>03:19</td>
</tr>
</tbody>
</table>

Table 6: Statistic obtained for examples P7 – P12. * The relative optimality gap based on the lower bound obtained from solving the continuous relaxation of the considered problem.

For eight of the examples the stopping criterion (\( \text{Gap} \leq 0.5\% \)) was reached within the given time limits. The other four examples reached a final relative optimality gap \( < 1.5\% \). The number of global Benders’ iterations executed varies from 6 to 1140. Example P9 is the only one for which feasibility cuts were generated (P9 generated one SDP cut, one Benders’ feasibility cut, and one combinatorial Benders’ cut). This means that, in general, the incumbents of the master problems correspond to feasible designs for the equilibrium equations. This could be interpreted in the following way. If sufficiently many good compliance cuts are introduced during the heuristic stage of the algorithm, a sufficiently good approximation of the compliance function is made (at least in the neighborhood of the global solutions that we are trying to find). This could prevent designs, which are infeasible for the equilibrium equations (1), to be even close to be optimal in the relaxed master problems, as it really is the case on the original mixed 0 – 1 problems. This numerical experience suggests that the inclusion of many good candidate designs in the final stage of the Benders’ algorithm, not only improves the rate of convergence, but also helps to prevent stepping into equilibrium infeasible designs.

8 Final Remarks and Future Work

The Generalized Benders’ Decomposition (GBD) method applied to minimum compliance and minimum weight truss topology optimization problems has shown to be able to solve medium size problem instances to global optima. Several techniques, such as the combinatorial Benders’ cuts and heuristic variations of the Benders’ algorithm, have been
successfully applied to accelerate the method in the numerical examples. One important future aspect is to extend the GBD method to structural topology optimization problems with local stress and/or displacement constraints. The inclusion of this kind of local failure criteria is an important extension of the algorithm, especially for industrial engineering applications. In order to achieve this, an investigation about the mathematical properties of the different failure criteria suggested in the literature must be done. In particular convexity is an important issue, in order to guarantee global optimality of a GBD approach. We also propose to investigate other classes of optimal design problems, that could be well suited for GBD. For example, we will consider more advanced modeling situations and finite elements, such as plate and shell elements, and optimal designs of composite structures. We will also investigate the possibility to solve other topology optimization problems, such as the design of compliant mechanisms and maximum stiffness problems with stability constraints by GBD.
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Abstract

This article considers the use of a new type of Generalized Benders’ Decomposition (GBD) method, modifying the classical procedure. GBD solves non linear mixed integer problems, by solving a sequence of linear mixed integer problems. The classical method includes at each instance of this sequence, one or several linear constraints (or cuts), obtained from the solution of the previous problem in the sequence. The new proposed method considers the level set of an upper bound for the considered objective function. Then, it searches for a non (necessarily) feasible point at this level set, and forms a GBD cut from this point. This new type of cuts are stronger than the classical GBD cuts and numerical results show that in practice they lead to faster convergence. The method is derived theoretically and specifically for classical structural topology problems. However, it could be generalized to a larger class of non-linear mixed integer problems, where the mixed problem can be reformulated as an integer problem with a continuous convex relaxation. In this case, global solutions are guaranteed. A set of numerical benchmark examples for structural topology optimization problems are solved to global optimality.
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1 Introduction

We present a new type of Generalized Benders’ Decomposition (GBD) approach ([4, 6]), which modifies the original nature of the technique. As its name shows, GBD is derived from the Benders’ Decomposition (BD) method, which is a well known technique for solving mixed integer optimization problems, published in 1962 by Benders (see [1]). BD was originally designed for solving linear mixed integer problems. Geoffrion ([4]) and Lazimy ([6]) generalized the algorithm to a large class of non linear mixed integer problems, providing the name GBD. Several authors have indicated a number of techniques to accelerate the performance of the GBD algorithm (see for example [8], [16], [12], and [10]). The new method has been developed in a framework of structural topology problems. Previously, a GBD method with a heuristic preprocess was developed for topology problems in ([11] and [10]). The method presented there showed robustness in finding global solutions within tight optimality tolerances. In particular, the strength of the method depends on the quality of the intermediate found points, measured by a Pareto dominance relationship.
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This feature we want to exploit in a special way, and we do this, by introducing some changes to the classical method.

The classical GBD method replaces a non linear mixed integer problem by a sequence of linear mixed integer optimization programs (called relaxed master problems, or simply master problems). The solutions of the master problems, under special conditions, converge to a solution of the non linear mixed integer problem. The method uses the following principle. After solving each linear mixed problem, a linear constraint (a cut) is added to the master problem, which improves the approximation of the original problem. The classical method includes cuts, which approximate the feasible set or the projected objective function value at the solution of the current master problem. The new proposed method follows as well the scheme of a sequence of master problems including at each iteration, one or several cuts making an approximation of the non linear problem at a given point. The difference is that the point of approximation does not need to be integer, and it is chosen at the level set of the best available upper bound for the non linear functions included in the problem. This implies that the sequence of linear problems approximates the non linear functions at points in a given level set. When enough cuts are included, and the approximation of to the level set is good enough, all designs with worse objective value are excluded. At this point, the algorithm finds a better solution if it exists, or converges finding an optimal solution. We find these points at the level set value by a simple convex combination between the integer solutions of the master problems, and the solution of the continuous relaxation of the problem.

This article is organized as follows: Section 2 presents the mixed 0−1 formulation of the minimum compliance problem, and the assumptions considered throughout this article. Section 3 and 5 describe the theoretical results supporting this new GBD method. Section 6 states formally the proposed method. A proof for the convergence of the method to a global optimum in a finite number of steps is presented in Section 7. Section 8 describes briefly the numerical implementation of the method used in the numerical tests. Section 9 presents the numerical results obtained with this method. Finally, Section 10 discusses briefly the obtained results, and suggests the future directions that should follow this work.

2 Problem Statement

The problem setting and assumptions are almost identical to the ones stated in ([11] and [10]). We consider a closed-bounded design domain Ω_⊂_R^2 or Ω_⊂_R^3, with piece-wise differentiable boundary. After a finite element discretization process, the design space consists in a set of design elements, where one or several 0-1 variables are linked to each of the design elements. The design vector (or design variable) x ∈ {0, 1}^n represents a point in the design space. n is the number of design variables included in the problem. The design problem we study consists in finding the optimal vector x^*_∈_ {0, 1}^n minimizing an objective function. In the context of Structural Optimization, any choice of a vector x ∈ {0, 1}^n represents a particular instance of the design of a structure. The design problem considers as well a set of given static external forces f_l ∈ R^d, l = 1, . . . , m. The response of the structure to these loads is computed by the finite element method, which in the case of linear elasticity, results in the equilibrium equations

\[ K(x)u_l = f_l, \quad l = 1, \ldots, m, \]  

where the matrix K(x) ∈ R^{d×d} is called the stiffness matrix, and it is a function of the design variable x. The solutions u_l ∈ R^d, l = 1, . . . , m of (1) are the displacements of the structure under each load condition. d represents the number of degrees of freedom.
in the structure induced by the discretization, and $m$ is the number of external static load conditions. The design problem studied in this article is the minimum compliance problem, formulated as

$$\begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} \{ f_l^T u_l \} \\
\text{subject to} & \quad K(x)u_l = f_l, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n,
\end{align*}$$

where $M > 0$ is the mass or weight limit for the design, and $\rho \in \mathbb{R}^n$ is the vector of material densities for each design variable. This problem is a non-linear mixed 0−1 program.

The projection theorem can prove that if $(x^*, u^*) \in \{0,1\}^n \times \mathbb{R}^d$ is a solution of the problem (2), then $x^*$ is a solution of the following projected problem.

$$\begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} \{ c_l(x) \} \\
\text{subject to} & \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n,
\end{align*}$$

where the functions $c_l : [0,1]^n \longrightarrow \mathbb{R}_+ = \mathbb{R}_+ \cup \{+\infty\}, l = 1, \ldots, m$, are defined as

$$c_l(x) = \begin{cases} f_l^T u_l(x), & \text{if } u_l(x), \text{solution of } K(x)u_l(x) = f_l, \text{ exists}, \\ +\infty, & \text{otherwise}. \end{cases}$$

Throughout the article, we will call $x^*$ any solution of problem (3), and denote $C^*$ the optimal compliance of (3).

### 2.1 Assumptions

The assumptions considered are similar to the assumptions in [10], but generalized to multiple load conditions.

(A-1) The stiffness matrix $K(x)$ is symmetric, affine in $x$, and positive semi-definite for all $x \in \{0,1\}^n$. The matrix $K(x)$ is given by

$$K(x) = K_0 + \sum_{j=1}^n x_j K_j,$$

where $K_j \in \mathbb{R}^{d \times d}$ is the symmetric positive semi definite element stiffness matrix for the $j$-th design variable, and $K_0 \in \mathbb{R}^{d \times d}$ is a given symmetric positive semidefinite matrix ($K_0 \succeq 0$). We assume that

$$K_0 = \eta_s \sum_{j=1}^n K_j,$$

with $0 \leq \eta_s \ll 1$. In re-enforcement problems, we have $\eta_s > 0$, while $\eta_s = 0$ in pure topology problems. $\eta_s$ is the re-enforcement parameter of the problem.

(A-2) The mass limit, $M$ satisfies $0 < M < \sum_{j=1}^n \rho_j$, where $\rho_j \geq 0$ for $j = 1, \ldots, n$.

(A-3) Each of the loads $f_1, \ldots, f_m$ is non null, i.e., $f_l \in \mathbb{R}^d \setminus \{0\}, \forall l = 1, \ldots, m$.

(A-4) The feasible set related to the constraints $Ax \leq b$ is non empty.
3 Generalized Benders’ Decomposition Framework

In [11] and [10], a formulation of the Generalized Benders’ Decomposition (GBD) method applied to minimum compliance and minimum weight problems was studied from theoretical and numerical points of view. These two articles follow the scheme of [6] for treating the subproblem (i.e., the problem obtained by fixing the integer variables) of the GBD method. Nevertheless, in [11] it was proven that the method defined by ([6]) is not available for problem (3), and a different subproblem was proposed and proved to be suitable.

From [10], it can be implicitly inferred, by a generalization process, that the minimum compliance problem (3) can be replaced by the following GBD master problem

\[
\text{minimize}_{x \in \mathbb{R}^n, y \in \mathbb{R}} y
\]

subject to

\[
l^*_k(x, u^k_l, \nu^k_l) \leq y, \quad k = 1, \ldots, p, \\
l^l_l(x, \lambda^l_l, \phi^l_l) \geq 0, \quad k = 1, \ldots, q, \\
\rho^T x \leq M, \\
Ax \leq b, \\
x \in \{0, 1\}^n.
\]

(7)

In Problem (7), the function \(l^*_k\) was defined as

\[
l^*_k(x, u^k_l, \nu^k_l) = f^T u^k_l + \nu^k_l^T u^k_l[x^k - x],
\]

\[
u^k_l = \nu_l(x^k), \quad \text{where } u_l(x^k) \text{ is a solution of } K(x^k)u_l(x^k) = f_l,
\]

\[
\phi^l_l = \phi_l(x^k) = \left(u^k_l^T K_1 u^k_l^T K_2 \ldots u^k_l^T K_n\right)^T,
\]

where \(x^k \in \{0, 1\}^n\) is the integer part of a solution of the relaxed master problem at iteration \(k\). The function \(l^*_k\) is defined as

\[
l^l_l(x, \lambda^l_l, \phi^l_l) = -\phi^l_l^T \lambda^l_l x - f^T \lambda^l_l,
\]

with \(\lambda^l_l \in \mathbb{R}^d\) a solution of the feasibility problem \(H_l(x^k)\), given by

\[
H_l(x^k) = \text{minimize}_{\lambda \in \mathbb{R}^d} 0^T \lambda \\
\text{subject to } \lambda^T K(x^k)\lambda - f^T \lambda < 0, \\
f^T \lambda - U \geq 0,
\]

(10)

and \(\phi^l_l = \left(\lambda^l_l^T K_1 \lambda^l_l^T K_2 \ldots \lambda^l_l^T K_n\right)^T\). \(U\) is a valid upper bound for the objective value of the solution \(x^*\) of the original problem (3). All the results stated in ([11], [10]), used the following special notation rule, which we continue to use in this article.

**Notation 1.** The expression

\[
\nu^k u^k_l[x^k - x] = \nu^k u^k_l x^k - \nu^k u^k_l x,
\]

should be understood in the following way. Each product of three terms

\[
\nu^T u, \text{ with } \nu \in \mathbb{R}^{nd}, u \in \mathbb{R}^d, x \in \mathbb{R}^n
\]

is interpreted as

\[
\nu^T u = \sum_{j=1}^{d} \sum_{k=1}^{n} \nu(d[k - 1] + j)u(j)x(k).
\]
In particular, after the expression of $\nu^k$ in (8), the $\nu^kT u^k x^k$ term is interpreted throughout the article as

$$\nu^kT u^k x^k = \sum_{j=1}^{n} x_j^k T K_j u^k.$$  

**Remark 1.** The expression $\nu^kT u^k$ corresponds in fact to the gradient of the compliance function $\nabla_x c_l(x)$. This means that the GBD cuts $l^*(x, u_l^k, \nu_l^k) \leq y$ given by (8) are linear constraints approximating locally the compliance functions in the point (design) $x^k$. As a consequence, the GBD method applied to problem (2) is conceptually equivalent to the application of the Outer Approximation ([3, 7]) method to problem (3) (i.e., this equivalence does not consider minor differences in the technical details of the methods).

## 4 Principle of the New GBD Method

To illustrate the main idea behind the method, we will show a one-dimensional example, where the principle of the new method can be explained in a simple way. Suppose we have a convex differential function $c(x)$ in a one-dimensional space, for instance in $\mathbb{R}$. We consider then a minimization problem for the objective function $c(x)$ over a finite set of points $\{x_1, \ldots, x_n\}$ in $\mathbb{R}$. The classical GBD includes cuts for every point in the discrete feasible set obtained by the algorithm in an iterative procedure, converging in a finite number of steps and obtaining a global optimal solution. The idea behind the GBD method is to approximate the non-linear objective and constraints functions with linear functions. This situation can be seen in Figure 1.

![Figure 1: Classical behavior of the GBD algorithm for the minimization of a function $y = c(x)$.](image)

The new GBD procedure here proposed possesses the same properties, but it uses the principle that it is enough to approximate the linear function at the level set of the optimal value. By using this extra information, a better performance is expected for this new algorithm. In particular, for a minimization problem in a one-dimensional space, it can be proven that the new GBD method converges in at most one iteration after having found a global optimum for the minimization problem. Note that it has not been stated that the algorithm will converge in two iterations in this type of problems, but only that it will converge at most two iterations after finding a global optimum solution.
result does not hold for the classical GBD and Outer Approximation methods ([3]), as it has been reported in [7], where a counter example is shown. In this counter example, these methods find the global optimal solution at the first iteration, and then visit all possible points in the feasible set before converging. For the same example, the new GBD algorithm would converge exactly at the third iteration, and only visiting two feasible points before converging. This is explained graphically in Figure 2. Suppose the new GBD algorithm finds a global optimum solution $x^*$ at iteration one. Then it will update the Master problem including the GBD cut related to $x^*$. The master problem is solved in iteration two, finding $x^2$ as solution. Instead of including the GBD cut related to $x^2$, the new GBD algorithm will find a point not belonging to the discrete feasible set points, but a point in the level set of the current best design $x^*$ (we say only current best design, because we do not know yet that it is a global optimum). In a one dimensional space, the uniqueness of this point $x^U$ is clear for any non trivial convex objective function. The GBD cut related to $x^U$ is included and the relaxed master problem is solved for the third iteration. The relaxed master problem solves the linear mixed integer problem showed in Figure 2. It is possible to see that the optimal solution for the relaxed master problem is $(x^*, y^*)$. Therefore, the discrete point $x^*$ has appeared for the second time as a solution of the relaxed master problem. The repetition of $x^*$ is the condition for convergence of the algorithm (see [4, 7, 11]), proving the convergence of the algorithm at the third iteration, and the optimality of $x^*$. Unfortunately, this property does not hold in higher dimensional spaces, but preliminary computational results shows a clear better numerical behavior for the algorithm with the new GBD method for higher dimensional problems.

![Figure 2: Optimal cuts included by the New GBD proposed algorithm for the minimization of a function $y = c(x)$. The dashed line represents the GBD related to $x^2$ which would have been included if performing the classical GBD or Outer Approximation method.](image)

## 5 Theoretical Results

In this section, we present the theoretical basis for the new GBD method we introduce in this article, and we apply it to the minimum compliance problem (3). The ideas are simple, and aim to justify the replacement of classical GBD cuts, by cuts obtained from non feasible points. These non feasible points are not solutions of the master problem,
but belong to a subset of the design space, where the optimal integer design set is likely to be located. The projection of the continuous relaxation of the problem (3) on the design variable $x$ is given by (see [2])

$$\begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} c_l(x) \\
\text{subject to} & \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in [0, 1]^n,
\end{align*}$$

(11)

where the functions $c_l(x)$ are defined by (4). The restriction of the problem (11) to its domain of finiteness of the compliances is convex, so any local solution of it is also a global solution (see [14]).

**Definition 1.** Let $x^*$ be an optimal solution of the minimum compliance problem (3), with compliances $c_l(x^*)$, $l = 1, \ldots, m$, $\max_{1 \leq l \leq m} c_l(x^*) = C^*$. Define the sets

$$\begin{align*}
X^0_l &= \{x \in [0, 1]^n : c_l(x) < C^*, \rho^T x \leq M, Ax \leq b\} \\
X^*_l &= \{x \in [0, 1]^n : c_l(x) \leq C^*, \rho^T x \leq M, Ax \leq b\} \\
\tilde{X}^*_l &= \{x \in [0, 1]^n : c_l(x) = C^*, \rho^T x \leq M, Ax \leq b\}.
\end{align*}$$

We begin by stating and proving some preliminary results, which are important to justify the definition of the new type of GBD cuts.

**Lemma 1.**

$$\bigcap_{l=1}^m X^0_l \cap \{0, 1\}^n = \emptyset.$$

**Proof.** Suppose that the set $\bigcap_{l=1}^m X^0_l \cap \{0, 1\}^n$ is not empty. Then it contains at least one element $x^{**}$. $x^{**}$ is feasible for the problem (3), and satisfies $\max_{1 \leq l \leq m} c_l(x^{**}) < C^*$. This is a contradiction with the optimality of $x^*$, proving the emptiness of the set $\bigcap_{l=1}^m X^0_l \cap \{0, 1\}^n$. □

Lemma 1 claims simply that the set $\bigcap_{l=1}^m X^0_l$ does not contain any feasible point for problem (3). All feasible $0 - 1$ points belong necessarily to its complement set $\bigcap_{l=1}^m X^0_l$. Naturally, the same applies for the optimal solutions of problem (3). A natural consequence of this is stated in the following lemma.

**Lemma 2.** The set of all solutions of the minimum compliance problem (3) is given by

$$\tilde{X}^*_c = \{x \in \bigcup_{l=1}^m \tilde{X}^*_l \cap \{0, 1\}^n : \max_{1 \leq l \leq m} \{c_l(x)\} = C^*\}.$$

**Proof.** Lemma 2 is a corollary of Lemma 1. □

Lemma 2 claims that the solutions of problem (3) correspond to the integer points lying on the level set of the optimal compliance. In other words, Lemmas 1 and 2 imply that if we want to solve problem (3), in reality, it would be enough to search on a smaller subset of the design space. The following result is more specific about this.
Lemma 3. $x^*$ is a solution of the problem (3), if and only if $x^*$ is solution of the problem
\[
\begin{align*}
\text{minimize} & \quad \max_{1 \leq i \leq m} \{c_i(x)\} \\
\text{subject to} & \quad x \in \bigcup_{l=1}^n X_l^* \cap \{0,1\}^n.
\end{align*}
\] (12)

Proof. Lemma 3 is just a corollary of Lemma 2.

Lemma 3 states that problem (12) has the same solution set as problem (3). Problem (12) has however a much smaller feasible set. Therefore, it would be more convenient to attack this problem instead of the original version of the problem.

In [10], it was pointed out that by including the cut(s) related to a solution of the problem instead of the original version of the problem, the convergence of the GBD algorithm can be significantly accelerated. Let us denote $x^r$, any solution of the continuous relaxation (11).

Lemma 4. Consider the load $f_l$. Let $x \in \{x \in [0,1]^n : Ax \leq b, \rho^T x \leq M, c_l(x) > U\}$ The function $g^l_k : [0,1] \rightarrow \mathbb{R}^+$ given by $g^l_k(\alpha) = c_l(\alpha x^r + (1-\alpha)x)$ is a convex function. In addition, for any $c_0 \in [c_l(x^r),c_l(x)]$, we can find $a_0 \in [0,1]$ such that $g^l_k(a_0) = c_0$.

Proof. The convexity of $g^l_k$ follows from the convexity of $c_l(x)$ (see [14]). The existence of $a_0$ is a direct consequence of the intermediate value theorem (see any basic calculus or analysis text).

Definition 2. Define the sets
\[
X^{l,U}_l = \{x \in [0,1]^n : c_l(x) \leq U, \rho^T x \leq M, Ax \leq b\},
\]
\[
\hat{X}^{l,U}_l = \{x \in [0,1]^n : c_l(x) = U, \rho^T x \leq M, Ax \leq b\},
\]
where $U$ is a valid upper bound for the optimal compliance value, i.e. $U \geq C^*$.

Lemma 4 allows us to find, for any design $x^k$ such that $c_l(x^k) > U$, $l \in \{1, \ldots, m\}$, a scalar $a^l_k \in [0,1]$ and a design $x^{l,U}_k \in \hat{X}^{l,U}_l$ satisfying $c_l(x^{l,U}_k) = g^l_k(a^l_k) = U$. Thus, if at a certain stage, a solution of the master problem ($x^k, y^k$) does not satisfy $\max_{l \leq m} \{c_l(x^k)\} \leq U$, by using Lemma 4, we can find, for every $l$ such that $c_l(x^k) > U$, a (non feasible) design $x^{l,U}_k \in \hat{X}^{l,U}_l$. To ensure the convergence of the problem in a finite number of steps, we need to guarantee that the integer part of the solution the master problem $x^k$ can not be a solution of the following master problems.

In [10], it was indicated that $l^*_c$-cuts coming from low compliance designs are stronger and lead to faster convergence. Here we present a result in the same direction, showing that if we include the cut related to the design $x^{l,U}_k$ (of lower compliance), we do not need to include a cut related to $x^k$.

Proposition 1. Consider an upper bound $U$ for the optimal compliance of the problem (3). Suppose that $(x^k, y^k) \in \{0,1\}^n \times \mathbb{R}$ is a feasible design for the master problem (7), and such that $c_{l_0}(x^k) > U$, for some $l_0 \in \{1, \ldots, m\}$. It exists $x^{l_0,U}_k \in \hat{X}_{l_0}^{l_0,U}$ such that $x^{l_0,U}_k = x^k x^r + [1 - a^l_0 x^k$ and $c_{l_0}(x^{l_0,U}_k) = U$, for some $a^l_0 \in [0,1]$. Then, any master problem of the type of (7), including the cut $l^*_c(x, u^{l_0}, v^{l_0}) \leq y$, with $u^{l_0} = u^{l_0}(x^{l_0,U}_k)$, and $v^{l_0} = v^{l_0}(x^{l_0,U}_k)$ given by (8), can not have $(x^k, y)$, with $y \in \mathbb{R}$, as a solution.
Proof. The existence of $x_{l_0}^k$ is guaranteed by Lemma 4. Suppose that a given master problem including the cut

$$l^*_c(x, u_{l_0}^k(x_{l_0}^k), \nu_{l_0}) = \nu_{l_0}^T (x - x_{l_0}^k) + f^T u_{l_0} \leq y$$

possesses $(x^k, y^k)$ as a solution, with $c_{l_0}(x^k) > U$ for some $l_0 \in \{1, \ldots, m\}$. Then, we need to see that $\nu_{l_0}^T (x^k - x_{l_0}^k) = g'(\alpha_{l_0}^k) \cdot (0 - 1)$ (see [2]). Since $g'(\alpha) < 0 \forall \alpha \in [0, 1]$, then $g'(\alpha_{l_0}^k) \cdot (0 - 1) > 0 \implies \nu_{l_0}^T (x^k - x_{l_0}^k) > 0$. Since $f^T u_{l_0} = U$, we have as a consequence that

$$y^k > U,$$

which cannot occur, since $y^k$, as a solution of the master problem, is necessarily a valid lower bound of the optimal compliance (i.e., $y^k \leq C^* \leq U$). This proves that $(x^k, y^k)$, $y^k \in \mathbb{R}$, cannot be a solution of such a master problem.

Proposition 1 tells us that if $\max_i \{c_i(x^k)\} > C^*$, then by including the non feasible cut

$$l^*_c(x, u_{l_0}^k, \nu_{l_0}^k) \leq y$$

in the master problem, the design $x^k$ can not be part of a solution of any of the following master problems. Notice as well that this proposition holds independently on whether the considered design $x^k$ is feasible for the equilibrium equations (1) or not. This implies that we do not need to include feasibility cuts of any type.

**Proposition 2.** Consider the semi-infinite master problem

$$\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u_l(z), \nu_l(z)) \leq y, \quad \forall z \in \bigcup_l \tilde{X}_l^* \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n.
\end{align*}$$

(13)

Any optimal solution $(x^k, y^k) \in \{0, 1\}^n \times \mathbb{R}$ of (13), is also an optimal solution of (3).

**Proof.** First, suppose $\max_i \{c_i(x^k)\} > C^*$. It follows that there exits $l_0 \in \{1, \ldots, m\}$ such that $c_{l_0}(x^k) > C^*$. Then, after Lemma 4, we can find $\alpha_{l_0}^k \in [0, 1]$, such that $x_{l_0}^k = \alpha_{l_0}^k x^k + [1 - \alpha_{l_0}^k] x_l^k$, and $c_{l_0}(x_{l_0}^k) = C^*$. This means that $x_{l_0}^k \in \tilde{X}_{l_0}$. As a consequence, the cut $l^*_c(x, u_{l_0}^k(x_{l_0}^k), \nu_{l_0}^k(x_{l_0}^k)) \leq y$, is already present in the problem (13). Proposition 1 with $U = C^*$ ensures that $x^k$ can not be a solution of the master problem, obtaining a contradiction. Then, Lemma 1 states that $\max_i \{c_i(x^k)\} \leq C^*$. Then, the only possibility left is $\max_i \{c_i(x^k)\} = C^*$, in which case $x^k$ is a solution of (3).
Consider a finite number of elements in $\bigcup l^*$ for given numbers $N, n$.

In particular, this last condition is satisfied by the finite set of feasible designs for (3), satisfying $\max_k K$ equations

It is known (see [2]) that

We start by pointing out that (15) corresponds to take the problem (14), and

Proof. We start by pointing out that (15) corresponds to take the problem (14), and consider a finite number of elements in $\bigcup l^*$, and the $l^*$-cuts related to these elements, each of them considering only some of the load conditions.

Then, since $y^N$ is the optimal value of (15), it satisfies the set of inequalities

These inequalities can be rewritten, after (8), as

It is known (see [2]) that $\nu_j^k (x')^T u_j^k x = -\nabla x c_j (x')^T x$ for any $x' \in [0, 1]^n$ such that the equations $K(x') u = f_l$ possess a solution. It follows that (16) is equivalent to

Suppose that $x^k$ is not a $\epsilon$-optimum of (3). If follows that there exists $x^{**} \in \{0, 1\}$ feasible for (3), satisfying $\max_l \{c_l (x^{**})\} = C^{**} < U - \epsilon$ and $C^{**} < y^N$.

Since the functions $c_l (x)$ are convex functions (see [14]), they satisfy

In particular, this last condition is satisfied by the finite set of feasible designs $\{x_{j,k}^k, k = 1, \ldots, N, j \in \{1, \ldots, n^k\}\}$
\[ C^{**} \geq c_j^k(x^k_{j,l}^U) + \nabla_x c_j^k(x^k_{j,l}^U)^T(x^{**} - x^k_{j,l}^U), \quad k = 1, \ldots, N, j = 1, \ldots, n^k, \]

and we have that the pair \((x^{**}, C^{**})\) satisfies all the constraints of the problem (15). It is thus, a feasible point for this problem. Since \(C^{**} < y^N\), this is a contradiction with the optimality of \((x^k^*, y^N)\) for the problem (15). This proves that such \(x^{**}\) does not exist, and therefore \(U < C^* + \epsilon\) and so, \(x^k^*\) is an \(\epsilon\)-optimum for (3).

**Proposition 4.** Consider a sequence, indexed by \(N\), of finite relaxations of the semi-infinite master problem (14)

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u^k_{j,l}^U, v^k_{j,l}^U) \leq y, \quad x^k_{i,l}^U \in \bigcup_l \tilde{X}^U_l, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n, \\
\end{align*}
\]

\(\{n^k\}\) is a given sequence of integers satisfying \(1 \leq n^k \leq m\), and \(u^k_{j,1} \neq u^k_{j,2}\) for all \((k^1, j) \neq (k^2, i)\). If \(\{(x^N, y^N)\}_N\) is the sequence of solutions the master problems, and \(U > C^*\), then there exists \(N_0 \in \mathbb{N}_+\) such that

\[ \max_l \{c_l(x^{N_0})\} < U. \]

**Proof.** After Proposition 1, each solution \(\{(x^N, y^N)\}_N\) of the master problem such that \(x^N \notin \bigcup_l X^U_l\) is prevented to be a solution of the master problem again on next iterations, just by including the cut \(l^*_c(x, u^N_{i,0}, v^N_{i,0}) \leq y_i\), for some \(i_0^N \in \{1, \ldots, m\}\). Since the number of integer designs in \(\{0,1\}^n \setminus \bigcup_l X^U_l\) is finite, as well as the number of designs in \(\{0,1\}^n \cap \bigcup_l \tilde{X}^U_l\), there will be necessarily an \(N_0 > 1\), for which none of the points in \(\{(0,1)^n \setminus \bigcup_l X^U_l\} \cup \bigcup_l \tilde{X}^U_l\) can be part of a solution of the master problem. The solution \((x^{N_0}, y^{N_0})\) of this master problem must therefore satisfy \(x^{N_0} \in \{0,1\}^n \cap (\bigcup_l X^U_l \setminus \bigcup_l \tilde{X}^U_l)\), in which case we have

\[ \max_l \{c_l(x^{N_0})\} < U. \]

Propositions 2 and 4 state that if we have a strict upper bound \(U^1\) for the optimal objective value of problem (3) (i.e., \(U^1 > C^*\)), we can build an algorithm based on the relaxation of a master problem on \(\tilde{X}^{U^1}_c\). When enough cuts have been added to the relaxed master problem, the solution \((x^k, y^k)\) of the master problem will satisfy \(\max_l \{c_l(x^k)\} = U^2 < U^1\).

When this happens, we can update all the cuts to the set \(\tilde{X}^{U^2}_c\) through Lemma 4. The other possibility is that \(U^1 = C^*\), in which case the algorithm will converge in a finite number of steps. Therefore, the only requirement is a valid upper bound for the optimal compliance, which can be obtained and updated during the algorithm. If at any stage of the algorithm, the value \(C^*\) is attained as upper bound \(U\), then the sets \(\bigcup_l \tilde{X}^U_l\) and \(\bigcup_l \tilde{X}^*_l\)
are the same set. At this point, when enough cuts at the level set $\bigcup \tilde{X}_i^*$ are added, the algorithm converges, obtaining an optimal solution.

**Remark 2.** The validity of the new type of GBD cuts is supported on the fact that there is no essential difference between this new type of cuts and the ones used in a classical GBD algorithm except for the fact that the points used to build the cuts may not be feasible. This feasibility issue has no relationship with the validity of the cuts, since the validity of the cuts is only related to the correct approximation and underestimation of the original nonlinear objective function by supporting planes, independently of whether these supporting planes were built from feasible points or not.

6 Statement of the Method

In this section, we present formally the algorithm executing the new Generalized Benders’ Decomposition method proposed in this article, for solving problem (2). The assumptions considered are Assumptions (A-1)-(A-4). The algorithm can be applied for reinforcement or pure topology optimization problems, as well as single, or multiple load problems.

**Algorithm 1: New Generalized Benders’ Decomposition approach, for the minimum compliance problem (2).**

1. Set $P = Q = 1$, the upper bound $U = +\infty$, the lower bound $y^0 = -\infty$ and the convergence tolerance $\epsilon \geq 0$.

2. Compute the solution $x^r$ of the continuous relaxation of the minimum compliance problem (3). Compute the compliances $c_1(x^r), \ldots, c_m(x^r)$. Do for all load cases $l = 1, \ldots, m$: {Compute the vectors $u_l(x^r), \nu_l(x^r)$ and the corresponding compliance cuts $l^*_c(x, u_l(x^r), \nu_l(x^r)) \leq y$, after (8).}

3. Solve the first relaxed master problem

$$
\begin{align*}
\min_{x \in \mathbb{R}^n, y \in \mathbb{R}} & \quad y \\
\text{subject to} & \quad l^*_c(x, u_l(x^r), \nu_l(x^r)) \leq y, \quad l = 1, \ldots, m, \\
& \quad Ax \leq b, \\
& \quad \rho^T x \leq M \\
& \quad x \in \{0, 1\}^n,
\end{align*}
$$

by any solver for linear-mixed integer programming. If (M1) is infeasible, then stop and exit. Problem (2) is infeasible. Otherwise, denote the solution of (M1) found by $(x^1, y^1)$ and set $P = 1$.

4. Do for all loads $l = 1, \ldots, m$: {Compute the compliance $c_l(x^P)$. If $\max_{1 \leq l \leq m} \{c_l(x^P)\} < U$, set $U = \max_{1 \leq l \leq m} \{c_l(x^P)\}$, and set the solution index $i^* = P$.}

5. Do for all $k = 1, \ldots, P$: {Set $j = 1$. Do for all loads $l = 1, \ldots, m$: If $c_l(x^k) > U$, set $l^*_j = l$, set $j \leftarrow j + 1$, and compute, by a bisection procedure, $\alpha_{l^*_j} \in [0, 1]$ such that $g^k_{l^*_j}(\alpha_{l^*_j}) = U$, where $g^k_{l^*_j}$ is the function defined in Lemma 4. Compute the design $x_{l^*_j}^k$ as $x_{l^*_j}^k, U = [1 - \alpha_{l^*_j}]x^k + \alpha_{l^*_j}x^r$. Find the displacement field $u_{l^*_j}^k$ and $\nu_{l^*_j}^k$, after (8).}
6. Solve the relaxed master problem:

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u_{k_l}^k, v_{k_l}^k) \leq y, \quad k = 1, \ldots, P, \quad j \in \{1, \ldots, n^k\}, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0, 1\}^n, \\
\end{align*}
\]

where \(l^*_c(x, u_{k_l}^k, v_{k_l}^k)\) given by (8), and \(n^k\) is the number of load conditions holding \(c_l(x^k) > U\). Solve (18), by any solver for linear-mixed 0–1 programming. If (18) is infeasible, then stop and exit. Problem (2) is infeasible. Otherwise, set \(P \leftarrow P + 1\), and denote the solution of this program \((x^P, y^P)\).

7. If \(U - y^P \leq \epsilon\), then stop. The optimal design found is \({x^*\)} and its optimal value \(U\). Otherwise return to step 4.

**Remark 3.** The bisection procedure included in step 5 of the algorithm supposes that the resolution of the subproblem and/or evaluation of the objective value is computationally cheap. For large-scale problems, the bisection procedure might result in a very slow algorithm, and might dominate the computational time for the complete GBD algorithm. For these cases the bisection procedure should be replaced by a more efficient line search algorithm, such as a Newton type algorithm or similar.

### 7 Convergence to Global Optima

**Theorem 1.** The presented Generalized Benders’ Decomposition (GBD) method Algorithm 1 converges in a finite number of iterations to the global optimum value of problem (3).

**Proof.** The convergence in a finite number of steps is based on the finiteness of the set \(\{0, 1\}^n\). After Proposition 1, every solution \((x^k, y^k)\) of the master problem such that \(x^k \notin \bigcap X_l^U\) is prevented to be a solution of the master problem in the following iterations, by including the cut \(l^*_c(x, u_{k_l}^k, v_{k_l}^k) \leq y\). Otherwise, if \(x^k \in \bigcap X_l^U \setminus \bigcap X_l^\tilde{U}\), then \(\max l_c(x^k) = \tilde{U} < U\). By setting \(U \leftarrow \tilde{U}\), and consequently, updating the sets \(X_l^U\) to the sets \(X_l^{\tilde{U}}\), \(l = 1, \ldots, m\), we have that now \(x^k\) belongs to \(\bigcap X_l^U\), and \(x^k\) is prevented from being a solution of the following master problems, unless \(x^k\) is an optimal solution of (3) (as it was proven in [11]). Since we are discarding at each iteration, at least one design (unless optimal), the number of iterations is limited by the cardinality of the feasible set of problem (3). This number if finite, proving the convergence in a finite number of steps. Therefore, the algorithm will stop the latest, when a design \(x^k \in \bigcap X_l^U\) is repeated in the sequence of solutions of the master problem. Proposition 3 ensures that, if the algorithm converges, it converges to a global optimum.

**Corollary 1.** The presented GBD method Algorithm 1 converges in a finite number of iterations to the global optimum value of problem (2)
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Proof. The projection theorem ensures that problems (2) and (3) have the same optimal objective value. Therefore, the GBD algorithm will converge to the common global optimal value of these two problems.

8 Implementation

The Generalized Benders Decomposition method presented in this article is implemented in the numerical environment and high level programming language Matlab ([9]), for solving 2-D truss topology design problems. The solver used in the treatment of the master problem is the commercial branch-and-cut solver for integer programming CPLEX version 9 ([5]). The continuous relaxation (11) is solved using the Method of Moving Asymptotes (MMA), see [13, 15].

9 Numerical Examples

In this section, we present some numerical examples for the Generalized Benders’ Decomposition (GBD) method proposed in this article. We will use some of the numerical examples presented in ([10]) for benchmarking the proposed method. These examples are 2-D truss design problems, where problem (3) was attacked for a particular geometry of the design space, considering different parameterizations. The design problem corresponds to finding an optimal configuration of bars forming a truss structure. The design decision considers as well the optimal area (out of a discrete set of candidate areas \{a_1, \ldots, a_n\}) for each of the bars included in the structure. For more details about the example description, see [10]. The tolerance for the feasibility of all constraints is set exactly as in [10] (10^{-5}). All examples were run on an UltraSPARC IV processor, running at 1800 MHz, as in [10].

<table>
<thead>
<tr>
<th>Name</th>
<th>Areas</th>
<th>DV</th>
<th>( \eta_s )</th>
<th>Load Cases</th>
<th>Load</th>
<th>Weight limit (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>74</td>
<td>0.0</td>
<td>1</td>
<td>1.0</td>
<td>23.5</td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
<td>74</td>
<td>1e-2</td>
<td>1</td>
<td>1.0</td>
<td>23.5</td>
</tr>
<tr>
<td>P3</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>1</td>
<td>1.0</td>
<td>16.0</td>
</tr>
<tr>
<td>P4</td>
<td>5</td>
<td>370</td>
<td>1e-2</td>
<td>1</td>
<td>1.0</td>
<td>16.0</td>
</tr>
<tr>
<td>P5</td>
<td>5</td>
<td>370</td>
<td>0.0</td>
<td>3</td>
<td>10.0</td>
<td>23.5</td>
</tr>
<tr>
<td>P6</td>
<td>5</td>
<td>370</td>
<td>1e-2</td>
<td>3</td>
<td>10.0</td>
<td>23.5</td>
</tr>
</tbody>
</table>

Table 1: Problem statistics for the 6 problem instances solved in [10].

In Table 1, the parameterization describing the examples are given for the six examples. This parameterization scheme includes the number of candidate areas, the number of design variables (DV), the value of the re-enforcement parameter (\( \eta_s \)), the number of load cases in the example, the magnitude of the load, and the weight limit for the structure.

The stopping criteria for the algorithm was set exactly as in [10], i.e. as \( \text{Gap} < 0.5\% \), where \( \text{Gap} \) is defined as the relative optimality gap

\[
\text{Gap} := \frac{U - y_k}{U} \times 100,
\]

\( U \) is the current best objective value found, and \( y_k \) is the optimal objective for the master problem at iteration \( k \).
Table 2: Statistic obtained for examples P1 – P6, for the standard GBD algorithm. Three out of the six examples converged to optimality.

<table>
<thead>
<tr>
<th>P</th>
<th>Max(C_j)</th>
<th>GBD</th>
<th>Gap (%)</th>
<th>CPU [h:m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.08951</td>
<td>1273</td>
<td>2.619</td>
<td>72:36</td>
</tr>
<tr>
<td>P2</td>
<td>0.08773</td>
<td>180</td>
<td>0.442</td>
<td>00:24</td>
</tr>
<tr>
<td>P3</td>
<td>0.11471</td>
<td>675</td>
<td>3.981</td>
<td>97:56</td>
</tr>
<tr>
<td>P4</td>
<td>0.11082</td>
<td>534</td>
<td>0.500</td>
<td>03:17</td>
</tr>
<tr>
<td>P5</td>
<td>1.57446</td>
<td>120</td>
<td>1.621</td>
<td>93:57</td>
</tr>
<tr>
<td>P6</td>
<td>1.53289</td>
<td>120</td>
<td>0.413</td>
<td>25:37</td>
</tr>
</tbody>
</table>

Table 3: Statistic obtained for examples P1 – P6, from [10]. The use of heuristics improves the performance of the GBD algorithm. Five out of the six examples converged to optimality.

<table>
<thead>
<tr>
<th>P</th>
<th>Max(C_j)</th>
<th>GBD</th>
<th>Gap (%)</th>
<th>CPU [h:m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.08951</td>
<td>1140</td>
<td>0.981</td>
<td>75:04</td>
</tr>
<tr>
<td>P2</td>
<td>0.08773</td>
<td>60</td>
<td>0.438</td>
<td>03:14</td>
</tr>
<tr>
<td>P3</td>
<td>0.11338</td>
<td>145</td>
<td>0.479</td>
<td>07:45</td>
</tr>
<tr>
<td>P4</td>
<td>0.11065</td>
<td>83</td>
<td>0.487</td>
<td>05:56</td>
</tr>
<tr>
<td>P5</td>
<td>1.56377</td>
<td>90</td>
<td>0.362</td>
<td>82:37</td>
</tr>
<tr>
<td>P6</td>
<td>1.53252</td>
<td>30</td>
<td>0.391</td>
<td>07:49</td>
</tr>
</tbody>
</table>

First we ran the examples with the standard GBD algorithm based on the algorithm presented in [11]. The results of this experiment are shown in Table 2. We note that three out of the six examples converged within the time limit of 72[h]. The three examples that converged are exactly the examples with a non zero re-enforcement parameter (i.e., \( \eta_s > 0 \)). This result shows that re-enforcement problems are better suitable to be solved by a GBD approach. This observation was already conjectured in [10], and here we confirm once more the same statement by the numerical evidence of the presented examples.

In table 3 we can see the results obtained in [10], where a standard GBD approach was used, including a heuristic preprocessing stage, for obtaining many good quality initial cuts. That algorithm considers as well two sets of optimality tolerances and time limits for the master problem, and it includes the cuts obtained from solutions of the continuous relaxation (11). These two techniques help accelerating the convergence of the algorithm. The proposed method uses these two techniques too, including a set of relative tolerances for the master problem \((t_{ol1} = 0.1\%, t_{ol2} = 0.05\%)\), where \(t_{ol2}\) is considered every 30 iterations. Furthermore, a set of time limits \((T_1 = 300[s], T_2 = 24[h])\) is considered, where \(T_2\) is set only every 15 iterations. In Table 4, we see the corresponding results for the proposed method.

The results show an important difference in performance, with respect to the CPU time spent for both algorithms. The new proposed algorithm was faster in all examples, with rates of CPU time going from 1/30 (example P4) to 1/2400 (example P1).
Table 4: Statistic obtained for examples P1 – P6 with the proposed GBD algorithm.

<table>
<thead>
<tr>
<th>P</th>
<th>Max($C_j$)</th>
<th>GBD iter.</th>
<th>Gap (%)</th>
<th>CPU [h:m:s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.08951</td>
<td>62</td>
<td>0.381</td>
<td>0:01:50</td>
</tr>
<tr>
<td>P2</td>
<td>0.08773</td>
<td>58</td>
<td>0.445</td>
<td>0:01:56</td>
</tr>
<tr>
<td>P3</td>
<td>0.11338</td>
<td>67</td>
<td>0.441</td>
<td>0:03:36</td>
</tr>
<tr>
<td>P4</td>
<td>0.11068</td>
<td>121</td>
<td>0.424</td>
<td>0:12:20</td>
</tr>
<tr>
<td>P5</td>
<td>1.56521</td>
<td>36</td>
<td>0.444</td>
<td>1:20:43</td>
</tr>
<tr>
<td>P6</td>
<td>1.53282</td>
<td>40</td>
<td>0.435</td>
<td>1:00:54</td>
</tr>
</tbody>
</table>

10 Final Remarks and Future Work

We have proposed a new technique based on the Generalized Benders’ Decomposition method for attacking mixed-integer optimization problems. This new method considers a solution of the continuous relaxation of the mixed integer problem. Then, for each solution of the relaxed master problem, a point in the level set of the current best solution is found by a bi-section procedure. The bisection procedure is executed between the solution of the continuous relaxation and the design coming from the solution of the master problem. For large-scale problems, the resolution of the subproblem for each step of the bi-section procedure may make the method inefficient. In these cases the bisection procedure should be replaced by a more efficient line search procedure. The numerical results confirm that the best cuts to be included in the sequence of master problems are not necessarily obtained by the solutions of these master problems. The algorithm was benchmarked with an existing implementation of Generalized Benders’ Decomposition for structural topology optimization, and an improvement on CPU time in at least 2 orders of magnitude, and also an important reduction in the number of iterations was observed. These promising results suggest that this method should be investigated also other types of problems, generalizing the method to a larger class of problems. For instance, problems where the non linear functions involved are formulated as constraints, instead of as the objective function, which is the case in this work.
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Abstract

Composite laminate lay-up design problems may be formulated as discrete material selection problems. Using this modelling, we state standard minimum compliance problems in their original Mixed-Integer Problem (MIP) formulation. We use different techniques for continuous and discrete optimization, and a Generalized Benders’ Decomposition algorithm is used obtaining globally optimal solutions. The convergence of GBD is improved by using information obtained from heuristic procedures. We use an efficient heuristic technique, which is very likely to find close to optimal solutions. This technique consists in solving a related sub-MINLP problem, based on the solution to the continuous relaxation of the original MINLP optimization problem. This sub-MINLP problem corresponds to the original mixed-integer problem, where a large number of variables are fixed (up to 90%). Solving the resulting problem is often easier and typically requires significantly less computational effort. A number of numerical examples in design of composite laminated structures is presented. Several of them are solved to global optimality, and in extension the strengths of the method are discussed. Numerical examples of up to 23,000 design variables are solved to global optimality.

Keywords: structural design optimization, integer optimization, global optimization, decomposition techniques, heuristics, laminated composite materials.

1 Introduction/Literature Review

Almost every structural or mechanical design problem can be formulated as an optimization problem with either continuous or integer decision/design variables. Despite of the fact that most practical design problems are discrete in nature, the vast majority of works on structural optimization focus on design problems with continuous variables. The reasons for this are many: continuous problems are (much) easier to solve, the size of manageable continuous problems is significantly larger compared to equivalent integer problems, off-the-shelf continuous large-scale optimization algorithms exist, and in addition many integer problems may be attacked heuristically using continuous approaches. Typically, the integer nature of the decision variables comes from the fact that it is not desirable or possible to allow for e.g. every imaginable bar or plate thickness, material property etc. for the design of a mechanical structure. Often the designer is restricted to choose from a set of predefined properties for the entity in question; be it a cross section from a table of available standard cross sections, or a material from a set of predefined suitable candidate materials. Problems of truly discrete nature are not necessarily suitable for continuous approaches and furthermore most continuous approaches give no guarantee or assessment about the quality of the solutions obtained, except that they yield some design improvement compared to the initial design. To perform true optimization, that is to obtain the best solution[8] (the
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set of global optimal solutions), more rigorous approaches are needed, and this is the topic of global optimization, which we consider in this paper.

The application addressed in this paper is that of having a design domain, which is subdivided into a finite number of regions. Each of these regions will be called throughout this paper, a design sub-domain. In every design sub-domain, the selection of a material from a set of given candidate materials is to be done. This formulation covers multi-material problems such as optimal composite laminate lay-up design with different candidate material as well as discrete fiber orientation problems. We propose to use a combination of exact global optimization algorithms, continuous relaxations, and heuristics to obtain guaranteed globally optimal solutions to these discrete design problems, which would not be possible to solve by either approach independently. In this paper heuristic procedures only have the purpose of assisting in finding globally optimal solutions, while global optimization methods are used to both find globally optimal solutions, and also to prove the optimality of these solutions. We use two heuristic procedures to improve the convergence rate of the global algorithm. The difficulty of proving global optimality depends strongly in the nature of each problem. In particular, convexity properties of the continuous relaxation of an optimization model gives a superlative help in accomplishment of this task. As a matter of fact, the optimal solution to the convex continuous relaxation gives a meaningful lower bound for a global optimum of the 0/1 problem.

Structural design of laminated composite structures entails decisions about the number of layers, selection of material in each layer (CFR[1], GFR[2], polymeric foam, balsa wood, etc.), orientation of orthotropic materials (0°, 45°, . . . , 90°), individual layer thicknesses. In the current work we fix the number of layers as well as the layer thicknesses a priori and thus we only consider the problem of domain-wise selecting the optimal material among multiple candidates. Thus we continue along the lines of (discrete) topology optimization meaning that we work on a given fixed domain within which we want to select in each design sub-domain the optimal material from a number of given candidate materials. These were first presented by [3, 12] in the setting of three-phase topology optimization (void and two materials). Since then [35, 33] generalized the problem to include multiple (possibility orthotropic) materials to be selected among in the setting of optimal composite laminate design. In this paper the modeling of the continuous relaxation closely follows that of [35].

In contrast (sic!) to two-phase topology optimization, the design question is extended to include multiple distinct phases whereby the problem is enlarged. This design problem is a generalization of the void-solid (or two-phase) topology optimization problem and includes this problem as a special case where void is one of the “materials”. Thus, the multi-material minimum compliance problem also lacks existence of solutions in its continuum infinite dimensional form, as it is well-known for the two-phase topology optimization problem, see [26, 21, 22, 8]. For a finite element discretized design domain, this means that the optimal solution is mesh dependent. One way to obtain a well-posed problem is to introduce micro structures (i.e. composites) to the design space, or to exclude unwanted small scale features from the feasible set (see [3]). In this work we do not ensure existence of solutions through e.g. minimum length scale or composites but we include the possibility of selecting pre-defined (composite) materials from a set of candidate materials, throughout the also pre-defined spatial design sub-domain. Since the problem of mesh dependency exists for two-phase topology design, it also exists for the multi-material problem since the former is just a special case of the latter. In practice, however, it is our experience that mesh dependency does not pose too severe problems. Nevertheless, it still exists and should be taken care of in future research. Here we just briefly mention the issues related to defining, formulating and handling meaningful length scales when multiple phases are involved. These issues are, to our knowledge, not resolved yet and require further research.

As a general fact, the original formulation of discretized structural design problems falls into the category of nonlinear non-convex mixed-integer problems, where the state variables are continuous variables and the decision/design variables are integer variables. This corresponds to a so-called SAND (Simultaneous Analysis and Design) formulation (see [10, 18, 19]). To handle this class of problems, several techniques are found in the literature. We briefly mention the branch-and-bound method ([23], [13]), the branch-and-cut method ([28]), Outer Approximation by [3], and the Generalized Benders’ Decomposition (GBD) ([11]). In this work we apply the GBD method to treat directly the mixed-0/1 structural design problem in the sense described by [28, 29]. This technique was first introduced by Benders (Benders’ Decomposition, [BD], [1]), and aimed to solve linear mixed-integer problems. The

---

1 Carbon fiber reinforced polymer
2 Glass fiber reinforced polymer
method was generalized to a particular class of nonlinear mixed-integer problems in [11] and further developments are due to [24]. In the last two decades, a large number of publications about variations and improvements of the method (specially in the BD method, as [33, 37]) and applications in industry have been published ([31, 17]). It seems that this tendency will continue in the coming years. With respect to structural optimization, [28, 29] applied GBD for the design of simple 2-D truss structures. That article and the present are up to our knowledge, the only existing applications of GBD to structural optimization. [28, 29] pointed out the limitation of the method to solve large-scale topology optimization problems (i.e., many sub-domains and design variables) in terms of convergence within a reasonable amount of time and memory. Therefore, in the case of large-scale problems, the capacity of this and other methods of integer optimization is still limited. To solve these problems a relaxation is introduced letting the integer variables take on continuous values. The continuous variable approach typically uses penalization of intermediate variable values to obtain integer feasible solutions eventually, see e.g. [5, 6, 37]. The size (which is not necessarily related to the complexity) of the problems that we want to attack is roughly characterized by size of the analysis problem and the number of integer design variables. The aim of this paper is to increase the size of problems possible to solve to global optimality.

Organization of the Paper

In Section 2 we present the formulation of the discrete mass constrained minimum compliance problem. In Section 3 follows a description of a method to solve the discrete problem by use of the Generalized Benders’ Decomposition (GBD) method. Section 4 describes the continuous relaxation of the mixed-integer problem and how it is used to improve the performance of the GBD method. The continuous relaxation is also used as part of a rounding heuristic described in Section 5. In Section 3 we present a method combining the previously described procedures and point out in what way this improves its practical and numerical performance. Section 6 describes briefly the implementation of the algorithm for computational experience. Following the presentation of the methods developed in this work, in Section 8 we demonstrate numerical examples solved by each of the methods independently as well as examples where both methods are used in combination to demonstrate the improvement gained through the combination of the methods. The results of the computational experiments are presented in Section 9. Finally, we round off with a discussion in Section 10 to point to future use of the methods and conclude in Section 11.

2 Problem Formulation

Consider a (layered shell) structure \( \Omega \in \mathbb{R}^3 \). We aim to construct an optimization model to design a multi-material composite laminated structure. \( \Omega \) is considered as a fixed design domain, where the distribution of material has to be assigned. A set of candidate materials with different mechanical and mass properties is provided, and our goal is to find, if a suitable objective function is given, the optimal distribution of the materials satisfying the imposed constraints. We assume linear elasticity for the mechanical model, which we discretize by finite elements, reducing the continuous problem to a finite-dimensional problem with degrees of freedom, \( u \in \mathbb{R}^d \). Considering appropriate support/boundary conditions and a given load condition, \( f \in \mathbb{R}^d \), the finite element equilibrium equations take the following form

\[
K(x)u = f
\]

where the stiffness matrix \( K(x) \in \mathbb{R}^{d \times d} \) depends on the material constitutive properties as well as the (fixed domain) finite element strain-displacement relation as defined in [5]. The constitutive properties are assumed to be given by Hooke’s law (linear elasticity).

Given a number of predefined materials, \( n^d \), with known constitutive properties \( E_i \) and mass density \( \rho_i \), we want to minimize the compliance under static loading. In order to build the optimization model, a second discretization of the design domain \( \Omega \) is made. This discretization is for the design problem, and it is independent of the finite element discretization. More precisely, the second discretization of \( \Omega \) introduces a set of \( n^d \) design subdomains, and a material selection variable \( x_{ij} \in \{0, 1\} \) is introduced to represent the selection of a given candidate material, \( i \in \{1, \ldots, n^d\} \), in every design domain, \( j = 1, \ldots, n^d \).

\[
x_{ij} = \begin{cases} 
1 & \text{if material } i \text{ is chosen in design domain } j \\
0 & \text{if not}
\end{cases}
\]
A (design) subdomain may be a single layer in an element, a layer covering multiple elements, multiple layers within a single element etc. We remark that the discretization of the design domain may, or may not coincide with the finite element discretization. The total number of design variables \( n \) is given as the sum of the number of candidates defined within each design sub-domain, i.e. in general \( n = \sum_{j=1}^{n^d} n^c_j \). However, if the number of candidate materials in all sub-domain is identical the number of variables is simply \( n = n^d \cdot n^c \).

In each subdomain, it is required that only one material is chosen. This is enforced by the following linear equality constraints also called generalized upper bound constraints.

\[
\sum_{i=1}^{n^c_j} x_{ij} = 1 \quad \forall j
\]  

(3)

In each subdomain, the design-dependent mass density is given by \( \rho_j(x) = \sum_{i=1}^{n^c_j} x_{ij} \rho_i \) and consequently the total mass of the structure is

\[
M(x) = \sum_{j=1}^{n^d} \rho_j(x) V_j = \sum_{j=1}^{n^d} \sum_{i=1}^{n^c_j} x_{ij} \rho_i V_j,
\]  

(4)

where \( V_j \) is the (fixed) volume of subdomain \( j \). We consider the discrete minimum compliance, mass constrained problem given by

\[
\begin{align*}
\text{minimize} & \quad c(x) = f^T u(x) \\
\text{(OP)} \quad \text{subject to} & \quad K(x) u = f, \\
& \quad (M(x) \leq \bar{M}) \\
& \quad \sum_{i=1}^{n^c_j} x_{ij} = 1, \quad \forall j, \\
& \quad x_{ij} \in \{0,1\}, \quad \forall i,j
\end{align*}
\]  

(5a-b-c-d-e)

where \( f \) are design independent nodal loads, \( u(x) \) are the nodal displacements obtained as the solution to Equation (1) and \( M(x) \) is the total mass of the structure, Equation (4), which is limited by \( \bar{M} \). The only assumption we make with respect to \( \bar{M} \), is that \( 0 < \bar{M} \), and the problem is not infeasible, neither has a trivial solution. The mass constraint is only relevant for multi-material problems where the candidate materials have different mass density. In the case of pure fiber angle selection problems (i.e. same physical material at different orientations), the mass constraint is redundant since all candidate materials in these problems have the same mass density.

3 Generalized Benders’ Decomposition Applied to 0-1 Design Optimization Problems

In this section we introduce the resolution of the problem (5) by means of Generalized Benders’ Decomposition (GBD); we give a brief description of the method, and introduce an important theoretical result with respect to the convergence of the algorithm to a global optimum. Then, we characterize the conditions and modes to improve and accelerate the practical convergence of the method.

3.1 The GBD Method

In this section, we present the GBD (see [11]) method we use in this paper to attack problem (5). GBD is a known optimization algorithm for nonlinear mixed-integer problems. It is based on separating the optimization model into two sequences of simpler optimization programs. The first sequence of problems only considers the integer variables of the problems, plus a single scalar continuous variable, making a sequence of linear mixed-integer problems. The other sequence deals only with the set of continuous variables, and it is given by a special reformulation of the equilibrium equations.
In [28], a standard topology optimization in its mixed-integer formulation was studied. We consider the stiffness matrix \( K(x) \) as linear in the design variables

\[
K(x) = \sum_{ij} x_{ij} B_j^T E_i B_j = \sum_{ij} x_{ij} K_{ij}
\]

where \( B_j \in \mathbb{R}^{6 \times d} \) is the finite element strain-displacement matrix for subdomain \( j \), \( E_i \in \mathbb{R}^{6 \times 6} \) is the constitutive matrix for the \( i \)th candidate material, and \( K_{ij} = B_j^T E_i B_j \) is the resulting positive semidefinite local stiffness matrix related to the design element \( j \) for the candidate material \( i \). Under this assumption, in [28] it was proven that the GBD method applied to the minimum compliance problem given by

\[
\begin{align*}
\text{minimize} & \quad c = f^T u \\
\text{subject to} & \quad K(x) u = f, \\
& \quad \rho^T x \leq M, \\
& \quad Ax \leq b, \\
& \quad x \in \{0,1\}^n.
\end{align*}
\]

converges in a finite number of iterations to a global optimal design. Problem (6) is a particular case of (7), where a general set of linear constraints \( Ax \leq b \) is replaced by the particular case of the material selection constraints \( \sum_{i=1}^n x_{ij} = 1, \forall j \). As a consequence all theoretical results that hold for problem (7) hold for (6) as well.

The GBD algorithm applied to the problem (6) supposes the inclusion of two sequences of simpler optimization problems. The first is the sequence of the so-called subproblems (SP), considering the displacement field \( u \) (a continuous variable). The second is the sequence of master problems (MP), considering the design variable \( x \) (a 0-1 variable).

The subproblem corresponds to the problem (6) with the variable \( x \) fixed to a given design \( x := x^k \in \{0,1\}^n \), so the optimization problem only takes into consideration the displacement field \( u \). Thus, the objective value \( c \) is a function of \( x \), i.e., \( c = c(x) \)

\[
\begin{align*}
\text{minimize} & \quad c(x^k) = f^T u \\
\text{subject to} & \quad K(x^k) u = f.
\end{align*}
\]

Problem (8) simply corresponds to solve the analysis problem \( u^k = K(x^k)^{-1} f \) and evaluate the compliance related to the design \( x^k \), by \( c(x^k) = f^T u^k \). Notice that we are implicitly pointing out that the analysis problem possesses a unique solution. This is due to the fact that the global stiffness matrix \( K(x^k) \) is positive definite, since the optimization problem (6) is not a strict topology problem, but a multi-material selection problem, which means that all candidate materials included have non-vanishing stiffness.

The master problem is defined almost exactly as it was defined in [29], and we repeat its description and notation used, adapted to the problem (6). The master problem for iteration \( N \) corresponds to the following linear mixed-0/1 problem.

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l_v^*(x, u^k, \nu^k) \leq y, \quad \forall k = 1, \ldots, N, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^n x_{ij} = 1, \quad \forall j, \\
& \quad x \in \{0,1\}^n.
\end{align*}
\]

where \( l_v^* \) is a function defined as

\[
l_v^*(x, u^k, \nu^k) = f^T u^k + \nu^T [u^k - x], \\
\nu^k = \left( u^{kT} K_{11} u^k, u^{kT} K_{12} u^k, \ldots, u^{kT} K_{n,n} u^k \right)^T,
\]
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where $u^k$ is given by the subproblem $[8]$, and $x^k$ is the solution of the $k$-th relaxed master problem.

The following explanation rule is equivalent to the ones stated in $[28]$. We repeat it almost exactly, since they define the notation used through the article.

**Remark 1.** The notation used here is slightly different from the one used in $[23, 28]$, where the expression $v^k$ was defined differently. It is important to have this in mind before comparing the equations and algorithms presented here with those in the mentioned articles.

### 3.2 GBD by Level Sets

In $[30]$, a variation of the GBD technique, named *GBD by level set cuts*, was introduced, showing a significant improvement with respect to the classical GBD algorithm. The principle of this algorithm is essentially the same, with only one difference. At each step the master problem is solved, instead of solving directly the subproblem (SP) related to the design obtained from the master problem, a more convenient design is searched. A bisection procedure allows us to find a non-integer point at the level set of the incumbent solution's objective value. Then, a GBD cut related to this non-integer point is formed and added to the master problem. This procedure is done at each iteration of the algorithm. The bisection procedure requires to have previously computed the solution of the continuous relaxation $x^*_R$ of the problem. The sought non-integer point lies on the straight line connecting $x^*_R$, and the current solution of the master problem $x^k$. The exact design lying in the intersection of the level set of the incumbent solution and the line between $x^*_R$ and $x^k$ is found by the bisection procedure. In $[30]$, all details about this technique are explained in detail. Throughout this article, we use this the improved GBD variant for all experiments. Since we do not use the classical GBD algorithm at any moment, we use the name *GBD algorithm* to refer to this improved variant of the GBD technique.

### 3.3 Convergence of the GBD Algorithm

The convergence of the method is measured by the Optimality gap (O. gap) of convergence, which describes the maximum relative difference between the objective value of the incumbent solution of the method, and the absolute global optimum value the problem. It is defined as

$$O_{gap} = \frac{1}{100} \frac{|UB - LB|}{UB} \%$$

It is a measure of how much the objective value can improve, and it is often used in global optimization methods. The convergence of the GBD algorithm to a global optimum was proven in $[28]$, and it is based on the convexity of the continuous relaxation (to $[0, 1]^n$) of the projection of the compliance function $c(x, u) = f^T u(x)$ on the design variable space $c(x) = f^T K(x)^{-1} f$. The proof is rather technical and not given here.

### 3.4 Description of the GBD Algorithm

The GBD algorithm is briefly described in this subsection. A complete and detailed statement of the algorithm is presented in $[28]$.

The main idea of the GBD algorithm is to approximate the projection of the nonlinear mixed-integer problem on the integer design variable. This approximation produces a linear mixed-integer problem, where all the continuous variables of the original problem have been removed by the projection operation, and only one scalar continuous variable is considered. At each iteration the algorithm adds a linear constraint which is a first-order approximation of the projected compliance function at a given design $x^k$. In Figure 1 it is seen how the constraints approximate the compliance function at each point visited.

It is important to remark that even if there is a theoretical convergence of the method in a finite number of iterations, there is no guarantee that this convergence is reached within reasonable CPU resources (time and memory). This is due to the fact that a master problem, which is a linear mixed-0/1 problem, takes longer and longer to be solved and consumes more memory, as more linear constraints are added. As a consequence, the size of the problem must be selected in a way such that the convergence of the method is observed in numerical experiments.
Algorithm 1 Generalized Benders’ Decomposition

\[ UB \leftarrow \infty \]
\[ LB \leftarrow -\infty \]
\[ k \leftarrow 0 \]
\[ x^0 \in [0,1]^n \text{ such that it is mass feasible} \]
\[ \text{if } x^0 \in \{0,1\}^n \text{ then} \]
\[ UB \leftarrow c(x^0) \]
\[ \text{end if} \]
\[ \epsilon > 0 \]
\[ \text{while } |LB - UB| > \epsilon \text{ do} \]
\[ u^k, \nu^k \leftarrow \text{solve (SP) using } x^k \]
\[ l^*_c(x, u^k, \nu^k), \text{ see (10)} \]
\[ (x^{k+1}, z^{k+1}) \leftarrow \text{solve (MP) including } l^*_c(x, u^k, \nu^k) \leq y, \text{ see (9)} \]
\[ LB = z^{k+1} \]
\[ \text{if } c(x^{k+1}) \leq UB \text{ then} \]
\[ UB \leftarrow c(x^{k+1}) \]
\[ \text{end if} \]
\[ k \leftarrow k + 1 \]
\[ \text{end while} \]

4 Convex Continuous Relaxation

The original non-convex mixed-integer program in (3) can be reformulated in so-called nested form as an integer program with a convex objective function if the displacements \( u \) are eliminated by use of the equilibrium condition (given that the stiffness matrix \( K(x) \) is non-singular, i.e. \( u(x) = K(x)^{-1}f \)). Thereby we obtain an equivalent integer program with a convex objective function in the design variables \( x \) only. Furthermore if the integer requirement on the design variables is relaxed, a convex continuous optimization problem is obtained

\[
\begin{align*}
\text{minimize} & \quad c(x) = f^T K(x)^{-1} f \\
\text{subject to} & \quad \sum_{i,j} x_{ij} \rho_i V_j \leq M \\
& \quad \sum_{i=1}^{n^*_i} x_{ij} = 1, \quad \forall j \\
& \quad 0 \leq x_{ij} \forall (i,j)
\end{align*}
\]

Note that the material selection constraints (3) ensure that the variables fulfill \( x_{ij} \leq 1 \). Thus there is no need for an upper bound on the variables and it is sufficient to ensure non-negative design variables.

The optimization problem given by (R) is convex as shown by [32, 33], and thus a locally optimal solution \( x^*_R \) is also a global optimum of (R), and such solution may be obtained using any suitable nonlinear optimization algorithm such as the sequential quadratic programming method SNOPT [14] or the interior point method Ipopt [30]. Furthermore, (R) is a (nested form) continuous relaxation of (P) and it has a larger feasible set than (P). In other words the feasible set of (P) is a subset of the feasible set of (R). Thus

- If the optimal solution to (R) happens to be an integer solution then it is also an optimal solution to (P).
- The optimal solution to (R) is better than or as good as the solution to (P), i.e. \( c(x^*_R) \leq c(x^*_P) \). Thus, it may be used as a lower bound estimator for the original 0/1-problem.
- If there is no feasible solution to (R) then there is no feasible solution to (P) either.

The motivation for solving a convex continuous relaxation in the process of attacking the integer optimization problem is that it can be solved to global optimality with reasonable resources, and thereby
it may be used as a relatively fast way of obtaining a good lower bound assessment of the attainable performance of the original integer optimization problem. This lower bound can be used as a valid lower bound within GBD if it is better than the best valid lower bound obtained from the master problems (MP). Recall that the goal within GBD is to improve iteratively the lower and upper bound so as to close the gap between them. If a good valid lower bound can be obtained early in the solution process of GBD, the sequence of sub- and master problems the method is more likely to converge within reasonable CPU resources. Depending on the specific problem, the continuous optimum may give valuable information about the integer solution. As stated above, if the continuous solution is integer-valued it is in fact the integer optimal solution. This situation, however, is very unlikely and virtually never seen in the considered types of problems. Nevertheless, it is not unusual to see that a fraction, typically 50 – 90%, of the continuous variables attain integer values in the continuous optimum, and furthermore most domains at least have some of their variables at the lower bound, i.e. in many domains the continuous optimum has "discarded" some of the candidate materials. Note that this situation, does not mean that those materials are not part of the optimal integer solution, but it still gives information about a provenly good design, though continuous. The (reasonable) hope though is, that the solution to the integer problem is close in some sense to the continuous optimal solution. If many of the continuous variables take integer values in the optimal continuous solution, this hope is most certainly reasonable. The larger the number of continuous valued variables in the optimal continuous solution, the less reasonable this assertion is. These observations motivate the use of a heuristic procedure that can obtain a good upper bound (incumbent solution) in terms of an integer and feasible solution with a good objective function.

5 Heuristics

The use of heuristics within branch-and-bound/cut algorithms is well-known and standard nowadays. In this paper we propose to also use heuristics to enhance the rate of convergence of the GBD algorithm itself. Thus we use heuristics to obtain a good (but not necessarily optimal) integer solution early in the solution process as a sort of "warm start" of the GBD algorithm. The motivation for doing so was pointed out by [28, 29] where it was shown that the GBD algorithm may take advantage of a good initial solution (upper bound) as well as a lower bound as obtained from a relaxation.

As described in the section on GBD a (possibly long) sequence of MILPs are solved in the Master
Problems (MP). MILPs are typically solved by implicit enumeration strategies such as branch-and-bound/cut algorithms. These algorithms rely on the solution of relaxations at each node visited in the enumeration tree and on basis of this solution, branching in the tree is done. The efficiency of these algorithms relies heavily on the use of heuristics to obtain feasible solutions as well as heuristics for improving feasible solutions. State-of-the-art MILP solvers such as the commercial codes CPLEX [24], as well as the academic codes Gurobi [16], SCIP [2] employ a number of heuristics to speed up the convergence rate.

5.1 GBD-RENS

The GBD-RENS heuristic we present here is inspired by the so-called Relaxation Enforced Neighborhood Search (RENS) proposed for MILPs by [7]. The idea of this heuristic is to solve a continuous relaxation to optimality and observe which variables that attain integer values in this solution. Integer-valued variables are then fixed at their obtained value and a Large Neighborhood Search in the remaining intermediate-valued variables is performed through a sub-MINLP where only the intermediate-valued variables from the relaxation are considered (now as integer variables). Thus, we formulate the rounding heuristic as a sub-MINLP. The resulting sub-MINLP is solved using GBD on the rounded problem. The size and thereby the cost of solving the sub-problem naturally depends on the integrality of the continuous solution. Note that by solving the sub-problem to optimality we obtain the best rounding possible for a given continuous relaxation solution. Also, if the feasible set of the sub-MINLP turns out to be empty, no feasible rounding of the continuous solution exists, see [3]. The solution obtained for the sub-MINLP is passed back to the global problem and used as a good initial solution in the complete GBD. Also note that the continuous relaxation of the complete MINLP minimum compliance and the corresponding relaxation of the sub-MINLP problem have exactly the same solutions (KKT points of the relaxation of the MINLP are also KKT points of the relaxation of the sub-MINLP). Therefore, the continuous relaxation of the sub-MINLP problem does not give any additional information. For some examples the resulting sub-MINLP problem is not easy to solve either. This could happen if the fraction of fixed variables is not big enough, and thus there is no real advantage in attacking the sub-MINLP problem. An alternative to overcome this complication, is to introduce a variation of the GBD-RENS heuristics, which is to do a selected rounding of the solution of the continuous relaxation before fixing variables with integer values. This means that we set a threshold $\lambda_s \in [0, 0.5]$, such that each design variable with a value outside the interval $[0.5 - \lambda_s, 0.5 + \lambda_s]$ in the solution of the continuous relaxation is rounded. In exchange, it is also expected that if a variable attains a non-integer value, it is less likely that this variable will have an integer value in the solution of the original integer problem. So it is clear that the larger the number of fixed variables, the less likely it is to be able to find an optimal solution when treating the sub-MINLP problem. In addition, it is even possible that, if too many variables are fixed, the resulting sub-MINLP may not be a feasible problem. As a consequence, to make the heuristic more robust with respect to the type of problem, a second variation of the heuristic is introduced, by running the heuristic procedure iteratively, in such a way that the number of fixed variables decreases each time the GBD-RENS heuristic is executed. This iterative procedure is controlled by the parameter $\alpha$, which is updated each time before starting it. Another aspect to take into account is the fact that this heuristic may be used to control the size of the resulting sub-MINLP we are willing to solve. This would be helpful if we want to attack a design problem of maybe 50,000 variables. Suppose that in this hypothetic example, the continuous relaxation solution obtained has for instance 35,000 0/1 values. In this case, the remaining sub-MINLP problems has 15,000 variables, which is still too big. In this case, we are able to control the size of the sub-MINLP problem by setting a value of the threshold parameter $\lambda_s < 0.5$. We could also set the minimum percentage of variables to be fixed in the sub-MINLP problem. In this way, the use of the modified GBD-RENS heuristic may lead to fix maybe 48,000 variables. Then we have a sub-MINLP of 2,000 variables, which is more likely to be successfully attacked by the GBD-RENS heuristic.

5.2 GBD-SIMP Heuristic

The strengths of the GBD algorithm for finding low objective value designs can be improved by use of a different law for interpolating the stiffness matrix, as it was done in [28, 29]. This means that the
stiffness matrix given by (9), is replaced by

\[ K(x) = \sum_{ij} [\alpha x_{ij} + (1 - \alpha)J_{ij}]B_i^j E_i B_j \]  

(12)

where \( \alpha \in [0, 1] \) is a parameter controlling the mixture of two interpolations schemes (SIMP interpolation schemes for penalization values \( p = 1 \) and \( p = 2 \), see [9]). It is important to note that for any value of \( \alpha < 1 \), the continuous relaxation is not convex, and therefore the GBD method can not longer guarantee convergence to global optimality. For that reason, for these values of \( \alpha \), the GBD method is no more than a heuristic to find good solutions. In addition, numerical experiences show that for a low value of the mixture parameter \( \alpha \), the GBD algorithm converges quickly, but less chances of finding good solutions exists. Therefore, again, the use of an iterative procedure, calling this heuristic several times, updating each time the value of \( \alpha \), from \( \alpha_0 \in (0, 1) \) to \( \alpha = 1 \) seems to be a robust procedure to find designs with low objective value in short time.

**Remark 1.** Note that all heuristics described here produce one or several candidate designs. These solutions not only helps in the improvement of the upper bound of the optimal value, but also produce one compliance GBD cut per each of these solutions.

6 Description of the Method

In this section we describe how we combine the previously described procedure(s) in order to solve up to medium scale sized problems on the form of (4). We describe the implementation of these combined methods, and indicate possible variations of them. A comparison of the performance of the different combinations is given in Section 8 on numerical examples. Pseudo-code for the procedure combining all the methods described is shown in Algorithm 2. As it was indicated in [28] the GBD method applied to

<table>
<thead>
<tr>
<th>Algorithm 2</th>
<th>Overall procedure to solve (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UB \leftarrow \infty</td>
<td></td>
</tr>
<tr>
<td>LB \leftarrow -\infty</td>
<td></td>
</tr>
<tr>
<td>k \leftarrow 0</td>
<td></td>
</tr>
<tr>
<td>(x^<em>_R, c(x^</em>_R)) \leftarrow \text{solve continuous relaxation (R) by SNOPT}</td>
<td></td>
</tr>
<tr>
<td>LB = c(x^*_R)</td>
<td></td>
</tr>
<tr>
<td>(x^<em>_\text{Heur}_1, c(x^</em>_\text{Heur}_1)) \leftarrow \text{Apply Heuristic Strategy 1, input: } x^*_R</td>
<td></td>
</tr>
<tr>
<td>\vdots</td>
<td></td>
</tr>
<tr>
<td>(x^<em>_\text{Heur}_q, c(x^</em>_\text{Heur}_q)) \leftarrow \text{Apply Heuristic Strategy q, input: } x^*_R</td>
<td></td>
</tr>
<tr>
<td>UB = c(x^*_\text{Heur}_q)</td>
<td></td>
</tr>
<tr>
<td>x^0 = x^*_\text{Heur}_q</td>
<td></td>
</tr>
<tr>
<td>Apply Algorithm 1 (including initial GBD cuts related to all found designs)</td>
<td></td>
</tr>
</tbody>
</table>

the minimum compliance problem (3) converges to an optimal solution in a finite number of iterations. However, in practice, this number is unknown and could potentially be very large. Furthermore, the size of the master problem grows with the number of iterations (one or more cuts added at each iteration), leading to a longer solution time for each master problem, which may prevent the algorithm to converge in a reasonable amount of time. The idea of the algorithm is to use as much (heuristic) information as possible in order to speed up the convergence rate. At any stage of the algorithm, it is possible to assess the closeness of the current solution to the global optimum. This information might be useful, depending on the order of magnitude of the gap between the best bounds obtained. If this is not the case, one could use any method that gives a better estimate of a lower bound for the global optimum.

As shown by [29] the quality of any cut is defined according to their Pareto dominance value, which depends on the objective function value of the solution generating the cut. Thus, better objective feasible solutions may in the case of the problem given by (3) be used to generate good cuts in the sense that they have a positive influence on the convergence rate compared to dominating (less good) cuts.

To sum up, the convergence rate of Benders decomposition may be improved by
1. using the solution to a convex continuous relaxation to improve the estimate of a lower bound for the global optimum. This continuous solution also generates the best possible GBD cut (29) that can be included in the GBD algorithm.

2. including cuts generated from good 0/1-solutions obtained by any heuristic method.

Ad 1) The solution obtained by solving the continuous relaxation (11) generates the only non-dominated cut, that is, the best cut in the sense of Pareto dominance.

Ad 2) Any heuristic method that generates good solutions may be used to improve the convergence rate in the sense that each good solution generates a cut forming a good approximation to the compliance function. Furthermore, a solution obtained early by the heuristic procedures may even be a global optimal solution meaning that GBD only needs to improve the lower bound which typically also speeds up once the optimal solution is found. In this article we will test and compare four algorithms. These algorithms are based on the presented GBD algorithm and the use of heuristics. The first algorithm corresponds to the GBD method alone, executed without the combination with heuristic procedures (GBD-1, Algorithm 1). The second algorithm corresponds to the use of the GBD method in combination with the GBD-SIMP algorithm (GBD-2, Algorithm 2 with GBD-SIMP heuristic strategy). The third algorithm tested is the combination of the GBD-RENS heuristic with the GBD algorithm (GBD-3, Algorithm 3 with GBD-RENS heuristic strategy). The fourth algorithm implemented is the combination of the GBD-RENS, the GBD-SIMP and the GBD algorithm (GBD-4, Algorithm 2, with these two heuristic strategies).

7 Implementation

In this section, we describe briefly, the implementation of the algorithms described in the article in numerical experiments.

The GBD algorithm was written for the design of multimaterial composite laminated structures. The code is implemented on the MUST platform ([3]) which is an in-house research code for analysis and design of laminated composite structures. The examples are discretized using 9-node degenerated shell finite elements with 5 degrees of freedom per node (3 translational and 2 rotational), see e.g. [3, 32].

The resolution of the Master Problem was attacked using the mixed-integer optimization solver GUROBI ([12]). The continuous relaxation to the minimum compliance problem was attacked with the NLP solver SNOPT version 7.2-8 ([13]). All numerical examples were run on the Fyrkat cluster (Aalborg University, Denmark). Unless explicitly specified, all optimization parameters to the solvers are the default values.

8 Numerical Examples

In this section, we present a set of numerical examples to be solved with the proposed algorithms applied to optimal design of multimaterial (laminated) composite structures. This type of structure is often modeled as shells, and therefore, a shell finite element (FE) discretization is used to perform the static equilibrium analysis. The design discretization does not necessarily match the FE discretization, as it will be the case in many of the examples. For some examples we make use of so-called patches, which are groups of elements having the same design variable associated with them. This serves as a way of reducing the number of design variables as well as a means of providing for more manufacturing near designs in the sense that the laminates are typically produced using mats covering larger areas (i.e. multiple elements) of the structure.

Table 1 shows the general description of the set of examples included in the article. It includes the number (Prob) and Name (Description) of the problem, the number of candidate materials considered in the problem (≠ Mat.), the design discretization of the problem (Design Discr.) in the format PtexcL, where a,b represents the in-plane design discretization, and c represents the number of layer of the structure considered in the design problem. The field Variables states the total number of design variables introduced in the optimization problem. FE Discr. specifies the FE discretization of the problem, in the format Edxe, where d,e represents the finite element analysis discretization in each direction in the plane. ≠ LC's stands for the number of load cases considered in the problem. Finally, M represents the mass limit for the mass constraint of the design problem.
8.1 Examples 1-3

These first three examples illustrate the application of the proposed method to a doubly curved parabolic shell structure. All three instances are solved using an FE discretization of 32 by 32 shell elements in the plane of the structure. In all three examples the design discretization through the thickness comprises eight layers of equal and fixed thickness (8 - 0.01 m). In the plane, Example 1 has 2 by 2 design domains in each layer, Example 2 has 4 by 4 design domains per layer and Example 3 has 8 by 8. In all three examples the structure is subjected to one load case: a central point load acting in the vertical direction. The design task is to select the optimal material out of five possible in each domain. Four of the materials are instances of a relatively stiff orthotropic material oriented at four pre-defined directions (−45°, 0°, 45°, 90°) defined relative to the global x-axis. The fifth candidate material is a polymeric sandwich foam of low weight and stiffness.

![Figure 2: Example 1: sketch of parabolic shell.](image)

8.2 Examples 4-7

These four examples illustrate optimal discrete fiber angle orientation on a plane disc problem. All four instances are solved using an FE discretization of 32 by 32 shell elements in the plane of the structure. The disc is clamped along the left edge and subjected to a vertical downward acting point load in the lower right corner. The design discretization for the three examples is of increasing resolution in the plane of the disc, Example 4 has 4 by 4 design domains in the plane, Example 5 has 8 by 8, Example 6 has 16 by 16 and Example 7 32 by 32. The design problem is a pure fiber orientation problem, i.e. all candidate represent the same orthotropic material oriented at four (−45°, 0°, 45°, 90°) or twelve (−75°, −60°, ..., 0°, 15°, ..., 90°) distinct directions. Thus, the example has no mass constraint (of relevance). The material properties are identical to those of the orthotropic material in Example 8-9.

8.3 Examples 8-9

In these examples we solve plane problems with two independent load cases of equal importance (w1 = w2 = 0.5) and loads with equal magnitude (|P1| = |P2|) acting at midspan oppositely on each face. In both load cases the plate is hinged at all corners (u2 = 0), see Fig. 4. The physical domain within which the material is distributed is a rectangular disc of dimension 4.0 m × 2.0 m × 0.5 · 10⁻³ m. The domain is discretized by two different meshes, (20 × 10) and (40 × 20) respectively and in each design sub domain (=element) five candidate materials are possible. The first candidate material is a light and soft material representing e.g. isotropic polymeric foam and the remaining four candidate materials represent a heavier and stiffer orthotropic material oriented at four distinct directions (−45°, 0°, 45° or 90°). We set the mass constraint such that the heavy orthotropic materials can be chosen in at most 35% of the domain. The constitutive properties in the principal material coordinate system of the orthotropic material and of the foam material are given in Fig. 4.

8.4 Example 10

The following very simple example illustrates the possibility of distributing a limited amount of material through the thickness of the domain as well as in the plane. A design domain is given in terms of a
simply supported beam (discretized using shell elements) subjected to a uniform transverse pressure load in the vertical direction, see Fig. 4. The domain is discretized into 20 by 2 elements in the plane of the structure and five layers through the thickness. This discretization is used for the analysis as well as the design. The total volume of the design domain is 1.25m$^3$. The mass density of the lightweight candidate material is $\rho = 200kg/m^3$ and that of the heavy candidate material is $\rho = 1910kg/m^3$. Thus with a total mass constraint of 1500kg, heavy material can not be chosen in more than 58.5% of the total design domain corresponding to 116 element layers. The material properties of the candidate materials used in this example are identical to those shown in Fig. 4.

### 8.5 Examples 11-13

This set of examples demonstrates the ability to perform optimal multi-layered composite plate design. We solve the same design problem using different design discretizations through the thickness to investigate the influence on the optimal design. The physical domain within which the material is distributed is a quadratic plate of dimension 1.0m $\times$ 1.0m $\times$ 1.0 $\cdot$ 10$^{-2}$m. The plate is loaded at the center by a point load $P$ and each corner is hinged ($u_i = 0$). A sketch of the problem is shown in Fig. 4. All three examples employ a (24 $\times$ 24) in-plane discretization. Example 11 is discretized through the thickness with 8 layers.
Figure 5: Example 10: Geometry: side lengths 10.0 · 1.0 \, m^2, shell thickness 0.125 \, m (= 5 \cdot 0.025 \, m), design discretization is identical to the analysis discretization (20x2 elements), transverse distributed pressure load and simply supported at each end.

Figure 6: Example 11-13. Multi-layered (4 or 8) corner-hinged plate with point load applied at the center. See Fig. [4] for material properties.

whereas example 12 and 13 have 4 layers. The candidate materials are identical to those in the previous example, i.e. a light and soft isotropic foam material and a heavy and stiff orthotropic material oriented at four distinct directions, see Fig. [4]. For more information on the problem characteristics please consult Table [1].

8.6 Computational Experience

The 13 examples were used for setting 17 computational examples (in the case of examples 4, 5, 6 and 7, two different sets of material angle candidates were considered, generating one extra numerical sub-example for each of these ones). For each of these computational examples, 4 sets of numerical experiments were carried out. The first set of examples corresponds to the execution of the GBD algorithm without considering any heuristic procedure (GBD-1). The second set of examples corresponds to the execution of the GBD algorithm where the SIMP-GBD heuristic was used in combination with the GBD algorithm (GBD-2). The third set of examples corresponds to the use of the GBD-RENS heuristic procedure in combination with the GBD algorithm (GBD-3), and the fourth set of examples is the one combining these two heuristics in combination with the GBD algorithm (GBD-4). The total CPU-time allowed for each example was 96 [h], and the algorithm is set to stop whenever the optimality gap reaches the tolerance of 1.0%. However, we consider as a satisfactory result, if the considered algorithm is able to find globally optimal solutions within an optimality tolerance of 3%. Besides, we set a maximum cpu-time of 3000[sec] for the execution of each relaxed master problem. The reason for setting this limit value, is to avoid the MILP solver trying to solve to optimality eventual instances of the master problem, which are too difficult and that could take too many hours or even days to be executed.
9 Results

In this section, we present the computational results for the 13 (17) examples introduced in Sect. 8. In total 68 numerical examples were executed, which correspond to the execution of the 17 numerical examples described in Sect. 8 for each of the four methods described in Sect. 8.0 (GBD-1, GBD-2, GBD-3 and GBD-4).

The results for these sets of examples is shown in Tables 2, 3, 4, 5 respectively. These tables show the information about the best objective value attained by the algorithm Best UB, the objective value of the continuous relaxation solution (R) (R) Sol., the best value of the lower bound of the optimal solution obtained by the GBD method GBD LB, the final optimality gap at stop O. Gap, and the total number of valid GBD cuts included in total in the algorithm # GBD cuts.

For the set of examples executed with the algorithm GBD-1, 3 examples reached a final optimality gap smaller than 1.0%, 5 examples reached a gap < 3% (including the 3 that reached 1.0%), and 10 examples reached under 5.0%. For examples run with GBD-2, 4 examples reached the stop criteria 1.0%, 8 examples reached a gap < 3.0%, and 11 were under 5.0%. For the examples run with GBD-3, 3 examples reached the stop criteria 1.0%, 6 examples reached a gap < 3.0%, and 11 were under 5.0%. Finally, for the examples run with GBD-4, 4 examples reached the stop criteria 1.0%, 11 examples reached a gap < 3.0%, and 12 were under 5.0%. In addition, to make the comparison among the different algorithms more clear, Table 6 shows the final convergence gap O. Gap for each group of examples.

The comparison of the results in terms of convergence (O. gap at stop) for each set of numerical examples is presented in Table 6.

10 Discussion

In general, the performance shown of the four algorithms is satisfactory, and shows the general strengths of the GBD algorithm itself. The use of the presented heuristics shows how the method is able to find better designs, and therefore, is able to find more tight bounds for the assessment of global optimality of the algorithm, which is important especially when treating medium-large scale problems. The combination of the two presented heuristics showed the best results in the sense of obtaining solutions with the smallest objective value, and obtaining the lowest optimality gap among the examples not reaching the stop criterion of 1.0%.

Note that the combining heuristic procedures algorithm (GBD-4) reached a negative optimality gap at convergence for examples 4.1 and 5.1. This is nothing to worry about, since these values are subjected to the optimality tolerance for the solution of the master problem, obtained by the MILP solver. These values fall inside the usual optimality tolerance of any MILP solver. Thus, these numbers are perfectly reasonable.

Table 1: Summary of problem characteristics for the numerical examples.

<table>
<thead>
<tr>
<th>Prob.</th>
<th>Description</th>
<th># Mat.</th>
<th>Design discr.</th>
<th>Variables</th>
<th>FE discr.</th>
<th># LC's</th>
<th>m (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Parabolic Shell</td>
<td>5</td>
<td>P2x2x8L</td>
<td>160</td>
<td>E32x32</td>
<td>1</td>
<td>7.248</td>
</tr>
<tr>
<td>2</td>
<td>Parabolic Shell</td>
<td>5</td>
<td>P4x4x8L</td>
<td>640</td>
<td>E32x32</td>
<td>1</td>
<td>7.248</td>
</tr>
<tr>
<td>3</td>
<td>Parabolic Shell</td>
<td>5</td>
<td>P8x8x8L</td>
<td>2560</td>
<td>E32x32</td>
<td>1</td>
<td>7.248</td>
</tr>
<tr>
<td>4</td>
<td>Clamped Membrane</td>
<td>4/12</td>
<td>P4x4x1L</td>
<td>64</td>
<td>E32x32</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Clamped Membrane</td>
<td>4/12</td>
<td>P8x8x1L</td>
<td>256</td>
<td>E32x32</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Clamped Membrane</td>
<td>4/12</td>
<td>P16x16x1L</td>
<td>1024</td>
<td>E32x32</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Clamped Membrane</td>
<td>4/12</td>
<td>P32x32x1L</td>
<td>4096</td>
<td>E32x32</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Two Load Case</td>
<td>5</td>
<td>E20x10x1L</td>
<td>1000</td>
<td>E20x10</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>9</td>
<td>Two Load Case</td>
<td>5</td>
<td>E40x20x1L</td>
<td>4000</td>
<td>E40x20</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>10</td>
<td>Simply sup. beam</td>
<td>5</td>
<td>E20x2x5L</td>
<td>1000</td>
<td>E20x2</td>
<td>1</td>
<td>1500.0</td>
</tr>
<tr>
<td>11</td>
<td>LayeredPlate</td>
<td>5</td>
<td>E24x24x8L</td>
<td>23040</td>
<td>E24x24</td>
<td>1</td>
<td>6.8</td>
</tr>
<tr>
<td>12</td>
<td>LayeredPlate</td>
<td>5</td>
<td>E24x24x4L</td>
<td>11520</td>
<td>E24x24</td>
<td>1</td>
<td>6.8</td>
</tr>
<tr>
<td>13</td>
<td>LayeredPlate</td>
<td>5</td>
<td>E24x24x4L</td>
<td>11520</td>
<td>E24x24</td>
<td>1</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 6: Summary of problem characteristics for the numerical examples.
Table 2: Numerical Results for GBD with out any Heuristics (GBD-1). For examples 8, 9, and 12, the method failed. In general, average convergence to global optimality of 5.56% (excluding examples 8, 9 and 12).

<table>
<thead>
<tr>
<th>Prob.</th>
<th>Best UB</th>
<th>(R) Sol.</th>
<th>LB</th>
<th>GBD LB</th>
<th>O. Gap</th>
<th># GBD cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$31.827$</td>
<td>$27.707$</td>
<td>$27.706$</td>
<td>$14.867$</td>
<td>379</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$27.102$</td>
<td>$22.175$</td>
<td>$22.217$</td>
<td>$21.986$</td>
<td>332</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$19.930$</td>
<td>$17.695$</td>
<td>$17.672$</td>
<td>$9.237$</td>
<td>439</td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>$143.828$</td>
<td>$138.053$</td>
<td>$142.549$</td>
<td>$0.897$</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>$128.382$</td>
<td>$126.157$</td>
<td>$127.154$</td>
<td>$0.966$</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>$186.441$</td>
<td>$184.448$</td>
<td>$185.956$</td>
<td>$0.261$</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>$123.099$</td>
<td>$120.885$</td>
<td>$121.217$</td>
<td>$1.553$</td>
<td>759</td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>$134.255$</td>
<td>$128.212$</td>
<td>$128.135$</td>
<td>$4.727$</td>
<td>2029</td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>$121.809$</td>
<td>$116.903$</td>
<td>$116.879$</td>
<td>$4.197$</td>
<td>1235</td>
<td></td>
</tr>
<tr>
<td>7.1</td>
<td>$131.828$</td>
<td>$125.028$</td>
<td>$124.935$</td>
<td>$5.439$</td>
<td>1225</td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>$117.337$</td>
<td>$113.506$</td>
<td>$113.460$</td>
<td>$3.376$</td>
<td>479</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$568.568$</td>
<td>$22.017$</td>
<td>$22.092$</td>
<td>$2473.6$</td>
<td>2501</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$825.281$</td>
<td>$22.718$</td>
<td>$22.672$</td>
<td>$340.19$</td>
<td>595</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$163.273$</td>
<td>$160.178$</td>
<td>$161.354$</td>
<td>$1.189$</td>
<td>467</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$68.842$</td>
<td>$34.841$</td>
<td>$34.725$</td>
<td>$97.587$</td>
<td>694</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$21.356$</td>
<td>$20.529$</td>
<td>$20.520$</td>
<td>$4.024$</td>
<td>503</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Numerical Results for the Modified Stiffness Matrix Heuristics (GBD-2). For examples 8, 9, and 12, the method failed again. In general, average convergence to global optimality of 3.18% (excluding examples 8, 9 and 12).
<table>
<thead>
<tr>
<th>Prob.</th>
<th>Best UB (R)</th>
<th>Sol. LB</th>
<th>GBD LB</th>
<th>O. Gap</th>
<th># GBD cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31.834</td>
<td>27.707</td>
<td>27.574</td>
<td>14.892</td>
<td>179</td>
</tr>
<tr>
<td>2</td>
<td>24.025</td>
<td>22.175</td>
<td>22.185</td>
<td>7.230</td>
<td>677</td>
</tr>
<tr>
<td>3</td>
<td>18.734</td>
<td>17.695</td>
<td>17.675</td>
<td>5.873</td>
<td>649</td>
</tr>
<tr>
<td>4.1</td>
<td>143.828</td>
<td>138.053</td>
<td>142.609</td>
<td>0.855</td>
<td>103</td>
</tr>
<tr>
<td>4.2</td>
<td>128.021</td>
<td>126.157</td>
<td>127.511</td>
<td>0.400</td>
<td>29</td>
</tr>
<tr>
<td>5.1</td>
<td>186.441</td>
<td>184.448</td>
<td>186.411</td>
<td>0.016</td>
<td>13</td>
</tr>
<tr>
<td>5.2</td>
<td>123.163</td>
<td>120.885</td>
<td>121.181</td>
<td>1.636</td>
<td>699</td>
</tr>
<tr>
<td>6.1</td>
<td>132.205</td>
<td>128.212</td>
<td>128.156</td>
<td>3.114</td>
<td>949</td>
</tr>
<tr>
<td>6.2</td>
<td>120.799</td>
<td>116.903</td>
<td>116.928</td>
<td>3.311</td>
<td>449</td>
</tr>
<tr>
<td>7.1</td>
<td>129.662</td>
<td>125.028</td>
<td>124.991</td>
<td>3.707</td>
<td>799</td>
</tr>
<tr>
<td>7.2</td>
<td>117.304</td>
<td>113.506</td>
<td>113.499</td>
<td>3.346</td>
<td>449</td>
</tr>
<tr>
<td>8</td>
<td>35.767</td>
<td>22.017</td>
<td>22.096</td>
<td>61.870</td>
<td>1268</td>
</tr>
<tr>
<td>9</td>
<td>26.731</td>
<td>22.718</td>
<td>22.731</td>
<td>17.600</td>
<td>994</td>
</tr>
<tr>
<td>10</td>
<td>163.500</td>
<td>160.178</td>
<td>160.635</td>
<td>1.784</td>
<td>250</td>
</tr>
<tr>
<td>11</td>
<td>29.442</td>
<td>28.760</td>
<td>28.722</td>
<td>2.373</td>
<td>682</td>
</tr>
<tr>
<td>12</td>
<td>49.592</td>
<td>34.841</td>
<td>34.756</td>
<td>42.336</td>
<td>399</td>
</tr>
</tbody>
</table>

Table 4: Numerical Results for GBD-RENS Heuristics (GBD-3). For examples 8,9, and 12, the method failed again, but performed better over these examples. In general, average convergence to global optimality of 3.57% (excluding examples 8,9 and 12).

<table>
<thead>
<tr>
<th>Prob.</th>
<th>Best UB (R)</th>
<th>Sol. LB</th>
<th>GBD LB</th>
<th>O. Gap</th>
<th># GBD cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31.631</td>
<td>27.666</td>
<td>27.707</td>
<td>14.162</td>
<td>556</td>
</tr>
<tr>
<td>2</td>
<td>23.636</td>
<td>22.175</td>
<td>22.203</td>
<td>6.463</td>
<td>995</td>
</tr>
<tr>
<td>3</td>
<td>18.485</td>
<td>17.695</td>
<td>17.641</td>
<td>4.463</td>
<td>867</td>
</tr>
<tr>
<td>4.1</td>
<td>143.815</td>
<td>138.053</td>
<td>143.819</td>
<td>-0.002</td>
<td>129</td>
</tr>
<tr>
<td>4.2</td>
<td>128.021</td>
<td>126.157</td>
<td>128.021</td>
<td>0.0</td>
<td>58</td>
</tr>
<tr>
<td>5.1</td>
<td>186.441</td>
<td>184.448</td>
<td>186.537</td>
<td>-0.05</td>
<td>23</td>
</tr>
<tr>
<td>5.2</td>
<td>122.868</td>
<td>120.885</td>
<td>121.194</td>
<td>1.381</td>
<td>927</td>
</tr>
<tr>
<td>6.1</td>
<td>131.546</td>
<td>128.212</td>
<td>128.449</td>
<td>2.411</td>
<td>1975</td>
</tr>
<tr>
<td>6.2</td>
<td>119.784</td>
<td>116.903</td>
<td>116.880</td>
<td>2.464</td>
<td>1460</td>
</tr>
<tr>
<td>7.1</td>
<td>128.438</td>
<td>125.027</td>
<td>125.101</td>
<td>2.667</td>
<td>3593</td>
</tr>
<tr>
<td>7.2</td>
<td>116.075</td>
<td>113.506</td>
<td>113.559</td>
<td>2.216</td>
<td>1928</td>
</tr>
<tr>
<td>8</td>
<td>33.778</td>
<td>22.017</td>
<td>22.098</td>
<td>52.852</td>
<td>1230</td>
</tr>
<tr>
<td>9</td>
<td>26.537</td>
<td>22.718</td>
<td>22.709</td>
<td>16.810</td>
<td>298</td>
</tr>
<tr>
<td>10</td>
<td>162.675</td>
<td>160.178</td>
<td>162.208</td>
<td>0.288</td>
<td>902</td>
</tr>
<tr>
<td>11</td>
<td>29.249</td>
<td>28.760</td>
<td>28.730</td>
<td>1.702</td>
<td>93</td>
</tr>
<tr>
<td>12</td>
<td>45.133</td>
<td>34.841</td>
<td>34.805</td>
<td>29.539</td>
<td>1434</td>
</tr>
<tr>
<td>13</td>
<td>20.765</td>
<td>20.529</td>
<td>20.548</td>
<td>1.054</td>
<td>2615</td>
</tr>
</tbody>
</table>

Table 5: Numerical Results for GBD with Combining methods. For examples 8,9, and 12, the method failed again, but performed better than the other three methods. In general, average convergence to global optimality of 2.80% (excluding examples 8,9 and 12).
<table>
<thead>
<tr>
<th>Prob.</th>
<th>GBD-1</th>
<th>GBD-2</th>
<th>GBD-3</th>
<th>GBD-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9.237</td>
<td>4.864</td>
<td>5.873</td>
<td>4.463</td>
</tr>
<tr>
<td>4.1</td>
<td>0.897</td>
<td>0.416</td>
<td>0.855</td>
<td>-0.003</td>
</tr>
<tr>
<td>4.2</td>
<td>0.966</td>
<td>0.222</td>
<td>0.400</td>
<td>0.000</td>
</tr>
<tr>
<td>5.1</td>
<td>0.261</td>
<td>0.150</td>
<td>0.016</td>
<td>-0.051</td>
</tr>
<tr>
<td>5.2</td>
<td>1.553</td>
<td>1.501</td>
<td>1.636</td>
<td>1.381</td>
</tr>
<tr>
<td>6.1</td>
<td>5.696</td>
<td>2.441</td>
<td>3.114</td>
<td>2.411</td>
</tr>
<tr>
<td>6.2</td>
<td>4.197</td>
<td>2.659</td>
<td>3.311</td>
<td>2.552</td>
</tr>
<tr>
<td>7.1</td>
<td>5.439</td>
<td>2.622</td>
<td>3.707</td>
<td>2.667</td>
</tr>
<tr>
<td>7.2</td>
<td>3.376</td>
<td>2.000</td>
<td>3.346</td>
<td>2.216</td>
</tr>
<tr>
<td>8</td>
<td>2473.6</td>
<td>2409.6</td>
<td>61.870</td>
<td>52.852</td>
</tr>
<tr>
<td>9</td>
<td>532.8</td>
<td>3599.6</td>
<td>17.600</td>
<td>16.810</td>
</tr>
<tr>
<td>10</td>
<td>1.189</td>
<td>0.717</td>
<td>1.784</td>
<td>0.288</td>
</tr>
<tr>
<td>11</td>
<td>4.688</td>
<td>3.159</td>
<td>2.373</td>
<td>1.702</td>
</tr>
<tr>
<td>12</td>
<td>96.131</td>
<td>76.468</td>
<td>42.336</td>
<td>29.539</td>
</tr>
<tr>
<td>13</td>
<td>4.024</td>
<td>3.455</td>
<td>1.478</td>
<td>1.054</td>
</tr>
</tbody>
</table>

average¹ | 5.56 | 3.18 | 3.57 | 2.81  

¹ excluding examples 8,9 and 12

Table 6: Comparison of the convergence (O. Gap) attained by each algorithm. The smallest gap obtained among the four algorithms is underlined. The average of the optimality gaps for each method is shown at the bottom.
Another important fact to point out, is the variation in the number of GBD cuts obtained through the different examples. In general, a number of around thousand GBD cuts is an reasonable number to consider in the algorithm. Above this number, the resolution of the master problem becomes fairly slow, and almost no further improvement in the lower bound is observed. Therefore, it is desired that the algorithm uses the best quality cuts in order to converge as early as possible. In [22] it was pointed out that the quality of the GBD cuts depends strongly in the compliance value. Thus, it is natural to expect that the better the solutions found, the less number of GBD cuts will be necessary for convergence of the GBD algorithm. Furthermore, we have chosen to compare the number of GBD-cuts, because it seems to be the most fair way to compare methods following different heuristic procedures in the context of the GBD algorithm. In fact, the best way to assess a heuristic procedure, is to determine the quality of the designs obtained by this procedure, in terms of objective value, and to count the number of candidate designs found by this heuristic. In this way, a heuristic providing for example 300 candidate designs to the GBD algorithm only could be compared in a fair way to the pure GBD algorithm, after the latter has reached 300 iterations since this can be considered as a different way of exploring this number of solutions. In this sense, heuristic procedures will most likely obtain the 300 candidate designs faster than the GBD algorithm, since the GBD algorithm needs to solve one MILP problem each time a new design is obtained. Besides that, the CPU time spent in solving the MILP is unpredictable, since it depends on the intrinsic combinatorial nature of each master problem.

Nevertheless, note that for small examples the use of any heuristic procedure may make the algorithm spend time in searching candidate designs and make the overall algorithm slow in comparison with the GBD algorithm alone (GBD-1). This situation is seen in example 4.1 (the case of four angle orientation candidates). For this example, the algorithm GBD-1 stopped right away after only 4 iterations, while the algorithm GBD-4 included 23 valid feasibility cuts. But this is nothing but the conclusion that for small problems, the use of heuristics is more likely to be unnecessary.

Another interesting remark is that none of the methods could treat satisfactory Examples 1, 8, 9 and 12. There could be many reasons for this fact. Since the algorithm has shown dependency in its performance according to the successful application of heuristics, we believe that for these examples, neither the algorithm, nor the heuristics were able to find good, or close to optimal designs. If another heuristic doing this job exists, then combined with the presented GBD algorithm, it will be able obtain the best possible estimation of global convergence gap possible for the GBD algorithm. Therefore we believe that in general, the GBD method, combined with other heuristic methods, will reach better results in terms of the quality of both the obtained solution and the ability to assess the global optimality gap in numerical examples.

11 Conclusion

We have demonstrated the combined use of continuous relaxations, large neighborhood search heuristics and global integer optimization using Generalized Benders' Decomposition (GBD) for the solution of static minimum compliance multimaterial topology optimization problems with an emphasis on layered composite structures. On basis of the statement of the original nonlinear non-convex mixed-integer optimization problem, we make reformulations allowing us to solve the problem using GBD. One of the reformulations is a convex continuous relaxation on nested form which can be solved to optimality in a reasonable amount of time using a standard nonlinear programming algorithm giving both a lower bound as well as important information about the optimal solution to the original integer problem. The solution to the continuous relaxation is used within a starting heuristic in the sense that we formulate a sub-MINLP in that did not obtain integer values in the continuous solution. This sub-MINLP is solved to optimality using GBD on a reduced problem and this solution is used to generate a good GBD cut in the global overall mixed-integer program. The idea of solving the reduced sub-MINLP is that the complexity of solving this problem is (hopefully) lower than solving the overall problem and by including the information obtained from its solution and the solution of the continuous relaxation, the convergence of the overall algorithm is increased compared to not including this information. Furthermore, we use a heuristic that uses a non-convex relaxation to generate cuts that lead to good, but not optimal solutions in a short amount of time. This information is also passed up to the global problem in order to speed up convergence.

The improvements in terms of the capability to solve larger problems compared to not using these heuristics are confirmed on a set of numerical examples where most instances are solved to global
optimality within a tolerance $< 3\%$. The results illustrate the combined effect of improving the lower as well as the upper bound. It is observed that improving one bound may also lead to faster improvement of the other bound.

The improvements obtained using the presented heuristics are a contribution to the ability to solve larger discrete structural optimization problems to proven global optimality. Using information from the continuous relaxation is well suited for problems where the continuous solution contains a non-negligible amount of integer-valued variables. This is often the case in structural optimization and thereby it is possible to obtain good roundings of continuous solutions.

To the authors’ knowledge, the use of the RENS heuristic within a GBD (GBD-RENS) framework has not been presented before and it is our belief that the approach may be used with success with GBD for other nonlinear mixed-integer problems as well. This question remains to be investigated further by attacking and solving broader classes of different problems from e.g. some of the standard test problems for MINLP. Furthermore the use of other heuristics that (in a cheap manner) generate good cuts for the overall GBD procedure could be interesting to pursue, especially in the realm of parallel processing where individual processes could work on different heuristics and sub-problems whose information can be passed back to the overall problem and thereby improve the overall algorithm.
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Abstract

This article considers the inclusion of local failure criteria in multi-material structural design problems, stated in a non-linear mixed 0-1 formulation. Our main goal is to formulate models and methods allowing us to solve the design problem to global optimality. The chosen method is the Generalized Benders’ Decomposition (GBD). The local failure criteria we consider are the maximum strain, the maximum stress, the Tsai-Hill, and the Tsai-Wu criteria. We reformulate the failure criteria, into a set of convex inequalities, forming a set of convex constraints. Including these reformulations on the design problem, we obtain a mixed 0−1 problem with convex continuous relaxation. We can therefore use the Generalized Benders’ Decomposition and/or the Outer Approximation approaches to construct an algorithm solving the design problem to global optimality. A customized GBD algorithm for this type of problems is proposed. A numerical example for fiber angle optimization is tested and solved to global optimality by use of the proposed algorithm.
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1 Introduction

We consider optimal design problems of composite laminated structures including local failure criteria. We aim to solve these problems to global optimality, and for this purpose, we use the Generalized Benders’ Decomposition (GBD) method (see [7, 12]). We understand for a composite structure, any structure composed of two or more different materials, where at least two different faces can be recognized. We use the term composite laminate when the faces in the structures are made of layers, where a layer can also be composed of several faces of different materials. The use of composite laminated structures has become more and more popular in the engineering field, and specially in the design of a large set of mechanical structures. It is specially important in the type of structures where the minimization of the weight is important, for manufacturing cost minimization. However, in most of the cases, for technical reasons, it is also important
to keep or maximize other global (or local) mechanical properties of the structure. The number of structures that are designed including composite materials has grown enormously in the last years, as a consequence of the development of new techniques for the manufacture of this type of structures. The mathematical model of composite laminated structures is done by the Finite Element Method (FEM). We are interested in the design of thin structures. Therefore, the FEM models we use in the numerical examples are shell element models (see [19]). With respect to the optimization modeling, we use the so called Discrete Material Optimization (DMO) approach (see [21]). Here, we consider a finite set of candidate materials, where each of them is specified by a distinct material properties $C_1, C_2, \ldots, C_n$. The design domain (the subdomain of the structure, where the material choice must be done) is discretized in a set of design subdomains or design elements. In each of these design elements, exactly one material must be chosen, out of the set of available candidate materials. This means that for each candidate material and for each design element, a $0-1$ variable is included in the optimization problem. The obtained optimization problems are non-linear mixed $0-1$ programs, which we will attack without changing their mixed $0-1$ nature. One of the advantages of the DMO approach is the fact that when the optimization problems arising from mixed $0-1$ problems are feasible, always posses an optimal solution, which is a global optimal solution. This is not the case in models where design variables are relaxed to the continuous space $[0,1]$. However, the optimization techniques available are not always able to find global solutions. In general, global optimization methods require convexity of the models, in order to be able to solve them efficiently. In this article, we aim to attack minimum compliance and minimum weight problems, where an additional local failure criterion is included in the design problem. In general, local failure criteria are mathematically modeled as nonconvex functions on the optimization variables. We are interested in the failure criteria that can be reformulated as convex functions on the design variables. Previously, [22] reformulated stress and displacement constraints as linear (therefore convex) $0-1$ constraints by the so called “Big M” reformulation, and solved a $0-1$ topology design problem by a branch-and-bound method. We aim to include in our optimization models polynomial failure criteria, as the maximum strain, the maximum stress, and the Tsai-Hill/Tsai-Wu criteria (see [11]). Similar “Big M” reformulations allow us to represent these failure criteria as a set of convex constraints. In order to solve the optimization problems obtained, we use the Generalized Benders’ Decomposition (see [7, 12]), a well–known method for mixed integer optimization. The method is based on splitting the original mixed integer problem in two simpler optimization problems. The first problem fixes the value of the integer variables and solve an optimization problem considering only the continuous variables. The second problem is a linear mixed integer problem considering only the integer variables of the original problem. The method iterates between these two problems, until it proves that the incumbent solution is a global optimal solution, with respect to a given numerical tolerance.

The article is organized as follows: Section 2 introduces the structural optimization problem with local failure criterion that is studied along this article. Section 3, presents briefly each of the local failure criteria studied in this article, and their reformulations as linear or convex set of constraints. Section 4 shows the reformulation of the equilibrium equations as a system of linear inequalities. Section 5 states the reformulated optimization models of the minimum compliance and minimum weight with local failure criteria. Section 6 presents the GBD strategy for solving the optimization models considered in this article. The statement of the general method for solving structural problems with local failure criteria by GBD is presented in Section 7. Then, the feasibility analysis for the studied failure criteria is presented in Section 9. Section 10 describes the numerical implementation.
of the method, while Section 11 presents a set of numerical examples for the considered problems. Finally, section 12 presents the conclusions, a final discussion and an outline of the future work.

2 Problem Statement

We consider a given design domain of a structure $\Omega_c \subset \mathbb{R}^2$ or $\Omega_c \subset \mathbb{R}^3$, with piece-wise differentiable boundary. After a design element discretization process, the design space consists in a set of $n$ design elements, where in each of them, a choice between $n^c$ (non–void) candidate materials has to be made. We suppose that each candidate material is related to a specific angle orientation with respecto to the global coordinate system of the structure. The situation can be easily generalized to the case where the candidate materials set is not necessarily the same for each design element. This arrangement allows us to consider for example a material candidate that may be included in two different angles, as two different candidate materials, making the mathematical modeling of the design problem easier to understand. For each of these candidate materials, a 0-1 variable is linked to its corresponding design element. Therefore, a design is specified by a vector $x$ on the design space $\{0,1\}^\tilde{n}$. We will use the double index notation $x_{ij} = x((j-1)\cdot n^c+i)$, $i \in \{1,\ldots,n^c\}$, $j \in \{1,\ldots,n\}$, to indicate the scalar design variable of the vector $x$ related to the design element $j$ and to the candidate material $i$. However, in some cases, we will use the double index notation to indicate the complete vector in $\mathbb{R}^n$, whenever the use of the indexes simplifies the understanding of the equations involved. The design problem we study consists in finding the optimal design $x^* \in \{0,1\}^\tilde{n}$ minimizing an objective function. In the context of Discrete Material Optimization (see [21]), any choice of a vector $x \in \{0,1\}^\tilde{n}$ represents a particular distribution of material in the structure. The governing equations are given by the equilibrium between the given external static forces $f_l \in \mathbb{R}^d$, $l = 1,\ldots,m$, and the corresponding deformation of the structure. The response of the structure to these loads is computed by the finite element method, which in the case of linear elasticity, is given by the equilibrium equations

$$K(x)u_l = f_l, \quad l = 1,\ldots,m,$$

where the matrix $K(x) \in \mathbb{R}^{d \times d}$ is the stiffness matrix related to the design $x$. In the case of multi-material design problems, we impose the condition of choosing exactly one candidate material for each design element. This condition is modeled by the set of constraints

$$\sum_{i=1}^{n^c} x_{ij} = 1, \quad j = 1,\ldots,n.$$

If we assume that condition (2) holds, then equations (1) possess a unique solution. This is a consequence of the positive definiteness of the stiffness matrix in this type of problems. It implies also the existence of the inverse of the stiffness matrix $K^{-1}(x)$. The solutions $u_l \in \mathbb{R}^d$, $l = 1,\ldots,m$ of (1) are the displacements of the structure under each load condition. $d$ represents the number of degrees of freedom in the structure induced by the finite element discretization, and $m$ is the number of external static load conditions. The first design problem studied in this article is the worse case minimum compliance problem, formulated as
minimize $\max_{1 \leq l \leq m} \{ f_l^T u_l \}$
subject to $K(x)u_l = f_l, \ l = 1, \ldots, m,$
$\rho^T x \leq M,$
$\sum_{i=1}^{n^e} x_{ij} = 1, \ j = 1, \ldots, n,$
$F(x, u_l) \leq 0, \ l = 1, \ldots, m,$
$x \in \{0, 1\}^\tilde{n},$ \hfill (3)

where $M > 0$ is the mass or weight limit for the design, and $\rho \in \mathbb{R}^\tilde{n}$ is the vector of material densities for each design variable. The function

$F : \mathbb{R}^\tilde{n} \times \mathbb{R}^d \rightarrow \mathbb{R}^q$
$F(x, u) \rightarrow (F_1((x, u), \ldots, F_q(x, u))$

represents the failure function, and $F_i : \mathbb{R}^\tilde{n} \times \mathbb{R}^d \rightarrow \mathbb{R}, i = 1 \ldots, q$ are the local components of the failure function. Thus, the constraint $F(x, u_l) \leq 0$ indicates the non failure condition for the external load $f_l.$ Problem (3) is a non-linear mixed 0–1 program. Of special importance is the continuous relaxation of a reformulation of the minimum compliance problem without local failure criteria, given by

minimize $\max_{1 \leq l \leq m} \{ f_l^T K(x)^{-1} f_l \}$
subject to $\rho^T x \leq M,$
$\sum_{i=1}^{n^e} x_{ij} = 1, \ j = 1, \ldots, n,$
$x \in [0, 1]^\tilde{n}.$ \hfill (4)

The second design problem studied in this article is the minimum weight problem, formulated as

minimize $\rho^T x$
subject to $K(x)u_l = f_l, \ l = 1, \ldots, m,$
$f_l^T u_l \leq C_l,$
$\sum_{i=1}^{n^e} x_{ij} = 1, \ j = 1, \ldots, n,$
$F(x, u_l) \leq 0, \ l = 1, \ldots, m,$
$x \in \{0, 1\}^\tilde{n},$ \hfill (5)

where $C_l > 0$ is the compliance limit for the design. Problem (5) is again a non-linear mixed 0–1 program. Of special importance is the continuous relaxation of a reformulation of the minimum weight problem without local failure criteria, given by

minimize $\rho^T x$
subject to $f_l^T K(x)^{-1} f_l \leq C_l,$
$\sum_{i=1}^{n^e} x_{ij} = 1, \ j = 1, \ldots, n,$
$x \in [0, 1]^\tilde{n}.$ \hfill (6)
2.1 Assumptions

(A-1) The stiffness matrix $K(x)$ is symmetric, linear in $x$, and positive definite for all $x \in \{0, 1\}^\tilde{n}$. The matrix $K(x)$ is given by

$$K(x) = \sum_{i,j} x_{ij} K_{ij},$$

where $K_{ij} \in \mathbb{R}^{d \times d}$ is the symmetric positive semi definite element stiffness matrix for the $j$-th design element and the $i$-th design candidate material. $K_{ij}$ is given explicitly by

$$K_{ij} = B_j C'_i B_j^T,$$

where $B_j$ is the local strain-displacement matrix related to the design element $j$, $C'_i$ is the non null symmetric and semi-positive definite strain-stress matrix for the candidate material $i$ in the global coordinate system. This means that

$$C'_i = \Theta_i C_i \Theta_i^T,$$

with $C_i$ the strain-stress matrix in principal material coordinate system, and $\Theta_i$ is the rotation matrix for the candidate material $i$ between the material coordinate system (system $1-2$) and the global coordinate system (system $x-y$). For further details, see [11].

(A-2) The mass limit, $M$ satisfies $0 < M < \sum_{j=1}^n \max_i \{\rho_{ij}\}$, where $\rho_{ij} \geq 0 \ \forall \ i, j$.

(A-3) Each of the loads $f_1, \ldots, f_m$ is non null, i.e., $f_l \in \mathbb{R}^d \ \{0\}, \forall l = 1, \ldots, m$.

(A-4) For all load cases, the corresponding displacements are bounded, i.e., there exists bounds $u_l^{\min}, u_l^{\max} \in \mathbb{R}^d$, such that $u_l^{\min} \leq u_l \leq u_l^{\max}$.

(A-5) The structures are deformed under the given load conditions, in a plane stress state.

(A-6) The failure function $F(x, u)$ is a continuous function.

(A-7) For each design element, there is a unique set of candidate materials, composed of $n^c$ candidate materials. This assumption sets the number of design variables of the design problem to $\tilde{n} = n \cdot n^c$. This assumption makes the modeling and notation much simpler, but in practice it is not necessary.

3 Convex Formulation of Failure Criteria

In this section, we make a brief study of the mathematical properties of some relevant failure functions, which could be used for modeling multi-material design problems. In particular, we investigate the reformulation of the maximum strain, maximum stress, Tsai-Hill and Tsai-Wu failure criteria (see [11], [23]), into convex inequalities. These reformulations allow us to formulate relevant optimization design problems, which can be solved theoretically to global optimality.
3.1 The Max Strain Criterion

The maximum strain criterion is one of the simplest existing failure criteria (for a short physical explanation, see [11]). It is given by the condition

$$\left\| \epsilon_{i,l}(\omega) \right\|_{\infty} \leq \epsilon_{\text{max}}, \quad l = 1, \ldots, m, \ \omega \in \Omega_c, i = 1, \ldots, n^c,$$

(9)

where $\epsilon_{i,l}(\omega) \in \mathbb{R}^3 = (\epsilon_{11,i,l}, \epsilon_{22,i,l}, \epsilon_{12,i,l})^T$ represents the strain vector related to the load condition $l$, if the candidate material $i$ is chosen at $\omega \in \Omega_c$. The strain vector must be measured in the corresponding material coordinate system, since $\epsilon_{\text{max}} \in \mathbb{R}$ is the limit value for the inf-norm of the strain tensor in the material coordinate system of the candidate material $i$. In general the maximum strain criterion corresponds to a non linear failure constraint in the strain. It can be easily reformulated as a linear failure criterion on the strain

$$\epsilon_{i,l}(\omega) \leq \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, \ \omega \in \Omega_c, i = 1, \ldots, n^c,$$

(10)

$$-\epsilon_{i,l}(\omega) \leq \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, \ \omega \in \Omega_c, i = 1, \ldots, n^c.$$

The strain limits can be different for each component of the strain vector, and they could also be material dependent. In this case, the limit value $\epsilon_{\text{max}} \in \mathbb{R}$ must be replaced by a material dependent strain limit vector $\epsilon_{\text{max},i} \in \mathbb{R}^3$, depending on the material chosen. In this case, the max strain failure criterion is modeled as

$$\epsilon_{i,l}(\omega) \leq \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, \ \text{if material } i \text{ is chosen at } \omega,$$

(11)

$$-\epsilon_{i,l}(\omega) \leq \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, \ \text{if material } i \text{ is chosen at } \omega.$$

We can even generalize to the case where the strain limits are different in tension and in compression states. After the discretization of the design space, the non failure condition (11) is written as

$$\sum_{i=1}^{n^c} x_{ij} \epsilon_{ijl} \leq \sum_{i=1}^{n^c} x_{ij} \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, j = 1, \ldots, n,$$

(12)

$$-\sum_{i=1}^{n^c} x_{ij} \epsilon_{ijl} \leq -\sum_{i=1}^{n^c} x_{ij} \epsilon_{\text{max},i}, \quad l = 1, \ldots, m, j = 1, \ldots, n,$$

where $\epsilon_{ijl} = \epsilon_{i,l}(\omega_j)$, with $\omega_j$ being an evaluation point related to the $j$-th design element. We are allowed to model the strains and strengths as linear sums over the set of candidate materials, because in our original design problem (3), the selection constraint force the optimization program to choose only one candidate from the candidate material set. The strain vector $\epsilon_{ijl}$ in the material coordinates system is related to the strain vector $\epsilon_{xy}^{jl}$ in the global coordinates system by the introduction of the orientation rotation matrix $\Theta_i$ (related to the candidate material $i$, see [11]) as

$$\epsilon_{ijl} = \Theta_i^T \epsilon_{xy}^{jl}.$$

In addition, we suppose that the strains $\epsilon_{xy}^{jl}, \ j = 1, \ldots, n$, can be represented as a linear function in the displacements (see, for example [19], pp. 88, pp. 115)

$$\epsilon_{xy}^{jl} = B_j^T u_l$$

$$\epsilon_{ijl} = \Theta_i^T B_j^T u_l,$$

where $B_j \in \mathbb{R}^{d \times q}, \ j = 1, \ldots, n$ are the local strain-displacement matrices, and $q$ is the size of the strain vector. For plane stress states, $q = 3$. 
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As a general assumption, we consider that the strains can be represented as bilinear functions in the design variable and displacements (see, for example [19], pp. 115, pp. 230) as

\[ \epsilon_{ij} = \sum_{i=1}^{n_c} x_{ij} \Theta_{i} B_{ij}^T u_l. \] (13)

We obtain the following representation of the maximum strain failure criterion

\[
\begin{align*}
\sum_{i=1}^{n_c} x_{ij} \Theta_{i} B_{ij}^T u_l &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m \\
- \sum_{i=1}^{n_c} x_{ij} \Theta_{i} B_{ij}^T u_l &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m,
\end{align*}
\] (14)

which is a set of local bilinear constraints (at the design element level) on the design variable \( x \) and the displacement field \( u \). The constraints in (14) are non-convex, but they can be reformulated as a set of linear constraints. We introduce some extra continuous variables \( d_{ijl} \), \( \forall i, j, l \), and reformulate (14) as

\[
\begin{align*}
\sum_{i=1}^{n_c} d_{ijl} &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad \forall j, k, \\
- \sum_{i=1}^{n_c} d_{ijl} &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad \forall j, k, \\
d_{ijl} &= x_{ij} \Theta_{i} B_{ij}^T u_l, \quad \forall i, j, k,
\end{align*}
\]

and we use the following result stated and proven in [22].

**Proposition 1.** Let \( b \in \mathbb{R}^d, u_{\text{min}}, u_{\text{max}} \in \mathbb{R}^d \) be given constants and let \( \mathcal{M} = \{(x, u, s) \in \{0, 1\} \times \mathbb{R}^d \times \mathbb{R} : u_{\text{min}} \leq u \leq u_{\text{max}}\} \). Further, let the constant numbers \( d_{\text{min}} \) and \( d_{\text{max}} \) be given by

\[
\begin{align*}
d_{\text{min}} &= \min_b \{b^T u | u_{\text{min}} \leq u \leq u_{\text{max}}\} = \sum_{i:b_i>0} b_i u_{i_{\text{min}}} + \sum_{i:b_i<0} b_i u_{i_{\text{max}}} \\
d_{\text{max}} &= \max_b \{b^T u | u_{\text{min}} \leq u \leq u_{\text{max}}\} = \sum_{i:b_i>0} b_i u_{i_{\text{min}}} + \sum_{i:b_i<0} b_i u_{i_{\text{max}}}.
\end{align*}
\]

Then, \((x, u, s) \in \mathcal{M}\) satisfies the non-linear equation

\[ s = xb^T u, \]

if and only if \((x, u, s)\) satisfies the following four linear inequalities:

\[
\begin{align*}
 x_{ij} d_{ijl_{\text{min}}} &\leq d_{ijl} \leq x_{ij} d_{ijl_{\text{max}}}, \\
(1-x_{ij}) d_{ijl_{\text{min}}} &\leq d_{ijl} \leq (1-x_{ij}) d_{ijl_{\text{max}}},
\end{align*}
\]

Applying Proposition 1 to reformulate the failure condition (3.1), to reformulate it as a set of convex inequalities, we obtain the following set of linear inequalities.

\[
\begin{align*}
\sum_{i=1}^{n_c} d_{ijl} &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad \forall j, k, \\
- \sum_{i=1}^{n_c} d_{ijl} &\leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max}, i}, \quad \forall j, k, \\
x_{ij} d_{ijl_{\text{min}}} &\leq d_{ijl} \leq x_{ij} d_{ijl_{\text{max}}}, \quad \forall i, j, k, \\
(1-x_{ij}) d_{ijl_{\text{min}}} &\leq \Theta_{i} B_{ij}^T u_l - d_{ijl} \leq (1-x_{ij}) d_{ijl_{\text{max}}}, \quad \forall i, j, k,
\end{align*}
\]

where the constant coefficients \( d_{ijl_{\text{min}}}, d_{ijl_{\text{max}}} \) are given by
\[ d_{ijl}^{\text{min}} = \min_{u_l} \{ \Theta_i B_j^T u_l | u_l^{\text{min}} \leq u_l \leq u_l^{\text{max}} \}, \]
\[ d_{ijl}^{\text{max}} = \max_{u_l} \{ \Theta_i B_j^T u_l | u_l^{\text{min}} \leq u_l \leq u_l^{\text{max}} \}, \]

and \( u_l^{\text{min}}, u_l^{\text{max}} \) are valid bounds for the displacement field \( u_l \). The resulting non failure condition (15) is a set of linear inequalities in the \((x, u, d)\)-space, and we can use it for formulating an optimization problem.

### 3.2 The Max Stress Criterion

The maximum stress criterion is given by the condition
\[ \| \sigma_l(w) \|_{\infty} \leq \sigma_{\text{max}}, \quad l = 1, \ldots, m, \quad w \in \Omega_c, \quad \tag{17} \]
where \( \sigma_l \in \mathbb{R}^3 = (\sigma_{11,l}, \sigma_{22,l}, \sigma_{12,l})^T \) represents the stress vector related to the load condition \( l \). (17) is a non convex failure criteria on the stress. Here, \( \sigma_{\text{max}} \in \mathbb{R}_+ \) is the upper limit value for the inf-norm of the stress tensor. We generalize to the case where different limits are imposed depending on which material is chosen (introducing the vector of maximum allowed stresses \( \sigma_{\text{max},i} \in \mathbb{R}^3 \)). Besides, a finite element discretization is included, and the maximum stress failure criterion is represented as the condition
\[ \sigma_{jl} \leq \sum_{i=1}^{n_c} C_i x_{ij} \sigma_{\text{max},i}, \quad l = 1, \ldots, m, \quad j = 1, \ldots, n, \]
\[ -\sigma_{jl} \leq \sum_{i=1}^{n_c} C_i x_{ij} \sigma_{\text{max},i}, \quad l = 1, \ldots, m, \quad j = 1, \ldots, n. \quad \tag{18} \]

As a general assumption, we consider that the stresses can be represented as a bilinear function in the design variable and displacements (see, for example [19], pp. 115, pp. 230) as
\[ \sigma_{jl} = \sum_i C_i x_{ij} \Theta_i B_j^T u_l, \quad \tag{19} \]
where \( C_i \in \mathbb{R}^{3 \times 3} \) is the given strain-displacement matrix for the candidate material \( i \). We obtain the following equivalent representation
\[ \sum_{i=1}^{n_c} C_i x_{ij} \Theta_i B_j^T u_l \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m \]
\[ -\sum_{i=1}^{n_c} C_i x_{ij} \Theta_i B_j^T u_l \leq -\sum_{i=1}^{n_c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m, \quad \tag{20} \]
which is a set of local bilinear constraints (at the design element level) on the design variable \( x \) and the displacement field \( u_l \). The constraints in (17) are non convex, but they can be reformulated as a set of linear constraints. We introduce some extra continuous variables \( d_{ijl}, \forall \ i,j,l \), and reformulate (20) as
\[ \sum_{i=1}^{n_c} C_i d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\text{max},i}, \quad \forall j, k, \]
\[ -\sum_{i=1}^{n_c} C_i d_{ijl} \leq -\sum_{i=1}^{n_c} x_{ij} \sigma_{\text{max},i}, \quad \forall j, k, \]
\[ d_{ijl} = x_{ij} \Theta_i B_j^T u_l, \quad \forall i, j, k, \quad \tag{21} \]
Applying Proposition 1 to Condition (21), we can reformulate it as a set of convex inequalities, we obtain the following set of linear inequalities.
\begin{align*}
\sum_{i=1}^{n^c} C_i d_{ijl} & \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\max,i}, & \forall j, k, \\
- \sum_{i=1}^{n^c} C_i d_{ijl} & \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\max,i}, & \forall j, k, \\
x_{ij} d_{ijl} & \leq d_{ijl} \leq x_{ij} d_{ijl}^{\max}, & \forall i, j, k, \\
(1 - x_{ij}) d_{ijl} & \leq \Theta_i B_j u_l - d_{ijl} \leq (1 - x_{ij}) d_{ijl}^{\max}, & \forall i, j, k, \\
\end{align*}

(22)

where the constant coefficients \(d_{ijl}^{\min}, d_{ijl}^{\max}\) are given by (16), and \(u_l^{\min}, u_l^{\max}\) are valid bounds for the displacement field \(u_l\). The resulting non failure condition (22) is a set of linear inequalities in the \((x, u, d)\)-space, and we can use it for formulating an optimization problem.

### 3.3 Reformulation of the Tsai Hill Failure Criteria

We start by formulating the Tsai-Hill failure criterion (see [11], [23]) for orthotropic materials:

\[
F_{11} \sigma_1^2 + F_{22} \sigma_2^2 + F_{66} \sigma_3^2 - 2F_{12} \sigma_1 \sigma_2 - 2F_{13} \sigma_1 \sigma_3 \\
- 2F_{23} \sigma_2 \sigma_3 + 2F_{44} \sigma_2^2 + 2F_{55} \sigma_3^2 + 2F_{66} \sigma_6^2 \leq 1,
\]

(23)

for the failure strength parameters \(F_{ij}\). Criterion (23) applies to each of the load conditions. Considering assumption (A-5), i.e., considering that the structure deforms in a plane stress state (this is a reasonable assumption for laminated shell structures). By taking this into account, (23) is reduced to

\[
F_{11} \sigma_1^2 - 2F_{12} \sigma_1 \sigma_2 + F_{22} \sigma_2^2 + F_{66} \sigma_6^2 \leq 1.
\]

In particular, this failure criterion can be written as a matrix equation

\[
\sigma^T \mathcal{H} \sigma \leq 1,
\]

(24)

where \(\mathcal{H}\) and \(\sigma\) are given by

\[
\mathcal{H} = \begin{pmatrix}
F_{11} & F_{12} & 0 \\
F_{12} & F_{22} & 0 \\
0 & 0 & F_{66}
\end{pmatrix}, \quad \sigma = \begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_6
\end{pmatrix}.
\]

(25)

Notice that the matrix \(\mathcal{H}\) is symmetric and positive semi-definite if \(F_{22} - \frac{F_{12}}{F_{11}} \leq 0\). This assumption is also reasonable, and some authors, such as [13], even proposed to set \(F_{12} = 0\) in their models. Therefore, we included as an additional assumption to our framework, the following statement.

(A-8) The failure coefficients \(F_{11}, F_{22}, F_{12}\), satisfy \(F_{22} - \frac{F_{12}}{F_{11}} \leq 0\).

Thus, in the case where \(\mathcal{H}\) positive semidefinite, this matrix can be factorized, by the Choleski decomposition, as the product

\[
\mathcal{H} = \mathcal{L}^T \mathcal{L},
\]

with \(\mathcal{L}\) the upper triangular matrix given by

\[
\mathcal{L} = \begin{pmatrix}
\sqrt{F_{11}} & \frac{F_{12}}{\sqrt{F_{11}}} & 0 \\
0 & \sqrt{F_{22} - \frac{F_{12}}{F_{11}}} & 0 \\
0 & 0 & \sqrt{F_{66}}
\end{pmatrix}.
\]

(26)
Then, it follows that the non failure condition for the Tsai-Hill criterion can be written as a quadratic function in the auxiliary variable \( s \in \mathbb{R}^3 \)

\[
s^T s \leq 1, \quad (27)
\]

where \( s = \mathcal{L} \sigma \). After the discretization in design elements, and the inclusion of the set of design variables \( x_{ij}, \ i = 1, \ldots, n^e, \ j = 1, \ldots, n \), the vector of discrete stresses \( \sigma = \{\sigma_{ijl}\} \in \mathbb{R}^{3n} \)

\[
\sigma_{ijl} = C_i x_{ij} \Theta_i B_j^T u_l
\]
is introduced. Therefore, the discretization of the non failure condition (24), considering the load conditions \( f_1, \ldots, f_m \), becomes

\[
\sum_{i=1}^{n^e} \sigma_{ijl}^T \mathcal{H} \sigma_{ijl} \leq 1, \quad j = 1, \ldots, n, \ l = 1, \ldots, m.
\]

Then, after the inclusion of the discretized variables \( \{s_{ijl}\} \in \mathbb{R}^3, s_{ijl} = \mathcal{L} \sigma_{ijl}, \) the condition (27) becomes

\[
\sum_{i=1}^{n^e} s_{ijl}^T s_{ijl} \leq 1, \quad j = 1, \ldots, n, \ l = 1, \ldots, m. \quad (28)
\]

Then, by using the bilinear representation of the stresses (19), the non failure condition (28) can be explicitly related to the design variable \( x = \{x_{ij}\} \)

\[
\sum_{i=1}^{n^e} s_{ijl}^T s_{ijl} \leq 1, \quad j = 1, \ldots, n, \ l = 1, \ldots, m,
\]

where \( B_{ij} \in \mathbb{R}^{d \times 3} \), for all \( i, j \), are given by

\[
B_{ij} = B_j \Theta_i^T C_i^T \mathcal{L}^T. \quad (30)
\]

It follows that (29) is a system of non convex functions representing the Tsai-Hill failure criterion on the \((x, u, s)\)-space. It can be reformulated as a quadratic function of the displacement fields \( u_l \) in local coordinates

\[
F_{jl}^{sh}(x, u_l) = u_l^T W_j(x) u_l \leq 1, \quad j = 1, \ldots, n, \ l = 1, \ldots, m,
\]

where \( W_j(x) \in \mathbb{R}^{d \times d} \) is the failure matrix related to the \( j \)-th design element. It is given as

\[
W_j(x) = \sum_{i=1}^{n^e} x_{ij} W_{ij}
\]

and \( W_{ij} \in \mathbb{R}^{d \times d} \) specifies the failure matrix for the \( j \)-th design element and the \( i \)-th candidate material

\[
W_{ij} = \left(C_i \Theta_i B_j^T\right)^T \mathcal{H} C_i \Theta_i B_j^T.
\]

The function \( F_{jl}^{sh}(x, u_l) \) is a 3rd degree polynomial in \((x, u_l)\). It is a non convex inequality and therefore, methods for convex optimization will not provide satisfactory solutions in terms of guaranteeing global solutions. To fix this problem, we use Proposition 1 to
reformulate (29) as a set of convex inequalities. Namely, after the reformulation, (29) becomes
\[ \sum_{i=1}^{n^c} s_{ijl}^T s_{ijl} \leq 1, \quad \forall j, k, \]  
(33)
\[ x_{ijl} s_{ijl}^\text{min} \leq s_{ijl} \leq x_{ijl} s_{ijl}^\text{max}, \quad \forall i, j, k, \]
\[ (1 - x_{ijl}) s_{ijl}^\text{min} \leq B_{ijl}^T u_l - s_{ijl} \leq (1 - x_{ijl}) s_{ijl}^\text{max}, \quad \forall i, j, k, \]
where the constant coefficients \( s_{ijl}^\text{min}, s_{ijl}^\text{max} \) are given by
\[ s_{ijl}^\text{min} = \min_{u_l} \{ B_{ijl}^T u_l | u_l^\text{min} \leq u_l \leq u_l^\text{max} \}, \]
\[ s_{ijl}^\text{max} = \max_{u_l} \{ B_{ijl}^T u_l | u_l^\text{min} \leq u_l \leq u_l^\text{max} \}, \]
and \( u_l^\text{min}, u_l^\text{max} \) are valid bounds for the displacement field \( u_l \).

3.4 Reformulation of the Tsai-Wu Failure Criteria

The Tsai-Wu Failure criterion for orthotropic materials is given by
\[ \sum_{i,j=1}^{6} F_{i} \sigma_{i} + F_{ij} \sigma_{i} \sigma_{j} \leq 1, \]
where \( F_{i}, F_{ij} \) are strength tensors of the second and forth rank, respectively (see [11]). Under a plane stress assumption, the Tsai-Wu criterion becomes
\[ F_{1} \sigma_{1} + F_{2} \sigma_{2} + F_{6} \sigma_{6} + F_{11} \sigma_{11} + F_{22} \sigma_{22} + F_{66} \sigma_{6}^2 + 2F_{12} \sigma_{1} \sigma_{2} \leq 1. \]  
(35)
In particular, this failure criterion can be written as a matrix equation
\[ \sigma^T H \sigma + h^T \sigma \leq 1, \]  
(36)
where \( H \) is given by (25), and \( h \) are given by
\[ h = \begin{pmatrix} F_{1} \\ F_{2} \\ F_{6} \end{pmatrix}. \]

Then, by using the stress-displacement relationship given by (19), It follows that the Tsai-Wu failure criterion can be expressed as a quadratic function of the displacement field \( u_l \) in local coordinates
\[ F_{jl}^{sw}(x, u_l) = u_l^T W_j(x) u_l + w_j(x) u_l \leq 1, \quad j = 1, \ldots n, \quad l = 1, \ldots, m \]  
(37)
where \( W_j(x) \in \mathbb{R}^{d \times d} \) is given by (32), and \( w_j(x) \) are the vectors given by
\[ w_j(x) = \sum_{i=1}^{n^c} x_{ij} h^T C_i \Theta_i B_j^T. \]

First, introducing new variables \( s_{ijl}, \eta_{ijl}, i = 1, \ldots n^c, j = 1, \ldots, n, l = 1, \ldots, m, \) the Tsai-Wu failure criterion (36) can be written as
\[ \sum_{i=1}^{n^c} s_{ijl}^T s_{ijl} + \eta_{ijl} \leq 1, \quad \forall j, l, \]
\[ s_{ijl} = x_{ij} B_j^T u_l, \quad \forall i, j, k, \]
\[ \eta_{ijl} = x_{ij} h^T C_i \Theta_i B_j^T u_l, \quad \forall i, j, k. \]  
(38)
Thus, using Proposition 1, we can reformulate the Tsai-Wu failure criterion into the following set of convex inequalities:

\[
\begin{align*}
   & x_{ij} s_{ijl}^{\min} \leq s_{ijl} \leq x_{ij} s_{ijl}^{\max}, \quad \forall i, j, k, \\
   & (1 - x_{ij}) s_{ijl}^{\min} \leq B^T_{ij} u_l - s_{ijl} \leq (1 - x_{ij}) s_{ijl}^{\max}, \quad \forall i, j, k, \\
   & x_{ij} \eta_{ijl}^{\min} \leq \eta_{ijl} \leq x_{ij} \eta_{ijl}^{\max}, \quad \forall i, j, k, \\
   & (1 - x_{ij}) \eta_{ijl}^{\min} \leq h^T C_i \Theta_j B^T_{ij} u_l - \eta_{ijl} \leq (1 - x_{ij}) \eta_{ijl}^{\max}, \quad \forall i, j, k,
\end{align*}
\]

where the constant coefficients \(s_{ijl}^{\min}, s_{ijl}^{\max}\) are given by (34), while \(\eta_{ijl}^{\min}, \eta_{ijl}^{\max}\) are given by

\[
\begin{align*}
   \eta_{ijl}^{\min} &= \min_{u_l} \{ h^T C_i \Theta_j B^T_{ij} u_l | u_l^{\min} \leq u_l \leq u_l^{\max} \}, \quad \forall i, j, k, \\
   \eta_{ijl}^{\max} &= \max_{u_l} \{ h^T C_i \Theta_j B^T_{ij} u_l | u_l^{\min} \leq u_l \leq u_l^{\max} \}, \quad \forall i, j, k.
\end{align*}
\]

4 Reformulation of the Equilibrium Equations

The equilibrium equations (1), with stiffness matrix \(K(x)\) given by (7), are bilinear equality constraints in the design variable \(x\) and displacement fields \(u_l, l = 1, \ldots, m\). They are therefore, a set of non convex constraints. This situation can be solved by using the linear reformulation based on Proposition 1. First we introduce the additional variables \(r_l = \{r_{ijl}\} \in \mathbb{R}^n, l = 1, \ldots, m\), given by

\[
r_{ijl} = x_{ij} C_i \Theta_j B^T_{ij} u_l,
\]

so the equilibrium equations can be rewritten as the system

\[
\begin{align*}
   & Br_l = f_l, \quad l = 1, \ldots, m, \\
   & r_l = \{r_{ijl}\} = \{x_{ij} C_i \Theta_j B^T_{ij} u_l\} = \{r_{ijl}\}, \quad l = 1, \ldots, m.
\end{align*}
\]

Here, the matrix \(B \in \mathbb{R}^{d \times nq}\) given by \(B = [B_1, \ldots, B_n]\), with \(B_j \in \mathbb{R}^{d \times q}\) the strain-displacement matrix for the finite element \(j\). Equations (41) represent still a non convex system of equations. By using Proposition 1, we expect to obtain a linear system of inequalities. This reformulation was already presented in [22] for discrete topology optimization problems. By doing this, the equilibrium equations (1) are reformulated as

\[
\begin{align*}
   & Br_l = f_l, \quad \forall l, \\
   & -x_{ij} r_{ijl}^{\max} + r_{ijl} \leq 0, \quad \forall i, j, k, \\
   & x_{ij} r_{ijl}^{\min} - r_{ijl} \leq 0, \quad \forall i, j, k, \\
   & -C_i \Theta_j B^T_{ij} u_l - x_{ij} r_{ijl}^{\min} + r_{ijl} \leq -r_{ijl}^{\min}, \quad \forall i, j, k, \\
   & C_i \Theta_j B^T_{ij} u_l + x_{ij} r_{ijl}^{\max} - r_{ijl} \leq r_{ijl}^{\max}, \quad \forall i, j, k,
\end{align*}
\]

where \(r_{ijl}^{\min}, r_{ijl}^{\max}\) are given by

\[
\begin{align*}
   & r_{ijl}^{\min} = \min_{u_l} \{ C_i \Theta_j B^T_{ij} u_l | u_l^{\min} \leq u_l \leq u_l^{\max} \}, \quad \forall i, j, k, \\
   & r_{ijl}^{\max} = \max_{u_l} \{ C_i \Theta_j B^T_{ij} u_l | u_l^{\min} \leq u_l \leq u_l^{\max} \}, \quad \forall i, j, k.
\end{align*}
\]

The reformulated equilibrium equations (42) is a linear \(0 - 1\) system. For numerical implementations where linearity is desired, it can replace the original equilibrium equations (1). For notation simplicity, the linear reformulated version of the equilibrium equations (42) will be displayed in a condensed matrix form.
$$Br_l = f_l, \quad A(r_{\min}, r_{\max})(x, u_l, r)^T \leq 0, \quad \forall l.$$ 

5 Reformulation of the Design Problem

In this section, we present reformulations of the minimum compliance problem (3) and the minimum weight problem (5), considering different local failure criteria, namely, the maximum strain, the maximum stress, the Tsai-Hill and the Tsai-Wu criteria.

5.1 Minimum Compliance, Max Strain Criterion

The minimum compliance problem (3), considering the maximum strain criterion (9), is reformulated as a linear mixed $0-1$ problem as

$$\begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} \{ f_l^T u_l \} \\
\text{subject to} & \quad Br_l = f_l, \quad l = 1, \ldots, m, \\
& \quad A(r_{\min}, r_{\max})(x, u_l, r)^T \leq 0, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\max,i}, \quad \forall j, k, \\
& \quad -\sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\max,i}, \quad \forall j, k, \\
& \quad x_{ij} \theta_{\min,jl} \leq d_{ijl} \leq x_{ij} \theta_{\max,jl}, \quad \forall i, j, k, \\
& \quad (1 - x_{ij}) \theta_{\min,jl} \leq \Theta_i B_j^T u_l - d_{ijl}, \quad \forall i, j, k, \\
& \quad \Theta_i B_j^T u_l - d_{ijl} \leq (1 - x_{ij}) \theta_{\max,jl}, \quad \forall i, j, k, \\
& \quad \sum_{i=1}^{n_c} x_{ij} = 1, \quad \forall j, \\
& \quad x \in \{0,1\}^n,
\end{align*}$$

with $\theta_{\min,jl}, \theta_{\max,jl}$ given by (16). Because of its linear $0-1$ integer nature, it can be attacked by any method for linear mixed integer optimization, and be solved directly by some commercial software. It could also be attacked by the Benders’ Decomposition method (see [3]). The draw–back of this formulation is the inclusion of a large number of variables ($r$ and $d$), and the large number of constraints. This problem can also be reformulated as a problem with convex continuous relaxation, considering the maximum strain criterion (14), reformulated to a convex system of constraints (15), and the reformulation of the
equilibrium equations (1), given by the equations (42), as

\[ \begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} \{ f_l^T K(x)^{-1} f_l \} \\
\text{subject to} & \quad B r_l = f_l, \quad l = 1, \ldots, m, \\
& \quad A(\mathbf{r}_{\min}, \mathbf{r}_{\max})(x, u_l, r_l)^T \leq 0, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\max, i}, \quad \forall j, k, \\
& \quad \sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\max, i}, \quad \forall j, k, \\
& \quad x_{ij} d_{\min}^{ijl} \leq d_{ijl} \leq x_{ij} d_{\max}^{ijl}, \quad \forall i, j, k, \\
& \quad (1 - x_{ij}) d_{\min}^{ijl} \leq \Theta_i B_j^T u_l - d_{ijl} \leq (1 - x_{ij}) d_{\max}^{ijl}, \quad \forall i, j, k, \\
& \quad \sum_{i=1}^{n_c} x_{ij} = 1, \quad \forall j, \\
& \quad x \in \{0, 1\}^{\tilde{n}},
\end{align*} \]

Problem (45) is a non linear mixed 0–1 problem having a convex continuous relaxation. Therefore, it can be attacked by the proposed GBD method, or any method for linear mixed 0–1 optimization. The drawback of this formulation is the inclusion of the extra variables \( r \), and the large number of constraints.

### 5.2 Minimum Compliance, Max Stress Criterion

The minimum compliance problem (3), considering the maximum stress criterion (17), is reformulated as a linear mixed 0–1 problem as

\[ \begin{align*}
\text{minimize} & \quad \max_{1 \leq l \leq m} \{ f_l^T u_l \} \\
\text{subject to} & \quad B r_l = f_l, \quad l = 1, \ldots, m, \\
& \quad A(\mathbf{r}_{\min}, \mathbf{r}_{\max})(x, u_l, r_l)^T \leq 0, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n_c} C_i d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\max, i}, \quad \forall j, k, \\
& \quad \sum_{i=1}^{n_c} C_i d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \sigma_{\max, i}, \quad \forall j, k, \\
& \quad x_{ij} d_{\min}^{ijl} \leq d_{ijl} \leq x_{ij} d_{\max}^{ijl}, \quad \forall i, j, k, \\
& \quad (1 - x_{ij}) d_{\min}^{ijl} \leq \Theta_i B_j^T u_l - d_{ijl} \leq (1 - x_{ij}) d_{\max}^{ijl}, \quad \forall i, j, k, \\
& \quad \sum_{i=1}^{n_c} x_{ij} = 1, \quad \forall j, \\
& \quad x \in \{0, 1\}^{\tilde{n}},
\end{align*} \]

with \( d_{\min}^{ijl}, d_{\max}^{ijl} \) given by (16). Because of its linear 0–1 integer nature, it can be attacked by any method for linear mixed integer optimization, and be solved directly by some commercial software. It could also be attacked by the Benders’ Decomposition method (see [3]). The drawback of this formulation is, as in the case of the max strain criteria, the inclusion of a large number of variables \( r \) and \( d \), and the large number of constraints. This problem can also be reformulated as a problem with convex continuous relaxation. Such a formulation is given by
\[
\text{minimize} \quad \max_{1 \leq l \leq m} \{ f_l^T K(x)^{-1} f_l \}
\]

subject to
\[
\begin{align*}
Br_l &= f_l, \quad l = 1, \ldots, m, \\
A(r_{\text{min}}, r_{\text{max}})(x, u_l, r_l)^T &\leq 0, \quad l = 1, \ldots, m, \\
\rho^T x &\leq M, \\
\sum_{i=1}^{n'_c} C_i d_{ijl} &\leq \sum_{i=1}^{n'_c} x_{ij} \sigma_{\text{max},i}, \quad \forall j,l, \\
-x_{ij} s_{ijl}^{\text{min}} &\leq s_{ijl} - s_{ijl} \leq 0, \quad \forall i,j,k, \\
-x_{ij} s_{ijl}^{\text{min}} &- B_{ij}^T u_l + s_{ijl} \leq -s_{ijl}^{\text{min}}, \quad \forall i,j,k, \\
B_{ij}^T u_l + x_{ij} s_{ijl}^{\text{max}} - s_{ijl} &\leq s_{ijl}^{\text{max}}, \quad \forall i,j,k, \\
\sum_{i=1}^{n'_c} x_{ij} &= 1, \quad \forall j, \\
x &\in \{0,1\}^{\tilde{n}},
\end{align*}
\]

In this last reformulation, the compliance is represented as a function on the design variables (see [4]). Problem (47) is a non linear mixed integer optimization problem with convex continuous relaxation. This problem can be attacked by any method for non linear mixed integer optimization.

### 5.3 Minimum Compliance, Tsai-Hill Criterion

The minimum compliance problem (3) considering the Tsai-Hill failure criterion (24), is reformulated as a problem with convex continuous relaxation, by using the convex formulation of the Tsai-Hill criterion, represented by equations (33) and (34). The existence of a convex continuous relaxation of the Tsai-Hill criterion is justified on the assumption (A-7), stated in section 3.3: The failure coefficients $F_{11}, F_{22}, F_{12}$ satisfy $F_{22} - F_{12} F_{11} \leq 0$. This reformulation is given by

\[
\text{minimize} \quad \max_{1 \leq l \leq m} \{ f_l^T K(x)^{-1} f_l \}
\]

subject to
\[
\begin{align*}
Br_l &= f_l, \quad l = 1, \ldots, m, \\
A(r_{\text{min}}, r_{\text{max}})(x, u_l, r_l)^T &\leq 0, \quad l = 1, \ldots, m, \\
\rho^T x &\leq M, \\
\sum_{i=1}^{n'_c} s_{ijl}^{T} s_{ijl} &\leq 1, \quad \forall j,l, \\
x_{ij} s_{ijl}^{\text{min}} - s_{ijl} &\leq 0, \quad \forall i,j,k, \\
x_{ij} s_{ijl}^{\text{min}} &- B_{ij}^T u_l + s_{ijl} \leq -s_{ijl}^{\text{min}}, \quad \forall i,j,k, \\
B_{ij}^T u_l + x_{ij} s_{ijl}^{\text{max}} - s_{ijl} &\leq s_{ijl}^{\text{max}}, \quad \forall i,j,k, \\
\sum_{i=1}^{n'_c} x_{ij} &= 1, \quad \forall j, \\
x &\in \{0,1\}^{\tilde{n}},
\end{align*}
\]

with $s_{ijl}^{\text{min}}, s_{ijl}^{\text{max}}$ given by (34). Problem (48) is a non linear mixed $0 - 1$ optimization problem with convex continuous relaxation. We can attack this problem using for example the GBD method.
5.4 Minimum Compliance, Tsai-Wu Criterion

The minimum compliance problem (3) considering the Tsai-Wu failure criterion (35), is reformulated as a problem with convex continuous relaxation, by using the convex formulation of the Tsai-Wu criterion, represented by equations (39) and (40). The existence of a convex continuous relaxation of the Tsai-Wu criterion is justified on the assumption (A-7), stated in section 3.3: The failure coefficients $F_{11}, F_{22}, F_{12}$ satisfy $F_{22} - \frac{F_{12}}{F_{11}} \leq 0$. This reformulation is given by

$$
\begin{align*}
\text{minimize} & \quad \max_{i \leq l \leq m} \{ f_l^T K(x)^{-1} f_l \} \\
\text{subject to} & \quad B r_l = f_l, \quad l = 1, \ldots, m, \\
& \quad A(r_{\text{min}}, r_{\text{max}})(x, u_l, r)^T \leq 0, \quad l = 1, \ldots, m, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n^c} s_{ijkl} s_{ijkl}^\text{max} + \eta_{ijkl} \leq 1, \quad \forall i, j, k, \\
& \quad s_{ijkl} - x_{ijkl}s_{ijkl}^\text{max} \leq 0, \quad \forall i, j, k, \\
& \quad -s_{ijkl} + x_{ijkl}s_{ijkl}^\text{min} \leq 0, \quad \forall i, j, k, \\
& \quad B_{ijl}^T u_l - s_{ijkl} + x_{ijkl}s_{ijkl}^\text{max} \leq s_{ijkl}, \quad \forall i, j, k, \\
& \quad -B_{ijl}^T u_l + s_{ijkl} - x_{ijkl}s_{ijkl}^\text{min} \leq -s_{ijkl}, \quad \forall i, j, k, \\
& \quad \eta_{ijkl} - x_{ijkl}\eta_{ijkl}^\text{max} \leq 0, \quad \forall i, j, k, \\
& \quad -\eta_{ijkl} + x_{ijkl}\eta_{ijkl}^\text{min} \leq 0, \quad \forall i, j, k, \\
& \quad h^T C_i \Theta_i B_j^T u_l - \eta_{ijkl} + x_{ijkl}\eta_{ijkl}^\text{max} \leq \eta_{ijkl}^\text{max}, \quad \forall i, j, k, \\
& \quad -h^T C_i \Theta_i B_j^T u_l + \eta_{ijkl} - x_{ijkl}\eta_{ijkl}^\text{min} \leq -\eta_{ijkl}^\text{min}, \quad \forall i, j, k, \\
& \quad \sum_{i=1}^{n^c} x_{ij} = 1, \quad \forall j, \\
& \quad x \in \{0, 1\}^{\tilde{n}},
\end{align*}
$$

with $s_{ijkl}^\text{min}, s_{ijkl}^\text{max}$ given by (34), and $\eta_{ijkl}^\text{min}, \eta_{ijkl}^\text{max}$ given by (40). Problem (49) is a non-linear mixed integer optimization problem with convex continuous relaxation. We can attack this problem using for example the GBD method.

5.5 Reformulation of the Minimum Weight Problem

In general, for the minimum weight problem with local failure criteria, the corresponding reformulation for the Max Strain, Max Stress, Tsai-Hill, Tsai-Wu criteria are analogous, and can be obtained directly from the corresponding minimum compliance formulation here presented. As an example we state the minimum weight problem with compliance constraint, and maximum stress local criterion.

$$
\begin{align*}
\text{minimize} & \quad \rho^T x \\
\text{subject to} & \quad B r_l = f_l, \quad l = 1, \ldots, m, \\
& \quad A(r_{\text{min}}, r_{\text{max}})(x, u_l, r)^T \leq 0, \quad l = 1, \ldots, m, \\
& \quad f_l^T K(x)^{-1} f_l \leq C, \quad l = 1, \ldots, m, \\
& \quad \sum_{i=1}^{n^c} C_i x_{ij} \Theta_i B_j^T u_l \leq \sum_{i=1}^{n^c} x_{ij}\sigma_{\text{max},i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m, \\
& \quad -\sum_{i=1}^{n^c} C_i x_{ij} \Theta_i B_j^T u_l \leq \sum_{i=1}^{n^c} x_{ij}\sigma_{\text{max},i}, \quad j = 1, \ldots, n, \quad l = 1, \ldots, m, \\
& \quad \sum_{i=1}^{n^c} x_{ij} = 1, \quad j = 1, \ldots, n, \\
& \quad x \in \{0, 1\}^{\tilde{n}},
\end{align*}
$$
The reformulation of the minimum weight problem considering the other local failure criteria are straightforward. Therefore we will not state them explicitly here.

6 Resolution By Generalized Benders’ Decomposition

In this section, we show an approach to attack the formulated problems by using the Generalized Benders’ Decomposition (GBD, see [7] and [12]). GBD is a well known method for mixed integer optimization and it obtains, if convergence occurs, global optimal solutions. The method is based on the projection theory, i.e., it is based on separating the decision space in two sets of variables, namely the set integer variables and the set of continuous variables. The GBD method solves two sequences of optimization problems, each of them considering only one of the two set of variables. For details about the GBD method, refer to the articles cited above.

Problems (47), (48), and (49) are non linear mixed integer problems with convex continuous relaxation. As it was proven in [14], the GBD method ([7], [12]) applied to the minimum compliance and minimum weight problems, converges to a global optimum, as long as the corresponding continuous relaxation is convex. In the case of the formulations including local failure criteria stated in this article, the generalization of those results is expected and assumed.

6.1 Generalized Benders’ Decomposition Algorithm

In [14], it was proven that the presented Generalized Benders’ Decomposition algorithm applied to the minimum compliance/weight problem (without local failure criteria) converges into a global optimal solution, in a finite number of iterations. This result is important and we will use it to extend it to the case of inclusion of local failure criteria.

In particular, the results in [14] imply that if the stiffness matrix $K(x)$ is given by (7), then the GBD method applied to the minimum compliance problem

$$\begin{align*}
\text{minimize} & \quad c = f^T u \\
\text{subject to} & \quad K(x)u = f,
\rho^T x \leq M,
\sum_{i=1}^{n} x_{ij} = 1, \quad \forall j,
x \in \{0, 1\}^n.
\end{align*}$$

(51)

converges in a finite number of iterations to a global optimal design. Problem (51) corresponds to the problem (3), where the failure criterion has been removed. In ([15]), the GBD method was applied to (51).

From [14], [16], the GBD method applied to the problem (51) supposes the inclusion of two sequences of simpler optimization problems. The first one is the sequence of the so called subproblems, considering the displacement field $u$ (a continuous variable in $\mathbb{R}^d$). The second one is the sequence of master problems, considering the design variable $x$ (a variable in $\{0, 1\}^n$).

The subproblem corresponds to the problem (3), for which, the variable $x$ is fixed to a given design $x = x^k \in [0, 1]^n$, so the optimization problem only takes into consideration the displacement field $u$

$$\begin{align*}
\text{minimize} & \quad c = \max\{f^T u_l\} \\
\text{subject to} & \quad K(x^k)u_l = f_l, \quad l = 1, \ldots, m.
\end{align*}$$

(52)
Problem (52) simply corresponds to solve the equilibrium equations (1) by $u_k^k = K(x^k)^{-1}f$, and evaluate the compliance related to the design $x^k$ by $c(x^k) = \max\{f^Tu_l^k\}$. Subproblem (52) is also used to obtain optimal Lagrange multipliers related to the equilibrium equations. In [14] it was proven that it was necessary a reformulation of the subproblem in order to ensure the existence of these optimal Lagrange multipliers. With this information, it is possible to generate additional linear constraints $l^*(x^k, \eta^k, u^k)$, called optimality cuts. In the case of the problem (51), the optimality cuts $l^*$ represent a linear approximation of the compliance function as a function of $x$, at $x^k$ (see [14]).

The master problem for iteration $N$ corresponds to the following linear mixed 0–1 problem.

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad l^*_c(x, u_l^k, \nu_l^k) \leq y, \quad \forall \ k = 1, \ldots, N, \ l = 1, \ldots, m, \\
& \quad \rho_T^T x \leq M \\
& \quad \sum_{i=1}^n x_{ij} = 1, \quad \forall \ j = 1, \ldots, n, \\
& \quad x \in \{0, 1\}^\tilde{n},
\end{align*}
\]

(53)

where $l^*_c$ is a function defined as

\[
l^*_c(x, u_l^k, \nu_l^k) = f^Tu_l^k + \nu_l^T u_l^k[x^k - x], \\
\nu_l^k = \left(u_l^k [K_{11} \ u_l^k [K_{12} \ldots u_l^k [K_{n^c}]\right]^T,
\]

(54)

where $u_l^k$ is given by the subproblem (52), and $x^k$ is the solution of the $k$-th relaxed master problem.

The following notation rule is identical to the ones stated in [16]. We repeat it almost exactly, since it defines the notation used in this article.

**Notation 1.** In the definition of the function $l^*_c$ given by (54), a special notation is used. This notation will be used throughout the article. The expression

\[
\nu^k T u^k [x^k - x] = \nu^k T u^k x^k - \nu^k T u^k x,
\]

should be understood in the following way. Each product of three terms

\[
\nu^T u x, \text{ with } \nu \in \mathbb{R}^{\tilde{n}d}, u \in \mathbb{R}^d, x \in \mathbb{R}^{\tilde{n}},
\]

is interpreted as

\[
\nu^T u x = \sum_{j=1}^{d} \sum_{k=1}^{\tilde{n}} \nu(d[k-1] + j)u(j)x(k).
\]

In particular, using the expression of $\nu^k$ in (54), the $\nu^k T u^k x^k$ terms are interpreted throughout the article as

\[
\nu^k T u^k x^k = \sum_{i=1}^{n^c} \sum_{j=1}^{n} x_{ij}^k u^k K_{ij} u^k.
\]

The main purpose here is to extend the GBD method to problems of the type of (3). We show how to do this in the next section.
6.2 A Strategy for Applying Generalized Benders’ Decomposition to Problems with Local Failure Criteria

In this subsection, we introduce the general approach to solve problems of the type of (3), in such a way, that the solutions obtained are still global optimal solutions. The main strategy is to consider the local failure functions $F(x, u_l)$ on the subproblem, and from this, obtain a set of valid feasibility constraints on the design space $x$. The advantage of this approach is that it can basically consider the Generalized Benders’ Decomposition (GBD) algorithm presented ([15]) and modify only the subproblem, when including the local failure functions. In the new approach, we will consider a given load $l_0$, and the subproblem

$$\begin{align*}
\text{minimize} & \quad c = \{0^T u_l \} \\
\text{subject to} & \quad K(x^k) u_l = f_l, \\
& \quad F(x^k, u_l) \leq 0.
\end{align*}$$

(55)

The subproblem (55) will be called the equilibrium-local failure feasibility system. The idea is to obtain valid feasibility constraints for the local failure function through (55).

To do so, the problem (55) must be reformulated as a convex feasibility problem. In section 3, the convex reformulation of the failure functions was presented. These reformulations imply the existence of a convex version of the feasibility problem (55). It is given by

$$\begin{align*}
\text{minimize} & \quad c = \{0^T u_l + 0^T r + 0^T s \} \\
\text{subject to} & \quad B r_l = f_l, \\
& \quad A (r_{\text{min}}, r_{\text{max}})(x^k, u_l, r)^T \leq 0 \\
& \quad F(x^k, u_l, s) \leq 0,
\end{align*}$$

(56)

where $F(x^k, u_l, s)$ is a convex reformulation of the nonconvex failure function $F(x^k, u_l)$. In addition, the master problem has exactly the same appearance as it has when no failure criteria is considered (i.e., the master problem given by (53)), with the only difference that now, feasibility cuts $l^{cr}_r \leq 0$ related to the feasibility system (56) are add to the master problem, whenever a design $x^k$ is infeasible for the equilibrium and the considered failure criterion.

For each design $x^k$ obtained after solving a relaxed master problem, one GBD cut and eventually one or more feasibility cuts are included.

1. First, we include the corresponding $U$-level set GBD cut

$$-\{u_{l,U_c}^k \}^T \{u_{l,U_c}^k \} x - y \leq -2 f_l \{u_{l,U_c}^k \}$$

(i.e., the one related to the design $x_f^k$).

2. Then, if the design is not feasible for the local failure criterion, a feasibility cut

$$G_q(x) \leq 0, \quad q = 1, \ldots, Q,$$

preventing $x^k$ to be feasible in the next iterations are included.

7 Statement of the Method

In this section, we present the Generalized Benders’ Decomposition (GBD) method to solve the multiple load minimum compliance problem (3). The assumptions considered are the same as in the previous sections, i.e. assumptions (A-1) – (A-8).
Algorithm 1: Generalized Benders’ Decomposition for multiple load minimum compliance problem (3) with local failure criteria

1. [1A] (Optional Step) Run any heuristic procedure (if available) to obtain 0−1 designs for the optimal design problem. If P initial designs were found, number them in an arbitrary order \( x^1, \ldots, x^P \). If among these P designs found there are feasible designs for the optimization problem, set \( U \) as the objective of the incumbent solution. Call this incumbent \( x^* \).

[1B] (if [1A] is not executed) Set \( P = 1 \), the upper bound \( U = +\infty \), Find an initial design \( x^1 \in [0, 1]^n \) satisfying the mass constraint \( \rho^T x^1 \leq M \), and the material selection constraints \( \sum_{i=1}^{n^e} x_{ij} = 1 \), \( j = 1, \ldots, n \).

2. Set \( Q = 0 \), the lower bound \( y^* = -\infty \) and the convergence tolerance \( \epsilon \geq 0 \). Compute the displacement fields \( u^k = u^k_1, \ldots, u^k_m \), \( u^k_1 = K(x^k)^{-1} f_l \), the compliances \( c^k_1, \ldots c^k_m \), \( c^k_l = f_l^T u^k_l \), and the Lagrange multiplier vectors
\[
\nu^k_l = ((K_{11} u^k_1)^T (K_{12} u^k_2)^T \ldots (K_{nn} u^k_n)^T)^T,
\]
for \( l = 1, \ldots, m, k = 1, \ldots, P \). Notice that the initial design \( x^1 \) does not need to be a 0−1 design, and it does not need to satisfy the local failure criterion \( F(x^1, u_l) \leq 0 \), \( l = 1, \ldots, m \).

3. Solve the first relaxed master problem
\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^k_l u^k_l x - y \leq -2 f_l^T u^k_l, & l = 1, \ldots, m, & k = 1, \ldots, P, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{n^e} x_{ij} = 1, & j = 1, \ldots, n \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]
by any solver for linear-mixed integer programming. If the problem is infeasible, stop and exit. The whole design problem is infeasible. Otherwise, if the problem is feasible, it necessarily has at least one optimal solution. This comes from the fact that the functions
\[
h^k_l : \{0, 1\}^n \rightarrow \mathbb{R}, \quad h^k_l(x) = -\nu^k_l u^k_l x, \quad \forall k, l,
\]
are bounded from below. Denote the solution of (M1) found by \( (x^{P+1}, y^{P+1}) \). Set \( P \rightarrow P + 1 \).

4. Solve the equilibrium equations \( K(x^P) u_l^P = f_l \), for \( l = 1, \ldots, m \), and compute the compliances \( c_l^P = f_l^T u_l^P \), for \( l = 1, \ldots, m \).

5. For each \( l = 1, \ldots, m \), evaluate the equilibrium-local failure feasibility subproblem:
\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^m 0^T u_l \\
\text{subject to} & \quad K(x^P) u_l = f_l, & l = 1, \ldots, m, \\
& \quad F(x^P, u_l) \leq 0.
\end{align*}
\]
If the subproblem (57) is infeasible, compute one or more valid feasibility cuts preventing the design \( x^P \) from being feasible in the next master problem (this could be done, for example, by building GBD feasibility cuts after treating the reformulation of the feasibility system as a convex problem). Denote \( G_{Q+1}(x) \leq d_Q+1, \ldots, G_{Q+p}(x) \leq d_{Q+p} \) the found feasibility cuts. Set \( Q \rightarrow Q + p \). Compute then the Lagrange multiplier vectors

\[
\nu^P_l = ((K_{11}u^P_x)^T(K_{12}u^P_x)^T \ldots (K_{n^c(n^c-1)}u^P_x)^T)^T, \quad \forall l = 1, \ldots, m.
\]

6. If (57) is feasible, and \( \max_{1 \leq l \leq m} \{c^P_l\} < U \), then set \( U = \max_{1 \leq l \leq m} \{c^P_l\} \), \( x^* = x^P \), and update all designs, displacements and Lagrange multipliers to the level set of \( U \) (as is it explained in [17]), obtaining \( x^P_U, u^P_{l,U}, \) and \( \nu^P_{l,U}, k = 1, \ldots, P, l = 1, \ldots, m \).

If (57) is feasible, and \( \max_{1 \leq l \leq m} \{c^P_l\} \geq U \), compute the level set design \( x^P_U \) (as it is explained in [17]), the corresponding displacements \( u^P_{l,U} \), and Lagrange multipliers \( \nu^P_{l,U}, l = 1, \ldots, m \).

7. If \( U - y^* \leq \epsilon \), then stop. The optimal design found is \( x^* \), with optimal value \( U \). Otherwise, set \( P \rightarrow P + 1 \), and continue to step 8.

8. Solve the relaxed master problem

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^P_k^T u^P_k x - y \leq -2f^T_k u^P_k, & k = 1, \ldots, P, & l = 1, \ldots, m, \\
& -\nu^P_{l,U}^T u^P_{l,U} x - y \leq -2f^T_{l,U} u^P_{l,U}, & k = 1, \ldots, P, & l = 1, \ldots, m, \\
& G_q(x) \leq 0, & q = 1, \ldots, Q, \\
& \rho^T x \leq M, \\
& \sum_{i=1}^{n^c} x_{ij} = 1, & j = 1, \ldots, n, \\
& x \in \{0,1\}^{n^c},
\end{align*}
\]

by any solver for linear-mixed 0–1 programming. If the relaxed master problem is infeasible, stop and exit. If a feasible design has been found, it is an optimal solution for the design problem. Otherwise, the design problem is infeasible. If the relaxed master problem is feasible and an optimal solution is found, denote the solution of this program by \((x^{P+1}, y^{P+1})\). Set \( P \rightarrow P + 1 \). Return to step 4.

**Remark 1.** Algorithm 1 can be adapted easily for attacking minimum weight problems with local failure criteria.

### 8 Modified Algorithm

Algorithm 1, presented in Section 7 can find an optimal solution to the failure criterion design problem (3) in a finite number of steps, if such solution exists. This algorithm is adapted from the algorithm presented in [17] (refer to this article for details). In that article, it was proposed to replace the classical construction of the compliance GBD cuts based on displacements and Lagrange Multipliers related to 0–1 designs by similar ones, built from non necessarily 0–1 designs. These non necessarily 0–1 designs are to be found at the level set of the incumbent solution, and must be updated each time a better incumbent is found. The method supposes that the algorithm will easily find feasible
designs. Each time a better incumbent solution is found, the compliance GBD cuts are updated and improved, and the lower bound of the global optimal value provided by the GBD method is likely to be significantly improved, and more chances of convergence of the algorithm are expected. However, in local failure constrained problems, it might be extremely difficult to even find a single feasible design. In this case, the upper bound stays at a high value (\(+\infty\)) and the algorithm does not use the advantages of the algorithm using level set GBD cuts. To avoid this difficulty, we propose a strategy, which we motivate with the following illustrative example. Consider a 2D topology design problem specified by the design discretization and boundary conditions showed in Figure 8. Symmetry has been taken into account, which reduces the problem to a 24 design variables optimization problem. The material properties and the finite element modeling are the same as the one used in [20]. The stiffness rate material-void is set to \(E_1/E_0 = 100\). We set a mass constraint of 68%. We first solved the minimum compliance problem without including any failure criterion, with an optimality tolerance of 0.5%, using the GBD algorithm proposed in [17]. The algorithm converged after solving 114 relaxed master problems, with an objective value of \(c^\star = 30.8153\). The solution of this problem is shown in Figure 2(a).

For each design obtained from the solution of each relaxed master problem, the stresses were evaluated (at the center of each design element), and the \(\infty\)-norm of the stresses were compared, keeping the smallest value in the sequence. The value obtained was \(\min_{1 \leq i \leq 114} \{\|\sigma_i\|_\infty\} = 2.2125\). On the other hand, the \(\infty\)-norm of the stress for the solution of the minimum compliance problem (showed in Figure 2(a)) has a value of \(\|\sigma^\star\|_\infty = 3.767\). To test Algorithm 1, we included a maximum stress constraint not allowing the \(\infty\)-norm of the stress \(\sigma\) to be larger than \(\sigma_{max} = 2.22\), so we use a local failure function

\[
F(x, u) = \|\sigma(x, u)\|_\infty - 2.22
\]

for the optimization model (this value for \(\sigma_{max}\) ensures that the minimum compliance with maximum stress constraints problem is in fact feasible). The algorithm this time run for 233 iterations, obtaining an optimal design which is showed in Figure 2(b). The optimal solution found this time has compliance of \(c^\star_{\sigma} = 31.576\). For this example, the algorithm did not find a feasible design until 202 iterations were executed. This situation supposes that the main difficulty of this algorithm is to find a first feasible solution, so the inclusion of the level set cuts at the incumbent solution could have an impact in the performance of the algorithm. At the same time, it is very likely that a design satisfying the local failure constraints is to have a low value for the compliance (and otherwise the solution is not interesting). To avoid this problem, and to take advantage of the improvement of the performance of the algorithm when including these level set cuts, we propose a modified algorithm, where the level set considered to built the cuts are the ones from the current minimum compliance design (which maybe infeasible for the local failure constraint), while the convergence of the algorithm is measured with respect to the incumbent solution of the design problem. This idea supposes the existence of an extra artificial upper bound. This extra upper bound is used to build GBD cuts, and is equal to the objective value of the current minimum compliance found, regardless of the local failure criterion. The other bound is the upper bound of the objective value of the incumbent solution, and it is used to measure the convergence of the algorithm. For each design \(x^k\) obtained after solving a relaxed master problem, two GBD cuts, and eventually one or more feasibility cuts are included.

1. First, we include the corresponding \(U\)-level set GBD cut

\[
-\{u_{i,Uc}^k\}^T u_{i,Uc}^k x - y \leq -2f_f^T u_{i,Uc}^k
\]
Figure 1: Example: Boundary conditions of an mbb beam.

(i.e., the one related to the design $x_k^f$).

2. The GBD cut with respect to $x^k$

$$-v_i^k u_i^k x - y \leq -2f_i^k u_i^k$$

3. Then, if the design is not feasible for the local failure criterion, a feasibility cut

$$G_q(x) \leq 0, \quad q = 1, \ldots, Q,$$

preventing $x^k$ to be feasible in the next iterations are included.

Here we present the algorithm in a formal statement.

Algorithm 2: Generalized Benders’ Decomposition for multiple load minimum compliance problem (3) with local failure criteria

1. [1A] (Optional Step) Run any heuristic procedure (if available) to obtain $0 - 1$ designs for the optimal design problem. If $P$ initial designs were found, number them in an arbitrary order $x^1, \ldots, x^P$. If among these $P$ designs found there are feasible designs for the optimization problem, set $U$ as the objective of the incumbent solution (the design with best objective). Call this incumbent $x^*$. If $c_1, c_2, \ldots, c_P$ are the objectives for the sequence of designs, set $U_c = \min_{1 \leq k \leq P} \{c_k\}$. 
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4. Solve the equilibrium equations

\[ K \mathbf{u}_l = f_l, \quad l = 1, \ldots, m, \]

for \( l = 1, \ldots, m \), and compute the compliances \( c^k_l = f^T_l u^k_l \), for \( l = 1, \ldots, m \).

2. Set \( Q = 0 \), the lower bound \( y^* = -\infty \) and the convergence tolerance \( \epsilon \geq 0 \). Compute the displacement fields \( u^k_l = u^k_m, \quad u^k_l = K(x^k)^{-1} f_l \), the compliances \( c^k_1, \ldots, c^k_m \), \( c^k_l = f^T_l u^k_l \), and the Lagrange multiplier vectors

\[ \nu^k_l = ((K_{11} u^k_1)^T (K_{12} u^k_1)^T \ldots (K_{n^k n} u^k_1)^T)^T, \]

for \( l = 1, \ldots, m, k = 1, \ldots, P \). Notice that the initial design \( x^1 \) does not need to be a 0-1 design, and it does not need to satisfy the local failure criterion \( F(x^1, u_l) \leq 0 \), \( l = 1, \ldots, m \).

3. Solve the first relaxed master problem

\[
\begin{align*}
\text{minimize} & \quad y & \\
\text{subject to} & \quad -u^k_l^T u^k_l x - y \leq -2 f^T_l u^k_l, & l = 1, \ldots, m, & k = 1, \ldots, P, \\
& \quad \rho^T x \leq M, & \\
& \quad \sum_{i=1}^n x_{ij} = 1, & j = 1, \ldots, n \\
& \quad x \in \{0,1\}^\tilde{n}, & \\
\end{align*}
\]

by any solver for linear-mixed integer programming. If the problem is infeasible, stop and exit. The whole design problem is infeasible. Otherwise, if the problem is feasible, it necessarily has at least one optimal solution. This comes from the fact that the functions

\[ h^k_l : \{0,1\}^n \rightarrow \mathbb{R}, \quad h^k_l(x) = -u^k_l^T u^k_l x, \quad \forall k, l, \]

are bounded from below. Denote the solution of \((M1)\) found by \((x^{P+1}, y^{P+1})\). Set \( P \rightarrow P + 1 \).

4. Solve the equilibrium equations \( K(x^P)u^P_l = f_l \), for \( l = 1, \ldots, m \), and compute the compliances \( c^P_l = f^T u^P_l \), for \( l = 1, \ldots, m \).

5. For each \( l = 1, \ldots, m \), evaluate the equilibrium-local failure feasibility subproblem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^m 0^T u_l & \\
\text{subject to} & \quad K(x^P)u_l = f_l, & l = 1, \ldots, m, \\
& \quad F(x^P, u_l) \leq 0. & \\
\end{align*}
\]

If the subproblem \((57)\) is infeasible, compute one or more valid feasibility cuts preventing the design \( x^P \) from being feasible in the next master problem (this could be done, for example, by building GBD feasibility cuts after treating the reformulation of the feasibility system as a convex problem). Denote \( G^Q_+/1(x) \leq d^Q_{+1}, \ldots, G^Q_{+p}(x) \leq d^Q_{+p} \) the found feasibility cuts. Set \( Q \rightarrow Q + p \). Compute then the Lagrange multiplier vectors

\[ \nu^P_l = ((K_{11} u^P_1)^T (K_{12} u^P_1)^T \ldots (K_{n^P n} u^P_1)^T)^T, \quad \forall l = 1, \ldots, m. \]
6. If (57) is feasible, and \( \max_{1 \leq l \leq m} \{ c^P_l \} < U \), then set \( U = \max_{1 \leq l \leq m} \{ c^P_l \} \), \( x^* = x^P \).

7. If \( \max_{1 \leq l \leq m} \{ c^P_l \} < U \), then set \( U = \max_{1 \leq l \leq m} \{ c^P_l \} \) and update all designs, displacements and Lagrange multipliers to the level set of \( U \) (as is it explained in [17]), obtaining \( x^P_{l,U}, u^k_{l,U}, \) and \( \nu^k_{l,U}, k = 1, \ldots, P, l = 1, \ldots, m \). If (57) is feasible, and \( \max_{1 \leq l \leq m} \{ c^P_l \} > U \), compute the level set design \( x^P_{U} \) (as it is explained in [17]), the corresponding displacements \( u^k_{U}, \) and Lagrange multipliers \( \nu^k_{U}, k = 1, \ldots, m \).

8. If \( U - y^* \leq \epsilon \), then stop. The optimal design found is \( x^* \), with optimal value \( U \).

Otherwise, set \( P \rightarrow P + 1 \), and continue to step 9.

9. Solve the relaxed master problem

\[
\begin{align*}
\text{minimize} & \quad y \\
\text{subject to} & \quad -\nu^T_k u^l_k x - y \leq -2f^T_l u^k_l, & k = 1, \ldots, P, \quad l = 1, \ldots, m, \\
& \quad -\{ \nu^T_k \{ u^l_k \} \} x - y \leq -2f^T_l \{ u^k_l \}, & k = 1, \ldots, P, \quad l = 1, \ldots, m, \\
& \quad G_q(x) \leq 0, & q = 1, \ldots, Q, \\
& \quad \rho^T x \leq M, \\
& \quad \sum_{i=1}^{m} x_{ij} = 1, & j = 1, \ldots, n, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

by any solver for linear-mixed 0–1 programming. If the relaxed master problem is infeasible, stop and exit. If a feasible design has been found, it is an optimal solution for the design problem. Otherwise, the design problem is infeasible. If the relaxed master problem is feasible and an optimal solution is found, denote the solution of this program by \( (x^{P+1}, y^{P+1}) \). Set \( P \rightarrow P + 1 \). Return to step 4.

Remark 2. Algorithm 2 can be adapted easily for solving minimum weight problems with local failure criteria.

9 Local Failure Feasibility Analysis

In this section, we study the feasibility of the system (55). As it was pointed out before, the system (55) can be reformulated as a convex system of constraints, given by (56). The equivalence of these formulations of the equilibrium-local failure feasibility system means that the feasibility of any of systems implies the feasibility of the other one. To simplify the notation, we consider in this section only a single load condition \( f = f_1 \), i.e., \( m = 1 \). Therefore, the index for the load case \( l \) is not used in any equation during this section.

Suppose that a given design \( x^k \) is infeasible for the equilibrium equations (55). Our goal is to find one or several linear constraints preventing the design \( x^k \) (and potentially other infeasible designs for (55)) to be feasible for the master problem. Suppose that the the failure condition \( F(x, u) \leq 0 \) is linear in the displacement field \( u \). Thus, we can apply the so called combinatorial Benders’ feasibility cuts (see [5, 6, 10, 18, 24]) for the system (55). This idea was used already in [16]. In general, combinatorial Benders’ cuts can be applied to linear systems, when these are inconsistent. The idea is to find a small subsystem of constraints, responsible for the infeasibility of the global system. These subsystems are called Irreducible Inconsistent Subsystem (SII), and imply a necessary relationship among the design variables. These relationships characterize the combinatorial Benders’ cuts.
The Combinatorial Benders’ feasibility cuts for the structural design problems studied in this article require the additional condition of linearity on the field $u$.

(A-7) The failure function $F(x, u)$ is linear in the displacement field $u$.

To generate this type of feasibility cuts, the feasibility system (55) is reformulated including additional variables $z_{ij} \in \mathbb{R}^d$, $i \in \{1, \ldots, n^c\}$, $j \in \{1, \ldots, n\}$, linking the displacement fields $u$ and the design variable $x_{ij}$, as $z_{ij} = x_{ij}u$. The reformulation we consider for finding IIS’s is given by

$$\sum_{i,j} K_{ij} z_{ij} = f, \quad (58a)$$
$$z_{ij} - u = 0, \quad \forall (i, j) \in \mathbb{N}_1(x), \quad (58b)$$
$$z_{ij} = 0, \quad \forall (i, j) \in \mathbb{N}_0(x), \quad (58c)$$
$$F(x, u) \leq 0. \quad (58d)$$

The index sets $\mathbb{N}_0(x)$, $\mathbb{N}_1(x)$ are given by

$$\mathbb{N}_0(x) := \{(i, j) : i \in \{1, \ldots, n^c\}, j \in \{1, \ldots, n\} \mid x_{ij} = 0\},$$
$$\mathbb{N}_1(x) := \{(i, j) : i \in \{1, \ldots, n^c\}, j \in \{1, \ldots, n\} \mid x_{ij} = 1\}. \quad (59)$$

The procedure to find IIS’s is based on heuristics supported by dual optimization theory, and it was developed by several authors. See, for example [6, 10] for a deep understanding of the theory and heuristics involved. In [14], there is a more specific explanation about the heuristic procedure for obtaining IIS’s for a version of the system (58), but without the non failure condition.

The other option to treat the Equilibrium feasibility system, is to generate GBD feasibility cuts to this system in its convex form, (56). Such cuts prevent the current design $x_k$ (which is infeasible for the original mixed integer problem (3)) from being part of a feasible solution in the next master problems. However, There are a few necessary conditions to be able to build these cuts. In [14, 16] it was shown that a particular Lagrange duality result is necessary to be able to build Benders’ feasibility constraints. Here we present a general result for convex failure criteria, which is similar to Theorem 2.2 in [7], but before we write a result from the same article, which is necessary for the proof of the next theorem.

**Theorem 1.** Consider the convex optimization problem

$$\min_{x \in \mathbb{X}} f(x)$$
subject to $g_i(x) \leq 0, \quad i = 1, \ldots, m$ \quad (60)

where each $g_i(x)$ is a convex function in the non empty convex set $\mathbb{X} \subset \mathbb{R}^n$. If $\{z \in \mathbb{R}^m : g_i(x) \leq z_i, i = 1, \ldots, m, \text{ for some } x \in \mathbb{X}\}$ is closed and the optimal value of the dual is finite, then the primal problem must be feasible.

**Theorem 2.** A given design $x_k \in \{0, 1\}^\tilde{n}$ satisfies is a solution of the feasibility problem (56), if and only if, it satisfies the infinite system

$$l_{cr}^*(x_k, \eta, \Lambda, \phi) \leq 0, \quad \forall \eta \in \mathbb{R}^d, \Lambda \in \mathbb{R}^{n^\Lambda}_+, \phi \in \mathbb{R}^{n^\phi}, \quad (61)$$

where the function $l_{cr}^*$ is defined as

$$l_{cr}^*(x_k, \eta, \Lambda, \phi) = \inf_{u,r,s} \{\eta^T[Br - f] + \Lambda^T[A(r_{min}, r_{max})(x, u, r)]^T + \phi^T F(x_k, u, s)\}.$$
Proof. The proof is similar to the one of the Theorem 2.2 in [7]. Suppose that \( x^k \) is such that it exists \((u^k, r^k, s^k)\) satisfying the feasibility system (56). It is straightforward to verify that (61) is satisfied as well. Now, suppose that (61) is satisfied. Then,

\[
\sup_{\eta, \Lambda \geq 0, \phi \geq 0} \{ l^*_{x^k}(x^k, \eta, \Lambda, \phi) \} \leq 0,
\]

(62)

It follows that, since the zero vector \((\eta^T = 0^T, \lambda^T = 0^T, \phi^T = 0^T)\) is allowed in (62), we have that

\[
\sup_{\eta, \Lambda \geq 0, \phi \geq 0} \{ l^*_{x^k}(x^k, \eta, \Lambda, \phi) \} = 0.
\]

(63)

This last equality implies that the dual of the feasibility problem (56) has an optimal value equal to 0. The feasible problem (56) can be written as an as continuous vectorial constraint \( G_{x^k}(u, r, s) \leq 0 \). Therefore, the set \( \{ z \in \mathbb{R}^{nc} : G_{x^k}(u, r, s) \leq z \} \) is closed (it could be expressed as \( H^{-1}([-\infty, 0]^{nc} \), where \( H \) is the continuous function \( H(u, r, s, z) = G_{x^k}(u, r, s) - z \)). Theorem 5.1 is verified for the convex feasibility problem (56). Therefore, the primal feasibility problem (56) must be feasible, and therefore, \( x^k \) is feasible for (56).

Theorem 2 implies that, whenever a design \( x^k \) is infeasible for the system (56), we can find the Lagrange multipliers \( \eta^k \in \mathbb{R}^n \), \( \Lambda^k = \{ \lambda_i^k \in \mathbb{R}^{n_i}, i = 1, \ldots, 4 \} \), \( \phi^k \in \mathbb{R}^n \), such that

\[
l^*_{x^k}(x^k, \eta^k, \Lambda^k, \phi^k) > 0.
\]

Therefore, if the constraint (cut) \( l^*_{x^k}(x^k, \eta^k, \Lambda^k, \phi^k) \leq 0 \) is included in the master problem, the feasible design \( x^k \) (and, hopefully, many other designs too) is prevented from being feasible in the following instances of the master problem.

### 9.1 Feasibility Problem for the Maximum Strain Criterion

The equilibrium-local failure feasibility condition for the maximum strain criterion (given by equation (3.1)), is given by

\[
K(x^k)u = f,
\]

* \[
\sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max},i}, \quad \forall j, k,
\]

* \[
- \sum_{i=1}^{n_c} d_{ijl} \leq \sum_{i=1}^{n_c} x_{ij} \epsilon_{\text{max},i}, \quad \forall j, k,
\]

* \[
d_{ijl} = x_{ij} \Theta_j B_j^T u_l, \quad \forall i, j, k,
\]

Suppose that (64) is infeasible for a given design \( x^k \).

The first possibility we have, is to use combinatorial Benders’ cuts related to the system (64). The construction is again, similar to the one presented in [16], with the difference of the inclusion here of the maximum strain criterion in the system. The system considered for finding combinatorial Benders’ cuts is given by
where to consider the convex version of the equilibrium-max strain system. In order to do this, we need the implementation of the algorithm obtaining combinatorial cuts. The method is explained in detail in [16]. Refer to this article for details about the implementation of the algorithm obtaining combinatorial cuts.

The second possibility for feasibility constraints related to the equilibrium-max strain system, is to generate GBD feasibility cuts (see [14, 16, 12]). In order to do this, we need to consider the convex version of the equilibrium-max strain system.

\[
\begin{align*}
\text{minimize} \quad & c = \{0^T u + 0^T r\} \\
\text{subject to} \quad & Br = f, \\
& A(r^{\min}, r^{\max})(x, u, r)^T \leq 0, \\
& \sum_{i=1}^{n^c} d_i \leq \sum_{i=1}^{n^c} x_{ij} \epsilon_{\max,i}^c, \quad \forall j, \\
& \sum_{i=1}^{n^c} d_i \leq \sum_{i=1}^{n^c} x_{ij} \epsilon_{\max,i}^c, \quad \forall j, \\
& x_{ij} d_{ij}^{\min} \leq d_i \quad \forall i, j, \\
& d_i \leq x_{ij} d_{ij}^{\max} \quad \forall i, j, \\
& (1 - x_{ij}) d_{ij}^{\min} \leq B_j^T u - d_j \quad \forall i, j, \\
& B_j^T u - d_j \leq (1 - x_{ij}) d_{ij}^{\max} \quad \forall i, j.
\end{align*}
\]

(66)

Theorem 2, ensures that if \( x^k \) is an infeasible design for the equilibrium-local failure feasibility system (66), then it exists \( \eta^k \in \mathbb{R}^n, \lambda^k \in \mathbb{R}^n\_+, \phi^k_i \in \mathbb{R}^{n^c}, i = 1, \ldots, 6 \) such that

\[
l^*_i(x^k, \eta^k, \lambda^k, \phi^k) > 0,
\]

where \( l^*_i \) is defined as

\[
l^*_i(x^k, \eta^k, \lambda^k, \phi^k) := \inf_{u,r,d} \{ x^{kT} [Br - f] + \lambda^{kT} [A(r^{\min}, r^{\max})(x^k, u, r)^T] \\
+ \phi^{kT}_1 \sum_{i=1}^{n^c} d_i - \sum_{i=1}^{n^c} x_{ij} \epsilon_{\max,i}^c \\
+ \phi^{kT}_2 \sum_{i=1}^{n^c} d_i - \sum_{i=1}^{n^c} x_{ij} \epsilon_{\max,i}^c \\
+ \phi^{kT}_3 [x_{ij} d_{ij}^{\min} - d_i] \\
+ \phi^{kT}_4 [d_i - x_{ij} d_{ij}^{\max}] \\
+ \phi^{kT}_5 [(1 - x_{ij}) d_{ij}^{\min} - B_j^T u - d_j] \\
+ \phi^{kT}_6 [B_j^T u - d_j - (1 - x_{ij}) d_{ij}^{\max}]\}.
\]

Therefore, to prevent the infeasible design \( x^k \) from belonging to the feasible set of the master problem, we must include the constraint
\[ l^* (x^k, \eta^k, \Lambda^k, \phi^k) \leq 0, \]

in the following relaxed master problem.

**9.2 Feasibility Problem for the Maximum Stress Criterion**

The failure feasibility condition for the maximum strain criterion (given by equation (20)), is given by

\[
K(x^k)u = f, \\
\sum_{i=1}^{n^c} C_i x^k_i \Theta_i B^T_j u \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \\
- \sum_{i=1}^{n^c} C_i x^k_i \Theta_i B^T_j u \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \tag{67}
\]

Suppose that (67) is infeasible for a given design \( x^k \). The first possibility we have is to use combinatorial Benders’ cuts related to the system (67). The construction is again similar to the one presented in [16], with the difference of the inclusion of the maximum stress criterion in the system. The system considered for finding combinatorial Benders’ cuts is given by

\[
\sum_{i,j} K_{ij} z_{ij} = f, \\
z_{ij} - u = 0, \quad \forall (i, j) \in \mathbb{N}_1(x), \\
z_{ij} = 0, \quad \forall (i, j) \in \mathbb{N}_0(x), \\
\sum_{i=1}^{n^c} C_i x^k_i \Theta_i B^T_j u \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \\
- \sum_{i=1}^{n^c} C_i x^k_i \Theta_i B^T_j u \leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad j = 1, \ldots, n, \tag{68}
\]

The method was explained in detail in [16]. Refer to this article for details about the implementation of the algorithm obtaining combinatorial cuts.

The second possibility for feasibility constraints related to the equilibrium-local failure system, is to generate GBD feasibility cuts (see [14, 16, 12]). In order to do this, we need to consider the convex version of the equilibrium-local failure system for the maximum stress criterion.

\[
\begin{align*}
\text{minimize} \quad c &= \{0^T u + 0^T r\} \\
\text{subject to} \quad B^r &= f, \\
A(r_{\text{min}}, r_{\text{max}})(x, u, r)^T &\leq 0, \\
\sum_{i=1}^{n^c} C_i d_j &\leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad \forall j, \\
- \sum_{i=1}^{n^c} C_i d_j &\leq \sum_{i=1}^{n^c} x_{ij} \sigma_{\text{max},i}, \quad \forall j, \\
x_{ij} d^\text{min}_{ij} &\leq d_j, \quad \forall i, j \\
d_j &\leq x_{ij} d^\text{max}_{ij}, \quad \forall i, j \\
(1 - x_{ij}) d^\text{min}_{ij} &\leq B_j^T u - d_j, \quad \forall i, j, \\
B_j^T u - d_j &\leq (1 - x_{ij}) d^\text{max}_{ij}, \quad \forall i, j. \tag{69}
\end{align*}
\]

Theorem 2, ensures that if \( x^k \) is an infeasible design for the equilibrium-local failure feasibility system (69), then it exists \( \eta^k \in \mathbb{R}^{n^\eta}, \Lambda^k \in \mathbb{R}_+^{n^\Lambda}, \phi^k_i \in \mathbb{R}_+^{n^\phi_i}, i = 1, \ldots, 6 \) such that
where \( l^*_{ss} \) is defined as

\[
l^*_{ss}(x^k, \eta^k, \Lambda^k, \phi^k) := \inf_{u, r, d} \{ \eta_T^k [Br - f] + \Lambda_T^k [A(r_{\min}, r_{\max})(x^k, u, r)^T] \\
+ \phi_1^k \sum_{i=1}^{n_e} C_i d_j - \sum_{i=1}^{n_e} x_{ij} \sigma_{\text{max},i} \\
+ \phi_2^k \sum_{i=1}^{n_c} C_i d_j - \sum_{i=1}^{n_c} x_{ij} \sigma_{\text{max},i} \\
+ \phi_3^k [x_{ij} d_{ij}^\text{min} - d_j] \\
+ \phi_4^k [d_j - x_{ij} d_{ij}^\text{max}] \\
+ \phi_5^k [(1 - x_{ij}) d_{ij}^\text{min} - B_{ij}^T u - d_j] \\
+ \phi_6^k [B_{ij}^T u - d_j - (1 - x_{ij}) d_{ij}^\text{max}].
\]

Therefore, to prevent the infeasible design \( x^k \) from belonging to the feasible set of the master problem, we must include the constraint

\[
l^*_{ss}(x^k, \eta^k, \Lambda^k, \phi^k) \leq 0,
\]

in the following master problems.

### 9.3 Feasibility Problem for the Tsai-Hill Criterion

Here we consider the Tsai-Hill failure criterion. The failure feasibility system for this failure \((33)\) is represented explicitly by

\[
Br = f,
A(r_{\min}, r_{\max})^T (x, u, r)^T \leq 0,
\]

\[
\begin{align*}
\sum_{i=1}^{k} s_{ij} x_{ij} & \leq 1, & \forall j, \\
x_{ij} s_{ij}^\text{min} & - s_{ij} \leq 0, & \forall i, j, \\
 s_{ij} - x_{ij} s_{ij}^\text{max} & \leq 0, & \forall i, j, \\
-x_{ij} s_{ij}^\text{min} & - B_{ij}^T u + s_{ij} \leq -s_{ij}^\text{min}, & \forall i, j, \\
B_{ij}^T u + x_{ij} s_{ij}^\text{max} - s_{ij} & \leq s_{ij}^\text{max}, & \forall i, j.
\end{align*}
\]

In order to generate Benders’ feasibility cut (see \([14, 16, 12]\)), we need to consider the convex version of the equilibrium-local failure system for the maximum strain criterion.

Suppose that (70) is infeasible for a given design \( x^k \). Theorem 2, ensures that if \( x^k \) is an infeasible design for the equilibrium-local failure feasibility system (70), then it exists \( \eta^k \in \mathbb{R}^{n_T}, \Lambda^k \in \mathbb{R}^{n_A}_+, \phi_i^k \in \mathbb{R}^{n_{\phi_i}}_+, i = 1, \ldots, 5 \), such that

\[
l^*_{th}(x^k, \eta^k, \Lambda^k, \phi^k) > 0,
\]

where \( l^*_{th} \) is defined as.
\[ l^h_r(x^k, \eta^k, \Lambda^k, \phi^k) := \inf_{u, r, d} \{ \eta^k T [B r - f] \} + \Lambda^k T [A(r_{\min}, r_{\max})(x^k, u, r)^T] + \phi^k_1 \left[ \sum_{i=1}^k s_{ij}^T s_{ij} - 1 \right] + \phi^k_2 [x^k i s_{ij}^{\min} - s_{ij}] + \phi^k_3 [s_{ij} - x^k j s_{ij}^{\max}] + \phi^k_4 [x^k i s_{ij}^{\min} - B_{ij}^T u + s_{ij} + s_{ij}^{\min}] + \phi^k_5 [B_{ij}^T u + x^k j s_{ij}^{\max} - s_{ij} - s_{ij}^{\max}]. \]

Therefore, to prevent the infeasible design \( x^k \) from belonging to the feasible set of the master problem, we must include the constraint

\[ l^w_r(x^k, \eta^k, \Lambda^k, \phi^k) \leq 0, \]

in the relaxed master problem of the next iteration.

As additional remark, we point out that the system (70) is not a linear system when fixing the variable \( x^k \). Therefore it is not possible to obtain combinatorial Benders’ for this type of system.

### 9.4 Feasibility Problem for the Tsai-Wu Criterion

Here we consider the Tsai-Wu failure criterion. The failure feasibility system for this failure (39) is represented explicitly by

\[ K(x^k)u = f, \]

\[ \sum_{i=1}^k s_{ij}^T s_{ij} + \eta_{ij} \leq 1, \quad \forall j, \]

\[ -s_{ij} + x^k i s_{ij}^{\min} \leq 0, \quad \forall i, j, \]

\[ s_{ij} - x^k j s_{ij}^{\max} \leq 0, \quad \forall i, j, \]

\[ -B_{ij}^T u + s_{ij} - x^k j s_{ij}^{\min} \leq -s_{ij}^{\min}, \quad \forall i, j, \]

\[ B_{ij}^T u - s_{ij} + x^k j s_{ij}^{\max} \leq s_{ij}^{\max}, \quad \forall i, j, \]

\[ -\eta_{ij} + x^k i \eta_{ij}^{\min} \leq 0, \quad \forall i, j, \]

\[ \eta_{ij} - x^k j \eta_{ij}^{\max} \leq 0, \quad \forall i, j, \]

\[ -h^T C_i \Theta_i B_{ij}^T u + \eta_{ij} - x^k i \eta_{ij}^{\min} \leq -\eta_{ij}^{\min}, \quad \forall i, j, \]

\[ h^T C_i \Theta_i B_{ij}^T u - \eta_{ij} + x^k j \eta_{ij}^{\max} \leq \eta_{ij}^{\max}, \quad \forall i, j. \]

Suppose that (71) is infeasible for a given design \( x^k \).

Theorem 2, ensures that if \( x^k \) is an infeasible design for the equilibrium-local failure feasibility system (71), then it exists \( \eta^k \in \mathbb{R}^{n_i}, \Lambda^k \in \mathbb{R}^A_+, \phi^k_i \in \mathbb{R}^{n_i}_+, i = 1, \ldots, 9 \) such that

\[ l^w_r(x^k, \eta^k, \Lambda^k, \phi^k) > 0, \]

where \( l^w_r \) is defined as
\[ l^*_w(x^k, \eta^k, \Lambda^k, \phi^k) := \inf_{u,r,d} \{ \eta^k T [Br - f] + \Lambda^k T [A(r_{\min}, r_{\max})(x^k, u, r)^T] \]

\[ + \phi^k_1 T [\sum_{i=1}^n s_{ij}^T s_{ij} + \eta_{ij} - 1] \]

\[ + \phi^k_2 T [x_{ij}^k s_{ij}^{\min} - s_{ij}] \]

\[ + \phi^k_3 T [s_{ij} - x_{ij}^k s_{ij}^{\max}] \]

\[ + \phi^k_4 T [-x_{ij}^k s_{ij}^{\min} - B_{ij}^T u + s_{ij} + s_{ij}^{\min}] \]

\[ + \phi^k_5 T [B_{ij}^T u + x_{ij}^k s_{ij}^{\max} - s_{ij} - s_{ij}^{\max}] \]

\[ + \phi^k_6 T [-\eta_{ij} + x_{ij}^k \eta_{ij}^{\min}] \]

\[ + \phi^k_7 T [\eta_{ij} - x_{ij}^k \eta_{ij}^{\max}] \]

\[ + \phi^k_8 T [h^T C_i \Theta_i B_{ij}^T u + \eta_{ij} - x_{ij}^k \eta_{ij}^{\min} + \eta_{ij}^{\min}] \]

\[ + \phi^k_9 T [h^T C_i \Theta_i B_{ij}^T u - \eta_{ij} + x_{ij}^k \eta_{ij}^{\max} - \eta_{ij}^{\max}] \]

Therefore, to prevent the infeasible design \( x^k \) from belonging to the feasible set of the master problem, we must include the constraint

\[ l^*_w(x^k, \eta^k, \Lambda^k, \phi^k) \leq 0, \]

in the following master problems. Notice that the system (71) is not a linear system when fixing the variable \( x^k \). Therefore, Combinatorial Benders’ cuts do not either apply for the Tsai-Wu failure criterion.

### 9.5 General Local Failure Feasibility Cuts

In this section, we describe the implementation of a general type of feasibility cuts, which is valid for any type failure criterion function, independently of the mathematical properties, such as convexity, as it was the case in previous sections. Consider the failure feasibility system (55), where the function \( F(x, u) \) does not necessarily satisfy any convexity assumption. We neither require any differentiability nor continuity property. The only assumption we suppose is that the function \( F(x, u) \) as a finite value in the set

\[ \{ x \in \{ 0,1 \}^n, \sum_{j=1}^n x_{ij} = 1, u = u(x) \} \]

where \( u(x) \) represents the unique solution to the equilibrium equations (1).

The idea of this feasibility analysis is the following. For each instance of the feasibility system (55), for which the couple \((x^k, u(x^k))\) is infeasible, a weak cut \( C_w(x^k) \) preventing the design \( x^k \) from being feasible is created. The cut \( C_w(x^k) \) does not prevent any other design in \{0,1\}^n from being feasible. Therefore, the validity of this cut is not under discussion, no matter which failure function we are considering.

This cut is created in the following way. Consider the design \( x^k \in \{ 0,1 \}^n \), which is infeasible for the feasibility system (55). The cut \( C_w(x^k) \) is defined as

\[ C_w(x^k) : c^T_w x \leq b_w, \]  

(72)
where \( c_w \in \mathbb{R}^{\tilde{n}} \) is defined as:

\[
\begin{align*}
    c_w(i) &= \begin{cases} 
        -1, & \text{if } x(i) = 1, \quad i = 1, \ldots, \tilde{n}, \\
        0, & \text{if } x(i) = 0, \quad i = 1, \ldots, \tilde{n}.
    \end{cases}
\end{align*}
\]

(73)

Is it important to note that the feasibility cut \( C_w(x^k) \), given by (72) is the weakest possible cut. It is equivalent to a Combinatorial Benders’ cut (see [5, 6, 10, 18, 24]) of a linear system of equations with no information about inconsistent sub-systems. This lack of information is the price we pay in order to be able to treat the general type of failure criteria. Its validity of this type of cut is based on the convexity of the \( \tilde{n} \)-dimensional cube \([0,1]^{\tilde{n}}\), where each design correspond to one corner of the cube. It is therefore possible to impose a linear constraint removing a specific corner of the cube from the feasible set of the design problem, without removing any other corner of the cube. The principle of these cuts is in fact quite simple and could be understood in the following way. If a given design vector \( x^k \) is infeasible for the criterion \( F(x,u) \leq 0 \), then we know that we need to change the value of at least one component of the design vector \( x^k \) to have the possibility of finding a feasible design for the considered failure criterion. It is possible to argue that this type of cuts is too weak to be implemented in an optimization design problem. We do not deny this as a possible fact, but this should be tested in numerical experiments to see whether it is the case or not.

10 Implementation

The Generalized Benders’ Decomposition method presented in this article is implemented in the numerical environment and academic software MUST ([1]). This software is specialized for optimal design of composite laminated structures and shell finite element analysis. The solver used in the treatment of the master problem is the commercial branch-and-cut solver for integer programming Gurobi 3.0, [2]. The continuous relaxations (4) and (6) are solved using the sequential quadratic programming package SNOPT, see [8, 9].

11 Numerical Examples

In this section, we present a preliminary numerical example for the Generalized Benders’ Decomposition method proposed in this article. The example showed in this article corresponds to the problem of designing an optimal fiber angle selection of a 2-D squared membrane. The structure is clamped along the edge of one side, it is free along all other sides, and that is subject to a load in the \( y \)-direction, as it shown in Figure 2(c). The design domain is discretized in 20 by 20 finite elements for the analysis, using standard 9-nodes 2-D elements. At the same time, it is divided in 10 by 10 design elements. This difference in the discretization means that 4 finite elements are linked in a single design element. The algorithm was implemented in the platform for the analysis and optimization of shell, plates, and layered structures MUST ([1])

We start by solving the minimum compliance problem (3) without including any local failure in the formulation. The objective is to obtain a reference in the values of the strain of the optimal solution found. For this example, The GBD algorithm for problem (3) failure-unconstrained, stopped after 1210 iterations, employed a CPU-time of 7.4[h], obtaining a final optimality gap of 2.6%. The solution obtained is showed in Figure 2(d).
Its value for the maximum strain criterion is $\max\{\epsilon\} = 5.397 \cdot 10^{-3}$. To test the GBD algorithm (Algorithm 2 in section 8) in a local failure minimum compliance problem, we consider Problem (3), with a local failure condition $F(x, u) = \|\epsilon(x, u)\| - \epsilon_{\text{max}}$, the maximum strain criterion. We set $\epsilon_{\text{max}} = 5.396 \cdot 10^{-3}$, to ensure that the optimal design of the local failure unconstrained problem is infeasible for the maximum strain minimum compliance problem. This time, the algorithm run for 1240 iterations, employed a CPU-time of 8.5[h], and stopped finding a design with an optimality gap of 2.87%. The maximum strain value for this example is $5.318 \cdot 10^{-3}$ confirming the feasibility of the design for problem (P).

In Figures 2(e), 2(f) we can see the comparison between the solutions obtained when solving the unconstrained local minimum minimum compliance problem, and the maximum strain criterion-minimum compliance problem. These two design have 8 design variables with a different value.

12 Final Remarks and Future Work

We have successfully implemented a Generalized Benders’ Decomposition algorithm which can solve minimum compliance problems considering any local failure criteria to global optimality. The method can be easily extended to minimum weight problem with local failure criteria. To our knowledge, this is the first serious investigation in the field of Structural Optimization considering solving structural design problems with local failure
criteria to global optimality. We have tested the proposed algorithm on a medium size angle selection design problem related to a single layered square plate obtaining convergence within a small tolerance. We have shown the formulation of several local failure formulations to be included in the standard minimum compliance and minimum weight problems. It has been shown that for some specific failure criteria, a specific convex reformulation can be used to implement GBD feasibility cuts which are valid in the sense of respecting the convergence to global optimality of the algorithm. In addition, an alternative and general implementation of feasibility cuts for general failure criteria, independent of mathematical properties, is proposed to avoid the resolution of the feasibility subproblem, and to be able to attack any type of local failure problem. This implementation trades the weakness of the feasibility cuts, but gains in the flexibility of the algorithm with respect to the use of local failure criteria. It has also been shown the particular implementation of the GBD algorithm to attack structural problems with high efficiency. For the future, the test of the algorithm with a set of examples, in order to evaluate the performance and robustness of the method in different design problems is necessary, specially considering the promising preliminary results obtained. The implementation of the GBD feasibility cuts for the convex reformulation of the feasibility problem must be carried out. In general a broad study considering a larger set of local failure criteria must be initiated.
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CHAPTER 8

Concluding Remarks

This thesis provides a large amount of new knowledge to the scientific community, in fundamental research, as well as in applied engineering sciences. The Thesis develops a new technique, based in the Generalized Benders' Decomposition method, to obtain global optimal solution of structural design problems. This new technique changes fundamentally the philosophy of it predecessor, and improves dramatically its performance. Besides, several heuristic procedures to improve the performance of the algorithm have been implemented. In overall, the resulting technique seems to be competitive with the most efficient technique for Mixed Integer Optimization existing nowadays. It has been successfully applied in the design of truss structures, topology optimization problems, and in multimaterial composite laminated structures. Even though the purpose of this thesis was to develop methods for Structural Optimization, the impact of this new technique can easily go to the whole mixed integer optimization field. It represents, to our knowledge, the first serious work in Global Optimization for structural design problems, which includes local failure conditions in the design problem.

8.1 Future Work

The results delivered by this thesis opens several investigation lines to the future, considering different levels of applicability. In the more fundamental area, the development of a new method for global optimization in structural design problems conjectures the existence of a new method for Global Optimization in the entire area of Mixed Integer Optimization. The results are promising, and everything indicates that the all results in this thesis can be extended to general mixed integer problems with convex continuous relaxations. At the same time, the generalization of this new technique for general types of problems implies that a corresponding benchmarking with respect to the most efficient techniques in Mixed Integer Optimization must be carried out in the close future. At a more applied level, the numerical study of local failure criteria in structural optimization problems must be continued and extended. Since it does not exist similar results in the field, a large number of investigation should be carried out. This means that serious studies considering each specific failure criterion being relevant in the design of composite laminated structures. Of course the study can be extended to the design of other types of structures, and considering other types of analysis modeling, and physics involved. In order to apply the method for coarse finite element discretizations, the algorithm must be optimized in the sense of minimizing the number of function evaluations,
which would be eventually the problem of the method as it is right now. This could be done efficiently by the introduction of an optimized line search algorithm in the level set design search procedure of the algorithm. This change may have consequences in real life size design problems. Besides, it is important to note that we have developed a global optimization method, which uses a different discretization for the analysis problem (FEM discretization) and for the design problem (design discretization). Since the present limitations of the method are related to the design discretization, and not for the analysis discretization, the method can certainly be applied for the design of real sized analysis discretization structures, as long as the design discretization remained coarse enough. This implies that we could use the method to optimize real size analysis models, discretized in a very fine mesh of finite elements (of order of millions of elements), as long as we use a coarse design discretization, using no more that 50,000 design variables (this is in fact not too ambitious, since in this thesis, we were able to solve to optimality with a small tolerance a design problem of 23,000 design variables).