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Abstract

In this thesis, density functional theory (DFT) is applied in a study of topics related to hydrodesulfurization catalysis. A series of calculated adsorption energies of hydrogen containing molecules on transition metals are presented. From the data set of adsorption energies linear relations between adsorption energies of the central atom and the hydrogenated central atom are derived. Insight into the underlying physics dictating the linear correlations is obtained by the development of a model based on the d-band model and effective medium theory. The study is extended to sulfides, nitrides, and oxides where similar linear relations are observed.

The structure of Ni and Co promoted MoS$_2$ catalysts is investigated in a combined DFT and scanning tunneling microscopy study. This study reveals that promotion with Co and Ni changes the shape and electronic structure of the nanoparticles. Two different kinds of morphology are observed, type A which is hexagons with promoters positioned at the (1010) edge, these are formed both for Ni and Co promoted particles. The second morphology termed type B is only formed by Ni promotion and has the shape of truncated hexagons, with the (1010) fully promoted with Ni and the (1010) edge partially promoted with Ni. All structures have bright brims near and on the edge which are found to be the results of metallic edge states.

The hydrodesulfurization of thiophene is investigated over MoS$_2$ and Co promoted MoS$_2$ (CoMoS). The active sites are found to be vacancy sites at the (1010) edge of MoS$_2$ and so-called brim sites at the CoMoS (1010) edge and the (1010) edge of MoS$_2$. The hydrogenation pathway (HYD) and the direct desulfurization (DDS) pathway are investigated on all sites. For the non promoted catalyst it is found that interaction between the (1010) and the (1010) edge is important. The reason being that hydrogenation is facile at the (1010) edge while the (1010) has the highest activity for SC scission. The HYD pathway is found to be more important than the DDS pathway on non promoted MoS$_2$. The DDS pathway is proposed to be slow since adsorption and hydrogenation of thiophene at the non promoted (1010) edge vacancy is unlikely. Co promotion increases the importance of the DDS pathway. This is because Co promotion increases the thiophene adsorption energy and at the same time the hydrogenation activity of the
A study of the inhibition by H$_2$S, benzene, and pyridine underpins that the Mo edge brim site is the hydrogenation site for unpromoted MoS$_2$. The mechanism of inhibition by the basic pyridine molecule is found to be due to the formation of a strongly bound pyridinium ion, thus the pyridinium ion blocks the (1010) edge brim sites and furthermore use hydrogen during the protonation of pyridine. To determine the importance of van der Waals (vdW) forces in adsorption on MoS$_2$ a recently developed exchange correlation functional (vdW-DF) which includes (vdW) forces is implemented. The implementation have been tested and applied in a study of thiophene and butadiene adsorption on the basal plane of MoS$_2$. The vdW-DF functional yields adsorption energies very close to experimental findings. The contribution of vdW forces to the adsorption energy is found to be almost 0.5eV for thiophene adsorption. Thus, indicating that the inclusion of vdW forces is important in order to determining the coverage of species like thiophene accurately.

Finally a screening study for new hydrogen evolution catalysts is carried out. It is established that the free energy of H adsorption is a descriptor for the hydrogen evolution activity. The H adsorption energy is calculated for Co promoted and non-promoted MoS$_2$ and WS$_2$. It is found that all the studied catalyst should be good hydrogen evolution catalysts. Furthermore, DFT predicts that Co promotion should increase the hydrogen evolution activity. These predictions are confirmed by experiments.
Resumé


Et studie af H$_2$S, benzene og pyridine forgiftning understøtter, at hydrogenering foregår på (1010) kantens brim site. Forgiftning p grund af pyridine har vist sig at foregå ved, at en stærkt bunden pyridium ion dannes og derved blokeres (1010) kantens brim site, samtidig med at brint forbruges. Betydningen af van der Waals vekselvirkning for størrelsen af adsorption-
senergier er blevet undersøgt ved at implementere et nyudviklet ”exchange-corrrelation” funktionale (vdW-DF). Implementeringen er efterfølgende blevet testet og anvendt i et studie af thiophen og butadien adsorption på basalplanet af MoS₂. vdW-DF funktionalet giver adsorptionsenergier, der er meget tæt på de eksperimentelle adsorptionsenergier. vdW bidraget til adsorptionsenergien af thiophen er tæt på 0.5eV, hvilket viser, at vdW vekselvirkninger skal medtages for at kunne få præcise adsorptionsenergier og dermed en bedre beskrivelse af dækningen af thiophen og lignende molekyler på MoS₂.
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Chapter 1

Introduction

1.1 Hydrodesulfurization catalysis

The main topic of this thesis is hydrodesulfurization (HDS) catalysis. HDS is the catalytic reactions taking place when sulfur is removed from crude oil in order to produce clean diesel fuel. HDS is an important catalytic process since the removal of sulfur from diesel fuel reduces air pollution and acid rain. The worlds increasing energy consumption and the increasing focus on the environment are compelling policy makers to enforce stricter legislations on diesel fuel. Today even the sulfur content in oil used for ship engines are being restricted [1]. Present day strict environmental legislations force refiners to produce ultra clean diesel fuel. This requirement calls for new and improved hydrodesulfurization catalysts.

HDS catalysis has been an active research field for decades, but nevertheless a detailed understanding at the atomic scale is still not fully developed, e.g there is no general agreement on the nature of the active site/sites. Such an insight is needed in order to improve the HDS catalyst and in the present thesis density functional theory will be used to investigate several important aspects of HDS catalysis.

1.2 Density functional theory and Catalysis informatics

Density functional theory (DFT) is the most successful theory for determining the electronic structure of systems relevant for heterogenous catalysis. The strength of density functional theory lies in its very favorable ratio between accuracy and demand for CPU time. The merits of density functional theory within fields such as chemistry, physics and material science is well recognized and has led to the nobel prize to the founder of modern day DFT [2].

Density functional theory and supercomputer speed are today of such qual-
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Figure 1.1: Road map to first principle catalyst design. Adapted from [6].

ity that catalyst design based on theoretical leads alone is becoming reality [3, 4, 5]. A possible route to catalyst design based on theory can be seen in Fig. 1.1. The first step is the traditional DFT study of a single catalyst, identifying the structure, the reaction mechanism, stability and other key properties. When one system is well understood less involved studies are undertaken (step 2 Fig. 1.1) in order to determine the key descriptors of activity. Then in a large scale screening study the descriptor is calculated on a huge number of systems (step 3). Such a study can with advantage use known scaling relations or simple interpolation schemes in order to save computer time. In the case where no suitable interpolation schemes exist brute force full scale DFT calculations must be carried out in order to calculate the descriptor on a series of candidates. This is at present only feasible for relatively simple descriptors such as adsorption energies of simple molecules on fairly simple surfaces such as closed packed metal surfaces. When an interpolation scheme or the full scale study has been undertaken the best candidates can be picked out on basis of the value of their activity descriptor (step 4). At this point more elaborate theoretical studies can be carried out in order to validate the accuracy of the interpolation scheme and/or the predictive power of the descriptor (step 5). The last step is experimental testing in order to validate the theoretical predictions.

1.3 Outline of the thesis

This thesis focuses on catalysis by sulfides and more specifically on HDS catalysis. In chapter 2 a brief introduction to the theory used in the rest of the thesis is given. The time needed to design new HDS catalysis may, as it is the case for transition metal based catalysis, be decreased if some of the involved quantities can be calculated by simple scaling laws and/or interpo-
lation schemes. In chapter 3 we establish scaling laws of adsorption energies on transition metal surfaces and on sulfides, nitrides and oxides. Such scaling laws could potentially be used to save CPU time in future screening projects. Even though HDS catalysis have been investigated intensely with both experimental and theoretical methods a clear picture of the reaction mechanisms of HDS does not exist. Thus, in order to establish the nature of the active site of HDS catalysts chapter 5 investigates the structure of promoted catalysts via a combined DFT and scanning tunneling microscopy study. The reaction mechanism of HDS of thiophene over MoS$_2$ and the effect of Co promotion are investigated in chapter 6. The demand for ultra clean diesel requires that even the most refractory sulfur containing organic compounds are desulfurized. To achieve this insight into inhibition of the HDS reaction becomes an issue. In chapter 7 the mechanism of inhibition by benzene, pyridine, and H$_2$S is investigated. The refractory sulfur containing organic compounds and many of the inhibitors of HDS are cyclic molecules and part of the adsorption energy is therefore expected to come from van der Waals forces. Due to lack of a better choice most studies assume that van der Waals forces are insignificant. However, in chapter 8 a recently implemented exchange correlation functional is used to calculate the adsorption energies including van der Waals forces on the basal plane of MoS$_2$ for the adsorption of thiophene and butadiene.

Returning to the schematic representation of the road map to first principle design (Fig. 1.1), it is recognized that the present work is focused on laying the groundwork for designing new HDS catalyst. The detailed investigation of the HDS mechanism belongs to the first and second step, while establishing scaling laws is forming the basis for proceeding to step 3.

We have not attempted a screening study for new HDS catalyst, but instead chapter 9 is presenting an initial design study of transition metal sulfides as hydrogen evolution catalyst which turn out to be a much simpler catalytic reaction than HDS. Finally, chapter 10 presents an overall conclusion and outlook.
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Chapter 2

Theory

Adsorption and reactivity of molecules on surfaces depend on the electronic structure and are as such governed by quantum mechanics. It has due to the advent of density functional theory and the exponential increase in CPU speed often referred to as Moors law become possible over the last decade to numerically solve the quantum mechanical problem for realistic models of the real catalytic systems. Hence, obtaining information about the structure of the catalyst, the adsorption energies, and energy barriers for chemical reactions on the catalyst.

Understanding the obtained results requires a theoretical framework describing the chemistry and physics of adsorption and chemical reactions. Several books and reviews have been devoted to the theory of adsorption and reactivity of surfaces [7, 8, 9, 10, 11, 12]. The scope here is to give a brief introduction to some important concepts within this field with emphasis on the concepts used in the following sections and chapters.

2.1 Density functional Theory

2.1.1 The Schrödinger equation

The electronic structure of matter is governed by the time-dependent Schrödinger equation. If the problem at hand does not have any time dependence, the time-dependent Schrödinger equation can be reduced to the time-independent Schrödinger equation (TISE). When considering a system consisting of ions and electrons one can apply the Born-Oppenheimer approximation. The movement of the electrons and the movement of the ions can be decoupled, because the mass difference between electrons and ions is very large $m_e/M_{ions} << 1$. The ions are then considered to move on a potential energy surface created by the electrons. The positions of the ions $\{R_\alpha\}$ then become a parameter, and this simplifies the calculations. Atomic units are used throughout this section, $e^2 = h = m_e = 1$. The time
independent Schrödinger equation for an N-electron problem is

\[ \hat{H}\Psi = E\Psi \] (2.1)

With \( \Psi = \Psi(r_1, r_2, \ldots, r_N) \) being the \( N \) particle wavefunction and \( E \) being the electronic energy of the system. The Hamiltonian \( \hat{H} \) can be written as follows:

\[ \hat{H} = \sum_{i=1}^{N} \frac{1}{2} \nabla_i^2 + \sum_{i=1}^{N} v(r_i) + \sum_{i<j}^{N} \frac{1}{|r_i - r_j|} \] (2.2)

In the following the kinetic energy term is denoted \( \hat{T} \). The external potential energy, consists of both contributions from external fields and the electron-ion interactions. The electron-ion interactions are given by \( v(r_i) = \sum_{\alpha} \frac{Z_\alpha}{|r_i - R_\alpha|} \) with \( R_\alpha \) being the ion coordinates and \( Z_\alpha \) is the charge of the ions. The electron-ion interaction term is denoted by \( \hat{V}_{\text{ext}} \) and the single electron contributions, which sum up to \( \hat{V}_{\text{ext}} \) are termed \( v_{\text{ext}} \). The electron-electron interaction term is denoted by \( \hat{V}_{\text{ee}} \). The Hamiltonian in equation 2.2 is then represented by \( \hat{H} = \hat{T} + \hat{V}_{\text{ext}} + \hat{V}_{\text{ee}} \). The ion-ion interaction is omitted since this is just a constant for a specific ion configuration and can be added separately according to the Born Oppenheimer approximation.

The major problem in many-body physics is to solve equation 2.1 with the Hamiltonian in equation 2.2. This can be done by different wavefunction methods \cite{13} which give precise results, but these methods are computational extremely heavy. The success of electronic structure theory in heterogeneous catalysis is due to the development of density functional theory (DFT) which has a very favorable ratio between accuracy and CPU time. Several books have been written on DFT and for more details see \cite{14,15} in the following sections a brief introduction will be given. The success of DFT is based on a series of developments in both theory and algorithms. Most notable among these are the following:

**Hohenberg Kohn theorems** The foundation of density functional theory \cite{16}.

**Kohn Sham theorems** Providing a fast and consistent frame work for finding the ground state properties\cite{17}.

**Generalized Gradient approximations** Increasing the accuracy for adsorption energies e.g. reference \cite{18,19}.

2.1.2 **Hohenberg-Kohn theorems**

In 1964, Hohenberg and Kohn \cite{16} provided the theoretical foundation for applying the electron density \( n(r) \) instead of the many-body wavefunction.
Thereby the number of variables can be reduced from 3N to 3. The first Hohenberg-Kohn theorem states the following:

**Hohenberg-Kohn theorem 1** The external potential $v_{\text{ext}}(r)$ is to within a constant a unique functional of the electron density $n(r)$.

The theorem is proven by assuming that there exist two different external potentials $v$ giving the same ground state density $n_0$ and then showing by using the variational principle that this leads to a contradicting result. The total energy functional is then

$$E[n] = T[n] + V_{\text{ext}}[n] + V_{\text{ee}}[n]$$  \hspace{1cm} (2.3)

**Hohenberg-Kohn theorem 2** For a trial density $\tilde{n}(r)$ such that $\tilde{n}(r) \geq 0$ and $\int \tilde{n}(r) dr = N$,

$$E_0 \leq E_v[\tilde{n}(r)]$$

where $E_v[\tilde{n}(r)]$ is the energy functional 2.3.

This theorem provides a minimization scheme for finding $n_0$ and can be proven using the variational principle.

Fortunately it can be shown by use of the variational principle that only the groundstate wavefunction minimizes the energy and this result leads to a minimization scheme called Levy and Lieb constrained search, see equation 2.4.

$$E_o = \min_n \left\{ \min_{\tilde{\Psi} \rightarrow n} \left[ \langle \tilde{\Psi} | \hat{T} + \hat{V}_{\text{ee}} | \tilde{\Psi} \rangle + \int v(r)n(r)dr \right] \right\}$$  \hspace{1cm} (2.4)

However, the exact form of $T[n] + V_{\text{ee}}[n]$ in equation 2.4 is not known and a Levy and Lieb constrained search is therefore not of practical use [14]. This problem can be overcome by following the approach of Kohn and Sham.

### 2.1.3 Kohn-Sham Equations

DFT does in principle reduce the quantum mechanical problem to 3 dimensions. However, the problem of finding $n_o$ giving an external potential $v_{\text{ext}}(r)$ still involves solving the many body Schrödinger equation. So the problem of finding the ground state density without recourse to the many body Schrödinger equation still remains. A solution to this problem is given by the Kohn-Sham theorem which states

**Kohn-Sham theorem 1** Let $n_0(r)$ be the ground-state density of interacting electrons moving in the external potential $v_0(r)$. Then there exists a unique local potential $v_{\text{eff},0}(r)$ such that non-interacting particle exposed to $v_{\text{eff},0}(r)$ have the ground-state density $n_0(r)$.  
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The Kohn-Sham theorem simplifies the problem since the energy is given as

$$E_{HK}(n) = T_{HK}(n) + F(n) \quad (2.5)$$

where $T_{HK}(n)$ is the kinetic energy of a non-interacting electron gas and

$$F(n) = E_H(n) + E_{XC}(n) \quad (2.6)$$

which is the sum of the hartree energy

$$E_H(n) = \frac{1}{2} \int \int \frac{n(r)n(r')}{|r - r'|} \, dr \, dr' \quad (2.7)$$

and a term called the exchange correlation energy. The strength of the Kohn-Sham approach is that in order to get $T_{HK}$ we only need to solve the schrödinger equation for the non-interaction electron gas which is done in a self consistent loop solving the set of equations called the Kohn-Sham equations given in Eq. 2.8 and 2.9

$$\hat{h}_s \psi_i = [-\frac{1}{2} \nabla^2 + v_{eff}(r)] \psi_i = \varepsilon_i \psi_i \quad (2.8)$$

The density is given by equation 2.9.

$$n(r) = \sum_{i \text{occ}} |\psi_i|^2 \quad (2.9)$$

The effective potential $v_{eff}(r)$ is defined in equation 2.10

$$v_{eff}(r) = \int \frac{n(r')}{|r - r'|} \, dr' + v(r) + \frac{\delta E_{XC}[n(r)]}{\delta n(r)} \quad (2.10)$$

The total energy has its minimum at the ground state energy and it can be shown the total energy is variational around the ground state with respect to small independent variation in effective potential and density [20,8], so that

$$E(n_0 + \delta n, \nu_0 + \delta \nu) = E_0 + O^2(\delta n, \delta \nu) \quad (2.11)$$

### 2.1.4 Exchange-Correlation energy

The Kohn-Sham scheme is in principle exact, but the expression for the exchange-correlation functional $E_{XC}$ is unknown. The exchange-correlation energy functional is given by:

$$E_{XC}[n] = \frac{1}{2} \int \int drdr' \frac{\tilde{n}_{XC}(r,r')n(r)}{|r - r'|}$$
\( \bar{n}_{\text{XC}}(r, r') \) is the average exchange-correlation hole given by \( \bar{n}_{\text{XC}}(r, r') = \int_0^1 d\lambda n_{\text{XC}}(r, r') \), where \( \lambda \) is the coupling strength: \( \lambda = 1 \) is the fully interacting system and \( \lambda = 0 \) is the non-interacting system.

\( \bar{n}_{\text{XC}}(r) \) is a consequence of the depletion of electrons around a single electron, since an electron at position \( r \) reduces the probability of finding another electron near \( r \). Integrating \( \bar{n}_{\text{XC}}(r, r') \) over all space gives -1, this is called the sum rule and it means, that the electron hole has the same charge as the electron, but the opposite sign.

**Local Density Approximation, LDA**

The simplest approximation to the exchange-correlation is obtained by assuming that the exchange-correlation hole resembles the hole of a uniform interacting electron gas with the same density. This is called the local density approximation.

\[
E_{\text{XC}}^{\text{LDA}}[n] = \int n(r) \varepsilon_{\text{XC}}(n(r)) dr
\]

The exchange-correlation hole of the interacting electron gas has been calculated by quantum Monte Carlo methods and is tabulated for different densities \([21, 22]\). LDA has been rather successful, even though it should only be successful for slowly varying densities. The reason for the success of LDA, is that it obeys the sum rule and that \( E_{\text{XC}} \) depends on spherical averages.

**Generalized Gradient Approximation, GGA**

LDA can be considered as the first term in a Taylor series. An improved exchange-correlation functional could therefore be obtained by including higher terms in the Taylor series. The Generalized Gradient Approximation (GGA) includes the gradient and takes care, that the sum rule and other requirements are fulfilled.

\[
E_{\text{XC}}^{\text{GGA}}[n] = \int n(r) \varepsilon_{\text{XC}}^{\text{GGA}}(n(r), \nabla n(r)) dr
\]

There exist different GGA functionals including the PW91 \([18]\), PBE \([23]\), revPBE \([24]\), and RPBE \([19]\). PW91 is overestimating adsorption energies by approximately 0.5eV, while RPBE has been shown to give the best results, it overestimates by approximately 0.25eV \([19]\).

**vdW-DF XC-functional**

The vdW-DF functional is a recently developed functional which includes van der Waals interactions \([25]\). Van der Waals interactions are due to
correlation effects and is a long range effect which is not included in GGA-type XC functionals. The derivation is based on theory of the homogeneous electron gas and the interested reader is referred to appendix A for details on the derivation of the vdw-DF XC-functional. The basics of the derivation is given below:

- **$E_{XC}$** is written in terms of the adiabatic connection formula:
  \[
  E_{XC} = \int_{0}^{1} d\lambda \left\langle \Psi | \hat{V}_{ee} | \Psi \right\rangle_{\lambda} - E_{H}
  \]

- The retarded correlation function is introduced via the fluctuation dissipation theorem:
  \[
  E_{XC} = \int_{0}^{1} d\lambda \int_{0}^{\infty} du \frac{2\pi}{2\pi} \text{Tr} \left[ \chi_{\lambda} V_{\lambda} \right] - E_{self}
  \]

- The interaction parameter integration is performed using the full potential approximation:
  \[
  E_{nl} = \int_{0}^{\infty} du \frac{2\pi}{2\pi} \text{Tr} \left[ ln(1 - \chi_{\lambda} V) - ln(\epsilon) \right]
  \]

- The dielectric function is approximated by a plasmon pole type approximation

This leads to a simple expression for the XC-energy:

\[
E_{XC} = E_{0}^{c} + E_{c}^{nl} + E_{x}
\]  \hspace{1cm} (2.12)

Where $E_{c}$ is the LDA correlation, $E_{x}$ is the exchange energy, and $E_{c}^{nl}$ is the non local correlation energy which is given by

\[
E_{c}^{nl} = \int \int dr dr' n(r) \phi(r, r') n(r')
\]  \hspace{1cm} (2.13)

The interaction kernel $\phi(r, r')$ has been tabulated for two parameters $\delta$ and $D$ which is given by the density $n(r)$ and $n(r')$ and the distance between $r$ and $r'$, $|r - r'|$. The interaction kernel can be seen in Fig. 2.1

We have implemented vdw-DF in the grid based projected augmented wave program GPAW [26]. The interested reader is referred to Appendix B for more details on the implementation. The current implementation is non self consistent and treated as a perturbation to the self consistent GGA density. Calculating $E_{c}^{nl}$ requires approximately as much CPU time as the electronic convergence of the KS equations.

### 2.1.5 Spin Polarized Calculations

The Hohenberg-Kohn theorems and the Kohn-Sham equations can be extended to include spin, which makes it possible to treat magnetic system [27,28]. It is possible to treat the spin polarized system as if it had two different densities one for spin-up and one for spin-down. This also means that spin polarized calculations require at least twice as much CPU time.
2.1.6 Computational approximations

Density functional theory can be implemented in several different ways and in this thesis the calculations have performed with the plane-wave code Dacapo unless otherwise noted \[29, 19\].

Basis

Dacapo uses a basis consisting of plane-waves. The choice of plane-waves is advantageous when considering periodic systems and it also has the advantage of being easy to test and improve the completeness/convergence. It also has some drawbacks, it is not optimal for cluster calculations, and it requires that the core electrons are represented in some other way than plane waves. Dacapo represents the core electrons with pseudopotentials. The Kohn-Sham wave functions should in principle be expanded in an infinite number of reciprocal lattice vectors, but it turns out that Fourier coefficients of high energy plane waves are very small and these can therefore be excluded. The truncation is done at a certain cutoff energy $E_{\text{cut}}$, which depends on the pseudopotentials used and the desired accuracy. The $E_{\text{cut}}$ in this thesis is 25-30Rydberg.

The plane wave basis means that periodic boundary conditions (PBC) must be applied. PBC is extremely useful when modeling bulk structures but not that useful for systems like surfaces and molecules. Surfaces and molecules must be modeled using a so-called supercell in order to include vacuum or distance between adsorbed species. The PBC applies to the supercell and the supercell includes the aperiodic system, an example can be seen in figure 2.2. The appropriate size of the unit cell must be tested in order to make sure that no or only insignificant interactions occur between the repeated unit cells.
Pseudopotentials

Pseudopotentials are used because

- Chemical properties are often only determined by valence electron, while the effect of the core electrons is small.
- Core electrons have wave functions with many nodes and the valence state wave functions have to be orthogonal to these.
- The expansion of the core electrons wave functions with many nodes requires high energy plane-waves.

Therefore the all-electron potentials and the wavefunctions are replaced by pseudopotentials and pseudo-wavefunctions. In order to secure the accuracy and transferability of the pseudopotentials they should have the following properties [31, 32].

- Real and pseudo valence eigenvalues agree for a chosen prototype atomic configuration.
- Real and pseudo atomic wave functions agree beyond a chosen core radius $r_c$.
- The integrals from 0 to $r$ of the real and pseudo charge densities agree for $r > r_c$ for each valence state (norm conservation).
- The logarithmic derivatives of the real and pseudo wave function and their first energy derivatives agree for $r > r_c$.  

Figure 2.2: Periodic Boundary Conditions a) super cell geometry for an infinite stripe, b) super cell geometry for a molecule. Adapted from [30]
The norm conserving properties have been shown to require quite high energy cutoffs for transition metals and oxygen and therefore a scheme has been derived which relax the norm conserving condition and thereby allow the use of smaller energy cutoff while still obtaining precise results [33]. These pseudopotentials are called ultrasoft pseudopotentials.

**k-point sampling**

Dacapo uses periodic boundary conditions and that restricts the k-points to the first Brillouin zone. There exits a infinite but countable number of k-points, but in practice the wave functions only have to be evaluated at a few k-points. There exits methods for choosing these k-points in an intelligent way in order to obtain the highest accuracy with the smallest k-point set [34,35]. When testing the number of k-points, it is important to remember that the variational principle does not apply to the number of k-points. This means that the energy does not continually decrease, but shows oscillations around the ground state, when increasing the number of k-points.

**Fermi Temperature**

The Fermi-Dirac distribution is a Heavyside function at 0K which means that the occupation number of any state is either 0 or 1. This introduces numerical problems when trying to minimize the energy. This is especially a problem for transition metals, which have complicated Fermi surfaces. The numerical problems can be overcome by introducing an artificial temperature which broadens the Fermi-Dirac distribution. When convergence is reached the finite temperature result is then extrapolated back to 0K [36]. The higher the Fermi temperature the faster convergence but a too high Fermi temperature violates the assumptions made in order to extrapolate back to 0K. In general, a higher temperature can be used for conducting systems than isolating systems. In this thesis $k_B T=0.1$eV is used for conducting systems and $k_B T=0.01-0.001$eV is used for molecules.

**2.1.7 Atom dynamics**

The forces between the ions are determined using the Born Oppenheim approximation and the Hellmann-Feynmann theorem which states that [37]:

$$
\frac{\partial E[n]}{\partial R_I} = -\langle \psi | \partial \hat{H}_I | \psi \rangle
$$  

(2.14)

Here, $E[n]$ is the self-consistent ground state energy and $R_I$ is the ion coordinates. The Hellmann-Feynmann theorem also means that errors in the forces are of first order with respect to errors in the wave functions, which means that higher energy cutoffs may be required in order to ensure convergence in forces. Convergence in the forces can also be improved by using a
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density cutoff higher than the energy cutoff. Using a higher density cutoff mainly cost memory and not computer time. The relaxation of the ions to the minimum energy configuration is done using the quasi-Newton algorithm. Minimization algorithms converge to a local minima and it is therefore important to test different starting configurations in order to make it more probable that the relaxed structure is a global minimum.

2.1.8 Transition state searches

The main algorithm employed in the present work is the Nudged Elastic Band Method (NEB)[38] which is an algorithm to determine the minimum energy path (MEP) from one local minimum to another. The NEB algorithm must be given an initial state, a final state and N intermediate images. Image means in this context atomic configuration. These intermediate images can be constructed by simply making a linear interpolation from the initial to the final state or they can be made manually. The MEP is then found by connecting the N+2 images by springs and then relaxing the images according to the spring force parallel to the reaction coordinate and the true force perpendicular to the reaction coordinate. This ensures that the springs only determine the distances between images and the true force determines the position of the MEP. Different improvements have been made to NEB. They aim at improving the accuracy of the transition state energy, for instance the Climbing Image method [39], and decreasing the number of necessary force steps.

2.1.9 Scanning Tunnel Microscopy Simulation

In Scanning Tunnelling Microscopy (STM) a sharp metal tip is approached to a sample surface within approximately 5Å. This allows the wave function of the tip and the sample to significantly overlap and thereby it becomes possible for the electrons to tunnel between the tip and the sample. A schematic of how STM works can be seen in figure 2.3. Applying a small bias between the tip and the sample shifts the Fermi levels of the tip and the sample relative to each other making it possible for the electrons to tunnel from filled states to empty states, in either the sample or the tip depending on the bias. It is possible to measure a tunnel current. A very delicate mechanical feedback system allows the tip to be scanned across the sample surface in either constant current mode or constant height mode and thereby mapping out a complicated convolution of the local density of states (LDOS) near the Fermi level of the sample and the LDOS of the tip. The success of the STM depends heavily on the exponential dependence of the tunnelling current on the tip-sample distance which means that only the wave functions of the outermost atom of the tip interact with the sample. Therefore, it is essentially the LDOS of the sample which is mapped out. When analyzing STM data, it is extremely important to remember that it is
the LDOS near the Fermi level, which is mapped. It may significantly differ from the total density of states. This means that STM images are a rather complicated convolution of geometric and electronic structure at the sample surface for instance a high LDOS, seen as protrusions in constant current mode, does not necessarily mean that an atom is located at this position. It is therefore important to combine STM with other surface science techniques and/or theoretical calculations in order to make correct interpretations of the obtained data.

A full theoretical description of the tunneling current is a very complex task, because the geometry of the tip and the sample must be known. It is fortunately possible to make some assumptions which make it possible to calculate the tunneling current as seen in equation 2.15

\[ I_t(r_0) \propto V \sum_s |\phi_s(r_0)|^2 \delta(\epsilon_s - \epsilon_F) = V n_s(\epsilon_F, r_0) \]

(2.15)

Here \( \epsilon_s \) is the energy of sample state \( \phi_s(r_0) \), \( V \) is the bias, \( \epsilon_F \) is the energy of the Fermi level and \( r_0 \) is the position where the current is evaluated. This is the Tersoff-Hamann model. Within the Tersoff-Hamann model the current is only a function of the bias voltage and the LDOS at the Fermi level. Several assumptions are made in the Tersoff-Hamann model: The tip is assumed to be spherical, the voltages and temperature are assumed to be low and the two systems are assumed to be independent following Bardeens theory of tunneling [41, 42, 43]. The Tersoff-Hamann model has been generalized to make the tip wave function have any spherical symmetry [44]. Even though the Tersoff-Hamann model is very simple, it has been shown to be qualitatively successful in several studies [45, 46, 47], but it has also been shown to fail in some special cases [48]. It is difficult to obtain quantitative results with the Tersoff-Hamann model, because it tends to underestimate the corrugation of the surface at realistic tip-surface distances.
The STM simulation tool used in this thesis allows for the use of four different tips $s, p_x, p_y$ and $p_Z$. The current is calculated using equation 2.16.

$$I_i(r_0) \propto \sum_n \int \frac{dk}{\Omega_{BZ}} |\phi_{nk}(r_0)|^2 \delta(\epsilon_{nk} - \epsilon_F)$$  \hspace{1cm} (2.16)$$

The integration is over the first Brillouin zone and $n$ is the band index. The integral over the Brillouin zone is replaced by a summation as described in section 2.1.6. Further description of the STM-tool can be found in [49]. The important parameter to choose when applying the STM-tool is the LDOS or as it is usually referred to the contour value. The Tersoff-Hamann model is best suited for qualitative analysis and the contour value is therefore chosen by calibrating it to a reference system. This procedure of course means that meaningful STM simulations can only be done having access to experimental results.

## 2.2 First principle thermodynamics

Pure DFT results give the groundstate energies at 0K. Therefore in order to take pressure and temperature into account thermodynamics either directly from first principles using statistical mechanics or in combination with tabulated data are used to calculate properties such as Gibbs free energies. This has been done in a series of studies and is often used to predict the most stable surface structures at specific reaction conditions [50,51,52].

### 2.2.1 Edge free energy

A thorough derivation of the equations needed to calculated the free energy of MoS$_2$ are found in reference [50]. These equation can be extended to promoted structures in which case the edge free energy is given as in equation 2.17

$$\gamma^i = E_{\text{stripe}}^i(PMeS + N_H^i \cdot H) - N_{Me}^i \cdot E_{\text{bulk}}^{MeS_2}$$

$$- N_P^i \cdot \frac{E_{\text{bulk}}^{P, S_2}}{x} + \mu_S \left[ (2N_{Me}^i + \frac{y}{x} N_P^i - N_S^i) \right] - \mu_H \cdot N_H^i$$  \hspace{1cm} (2.17)$$

Where $P$ is the promoter (e.g Co), $Me$ is the host metal (e.g Mo), $N_m^i$ is the number of species $m$ on edge $i$. The chemical potential of H$_2$S and H$_2$
is found using equation 2.18 and 2.19.

\[
\mu_S = \mu_{H_2 S} - \mu_{H_2} = [\Delta h_{H_2 S}(T, p^\ominus) - \Delta h_{H_2}(T, p^\ominus)]
+ [E_{H_2 S}^{ib}(T = 0K) - E_{H_2}^{ib}(T = 0K)] - (E_{H_2 S} - E_{H_2})
- T[s_{H_2 S}(T, p^\ominus) - s_{H_2}(T, p^\ominus)] + k_B T \ln \left( \frac{P_{H_2 S}}{P_{H_2}} \right)
(2.18)
\]

\[
\mu_H = \frac{1}{2} \mu_{H_2}
= \frac{1}{2} \left[ \Delta h_{H_2}(T, p^\ominus) + E_{H_2}^{ib}(T = 0K) + E_{H_2} - T s_{H_2}(T, p^\ominus) + k_B T \ln \left( \frac{P_{H_2}}{p^\ominus} \right) \right]
(2.19)
\]

\[
\Delta h_i(T, p^\ominus) = h_i(T, p^\ominus) - h_i(T = 0K, p^\ominus)\) and \(h_i(T, P)\) is the enthalpy of component \(i\) at temperature \(T\) and pressure \(P\). \(E_i^{vb}(T = 0K)\) is the sum of the vibrational ground state energies of component \(i\). \(s_i(T, P)\) is the entropy of component \(i\), \(p_i\) is the partial pressures of component \(i\).

For practical purposes it useful to choose a reference edge and calculate the \(i\) edge energy with relative to the reference edge \(0\)

\[
\gamma^i - \gamma^0 = E_{\text{stripe}}^i(\text{PMS} + N^i_M \cdot H) - E_{\text{stripe}}^0(\text{PMS} + N^0_M \cdot H)
+ (N^0_M - N^i_M) E_{\text{bulk}}^{M_S S_i}
+ (N^0_p - N^i_p) E_{\text{bulk}}^{P_x S_y}
+ \mu_S [(2N^i_M + \frac{y}{x} N^i_p - N^0_S) - (2N^0_M + \frac{y}{x} N^0_p - N^0_S)]
+ \mu_H (N^0_H - N^i_H)
(2.20)
\]

This can be further simplified in the situation where \(N^i_M = N^0_M\) and \(N^i_p = N^0_p\).

\[
\gamma^i - \gamma^0 = E_{\text{stripe}}^i(\text{PMS} + N^i_M \cdot H) - E_{\text{stripe}}^0(\text{PMS} + N^0_M \cdot H)
+ \mu_S (N^0_S - N^i_S)
+ \mu_H (N^0_H - N^i_H)
(2.21)
\]

Eq. 2.17 and 2.21 are used in this thesis to predict the equilibrium edge structures.
2.3 Models of chemisorption

The present section is meant to give an overview of the theories of adsorption which will be referred to in later chapters. This section is not meant to be a thorough review, which can be found in several books and reviews [7, 8, 9, 10, 11, 12].

2.3.1 Geometric and electronic effects

The chemistry of surfaces is often divided into a geometric and an electronic part, this is to a certain degree superficial since both parts originates from differences in the electronic structure, but it is nevertheless still useful when investigating trends and correlations in heterogeneous catalysis to make a distinction. In the present thesis the electronic effect is defined as the change in energies for a fixed local geometry and the geometric effect is the difference in energies between different local geometries.

2.3.2 One electron energies

In equation 2.11 we saw that there exist a generalized energy functional \( E(n, v) = T(n, v) + F(n) \) which is stationary with respect to independent variations in the density \( n \) and the potential \( v \). The variational properties of \( E(n, v) \) mean that first order variations in \( n \) and \( v \) only lead to second order errors in \( E(n, v) \). This can be used to understand the variations in adsorption energies from one metal to the next [20, 8, 9]. Assuming that the local densities and the one electron potential of the adsorbate and the metal does not change (the frozen density approximation) then the change in the adsorption energies for small changes in the metal electron density becomes:

\[
\delta E_{ads} = \delta W_{tel} + \delta E_{es}
\]  

(2.22)

Where the difference in adsorption energy \( (\delta E_{ads}) \) is given by the change in one electron energies \( (\delta W_{tel}) \) and the change in inter-atomic electrostatic energy \( (\delta E_{es}) \). This is an extremely important result since it means that we can use models based on one electron energies to analyze and understand the trends and correlations in adsorption energies.

One electron models are widespread in chemistry and physics and several of these models based on the tight-binding approximation (or similar linear combination of atomic orbitals LCAO) are very useful to have in mind when investigating the changes in one electron energies induced by the formation of chemical bonds. The most noticeable models are the two level problem and the Newns-Anderson model which is a generalization of the two level problem.
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Newns-Anderson Model

The main result of the Newns Anderson Model is Eq.

\[
n_a(\varepsilon) = \frac{1}{\pi} \frac{\Delta(\varepsilon)}{(\varepsilon - \varepsilon_a - \Lambda(\varepsilon))^2 - \Delta(\varepsilon)^2} \tag{2.23}
\]

Where \(\Delta(\varepsilon)\) is the imaginary part of the self-energy and and \(\Lambda(\varepsilon)\) is the real part of the self energy. \(\Delta(\varepsilon) = \pi \sum_k |V_{ak}|^2 \delta(\varepsilon - \varepsilon_k)\) is the projected density of states. To understand trends in chemisorption two limiting cases of the Newns-Anderson model turn out to be of importance. One where \(\Delta(\varepsilon)\) is a constant background which merely broadens the adsorbate level (Fig. 2.4 left) and another case where \(\Delta(\varepsilon)\) is a single level which leads to splitting into bonding and anti-bonding states (Fig. 2.4 right). In between these two cases lie the interaction with sp electrons and d electrons. In these cases the overall picture is that the sp electrons shift down the adsorbate level and broadens it. The d electrons split the adsorbate level into two levels and broaden the levels.

d-band model

The main assumption in the d-band model is that the majority of the adsorption energy is given by the interactions with the sp-electrons. The interaction with the d-electrons is only a small perturbation on top of the sp-electrons. This means that the adsorption energy can be divided into a term due to the sp electrons and a term due to the d electrons. Fig 2.5 shows the d-band interpretation of adsorption, where the adsorption is initiated by a down shift and broadening of the adsorbate level followed by a splitting into bonding and anti bonding states by the d band. The splitting and broadening of the renormalized adsorption level by the d-band electrons may be approximated as a two level problem, by simply treating the d-band as a single level with an energy equal to the center of the d-band. The two level approximation is motivated by the Newns-Anderson model where the d band is seen to split the adsorbate level and broaden the levels with the limit of a very narrow d band which simply splits the

Figure 2.4: Newns Anderson Model [8].
adsorbate level into a bonding and antibonding state. This leads to the following equation for the hybridization energy due to the interaction with the d-band

\[
E_{d-chem} = -(1 - f) \left( \sqrt{4V_{ad}^2 + (\varepsilon_d - \varepsilon_a)^2} - (\varepsilon_d - \varepsilon_a) \right) - 2(1 + f)V_{ad}S
\]  

(2.24)

Where \( f \) is filling of the d-band, \( V_{ad} \) is the coupling matrix element between the adsorbate state and the metal d states, \( \varepsilon_d \) is the center of the d band, \( \varepsilon_a \) is the energy of the adsorbate level, and \( S \) is the overlap matrix element. This apparently very simple model has successfully explained trends in adsorption energies across the periodic table, effects of strain, stress, and poisoning [53, 54, 55].
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Linear scaling

3.1 Introduction

Understanding trends in reactivity for heterogeneous catalysts has both an applied and a fundamental aspect. From an applied point of view trends may speed up the process of identifying new and better catalyst. From a more fundamental scientific point of view trends and correlations are interesting because they indicate that some underlying physics are determining the chemical reactivity thus trends may help researchers understand the physics of chemical reactions on surfaces.

In this chapter a series of computer ”experiments” will investigate trends in adsorption energies. A series of empirical scaling laws will be derived from the computer ”experiments” and a model describing the underlying physics that dictates the scaling laws will be proposed.

3.2 Calculational details

3.2.1 Transitions metals

The computer ”experiments” are conducted on the close-packed fcc(111), hcp(0001), and bcc(110) surfaces, and the stepped fcc(211) and bcc(210) surfaces. Each of the surfaces is modeled by a (2x2) or a (1x2) surface unit cell for the close-packed and stepped surfaces, respectively. Each slab has a thickness of three layers in the direction perpendicular to the close-packed surface. The adsorbates and the topmost layer are allowed to relax fully in all configurations, and in the case of Fe, Ni, and Co, spin polarization is taken into account. The binding energies of the different species have been taken for the most stable adsorption sites on all surfaces. The GGA-RPBE functional is used to describe exchange and correlation effects [19]. A (4x4x1) k-point Monkhorst-Pack sampling is used [34]. A distance between layers of 10Å together with dipole correction in the z direction is used in order to decouple adjacent slabs. Ultra soft pseudopotentials are used except
for sulfur where a soft pseudopotential is used [33, 56]. A planewave cutoff of 340eV and a density cutoff of 540eV is used.

### 3.2.2 Transition metal nitrides, oxides, and sulfides

The calculational details are similar to the ones for transition metals with the following differences. The valence wave functions are expanded in a basis set of plane waves with a kinetic energy cut-off of 350-400 eV. Spin magnetic moments for the oxides, Co-Mo-S, Ni-Mo-S, and Co-W-S are taken into account. We use the periodic slab approximation and the unit cells considered are modeled by a (2x2) unit cell for the nitrides and perovskite-type oxides, a (2x1) unit cell for PtO$_2$, a (2x1) unit cell for Co-W-S and MS$_2$ surfaces with M = Mo, Nb, Ta, and W, and a (4x1) unit cell for M-Mo-S surface with M = Ni and Co. A four layer slab for the nitrides and perovskite-type oxides, a four trilayer slab for PtO$_2$-type oxides, and a 8 or 12 layer slab for sulfides are employed in the calculations. Neighboring slabs are separated by more than 10 Å of vacuum. The results for the MO$_2$ surfaces with M = Ir, Mn, Ru, and Ti are taken from Refs. [57]. The adsorbate together with the two topmost layers for the nitrides and perovskite-type oxides, the two topmost trilayers for MO$_2$ oxides and all layers for the sulfides, are allowed to fully relax. The Brillouin zone of the systems is sampled with a 4x4x1 Monkhorst-Pack grid for nitride and oxide surfaces and with a 6x1x1 (4x1x1) for the 2x1 (4x1) supercell for the sulfide surfaces.

### 3.3 Transition metals

First, we will present calculated adsorption energies of CH$_x$, x = 0, 1, 2, 3, NH$_x$, x = 0, 1, 2, SH$_x$, x = 0, 1, OH$_x$, x = 0, 1. Then we will develop a model which explains the physical origin of the observed trends and finally we briefly outline one possible use of the presented correlations.

#### 3.3.1 Adsorption energies

Figure 3.1 summarizes the adsorption energies of the DFT calculations. We find for all the AH$_x$ molecules investigated that the adsorption energy as a function of the adsorption energy of the central atom follows equation 3.1.

\[
\Delta E^{AHx} = \gamma \Delta E^A + \xi
\]  

(3.1)

There is some scatter around the linear relation but we note that while the adsorption energy \(\Delta E\) varies over several eV the mean absolute error (MAE) is only 0.13eV. Some of the scatter originates from the fact that the most stable adsorption site changes as the molecules are dehydrogenated. Figure 3.2 shows the adsorption energy of CH$_3$ at the ontop site as a function of C at the most stable site or C at the ontop site. Even though the scatter is not
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Figure 3.1: Adsorption energies of CH\textsubscript{x} species. (crosses: x=1; circles: x=2; triangles: x=3), NH\textsubscript{x} intermediates (circles: x=1; triangles: x=2), OH, and SH intermediates plotted against adsorption energies of C, N, O, and S, respectively. The adsorption energy of molecule A is defined as the total energy of A adsorbed in the lowest energy position outside the surface minus the sum of the total energies of A in vacuum and the clean surface. The data points represent results for close-packed (black) and stepped (red) surfaces on various transition-metal surfaces. In addition, data points for metals in the fcc(100) structure (blue) have been included for OH\textsubscript{x}. 
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Figure 3.2: Adsorption energies of CH$_3$ against the binding energies of C for adsorption in the most stable sites (triangles) and in the case where both CH$_3$ and C have been fixed in the on-top site (squares)

large for CH$_3$ plotted against C at the most stable site the scatter decreases further when CH$_3$ and C are at the ontop site (MAE = 0.06eV).

The main observation is that the adsorption energies correlate in a linear fashion. The proportionality constant $\gamma$ is seen to be a function of the number of H atoms in AH$_x$ and is to a good approximation given by equation

$$\gamma(x) = \frac{x_{max} - x}{x_{max}}$$  \hspace{1cm} (3.2)

where $x$ is the number of H atoms in AH$_x$ and $x_{max}$ is the maximum number of H atoms in AH$_x$, which for A equals C is 4, A equals N is 3 and for A equals O or S it is 2. The valency of a molecule is given as $(x_{max} - x)$ and for the 4 systems considered in the present study the slope only depends on the valency. In the following section we will consider a model that allows us to understand the physics behind this effect.

3.3.2 Model of scaling laws for adsorption energies

Simple bond counting [58] can explain the observed correlations between CH$_3$, CH$_2$, and CH which on the closed packed (111) surface prefer to adsorb in onefold, twofold, and threefold adsorption sites, respectively. The intuitive conclusion drawn from these observation is that the unsaturated molecular bonds form bonds to the surface. However, simple bond counting breaks down for atomic C, which is still adsorbed in a three fold site even though it is missing 4 bonds. Therefore it is not obvious from bond counting that all the CH$_x$ species should correlate with the binding energy of atomic C. Furthermore, it is difficult to understand the apparent independence of the scaling relation on the adsorption site (Fig. 3.2) using bond counting
arguments. The scaling seen in Fig. 3.1 and 3.2 must therefore have a more general explanation which include the bond counting arguments as a special case.

The d-band model introduced in Sec. 2.3.2 has been quite successful in predicting trends in catalytic activity from one metal to the next [9, 59, 53, 60, 61, 62] and in the following we will use the d-band model to understand the correlations seen in Fig. 3.1 and 3.2. The main assumption in the d-band model is that the adsorption energy can be divided into a part due to coupling to sp-electrons of the metal and a part due to the d electrons.

\[ \Delta E = \Delta E_{sp} + \Delta E_d \]  

(3.3)

The coupling to the sp states is usually the largest part of the binding and involves considerable hybridization and charge transfer. In the d band model it is assumed that the coupling to the sp states is constant from one transition metal to the next. This assumption is justified by the fact that the sp band is broad and half occupied for all transition metals. The variation from one metal to the next is then given by the d states. The d states form narrow bands of states close to the Fermi level, and the width and energy of the d bands vary substantially from one transition metal to the next. According to the d-band model all the variation seen in Fig. 3.1 should be given by the variations in the d bands. This means that the x dependence of \( \Delta E_{AH_x} \) must be given by the d coupling alone. If one for a moment assumes that the d coupling for AH\(_x\) is proportional to the valency parameter defined above:

\[ \Delta E_{d}^{AH_x} = \gamma(x)\Delta E_d^A \]  

(3.4)

Following the same prescription as in the d band model the adsorption energy of AH\(_x\) (Eq. 3.1) can be written as:

\[ \Delta E^{AH_x} = \Delta E_d^{AH_x} + \Delta E_{sp}^{AH_x} = \gamma(x)\Delta E_d^A + \Delta E_{sp}^{AH_x} = \gamma(x)(\Delta E_A^A - \Delta E_{sp}^A) + \Delta E_{sp}^{AH_x} = \gamma(x)\Delta E_A^A + \xi \]  

(3.5)

where \( \xi = \Delta E_{sp}^{AH_x} - \gamma(x)\Delta E_{sp}^A \) only includes sp terms and from the assumption about it follows that it is independent of the metal in question. The parameter \( \gamma(x) \) can be read off Fig 3.1 for each AH\(_x\)/A combination, see Eq. 3.1 and the parameter \( \xi \) can be obtained from calculations on any transition metal. In the following all model data presented is obtained using Pt(111) as the reference system.
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However, we still need to show that the assumption behind Eq 3.4 is valid. Hence, show that the coupling to d states scale with the valency of the adsorbate as in Eq. 3.1 which in mathematical terms equals to showing that:

\[ \Delta E_d \propto V_{ad}^2 \propto \gamma(x) = \frac{(x_{\text{max}} - x)}{x_{\text{max}}} \]  

Equation 3.6 will be correct if the number of bonds scale with x (CH, CH₂, CH₃) unless the bond lengths change. In the case where the bond lengths are unchange the coupling matrix elements stay the same, and the hybridization energy of each extra bond will then be proportional to the coupling matrix elements. In the case where the site is unchange there must be a change in bond length. The change in bond length will be given primarily by the change in sp coupling since \( \Delta E_d << \Delta E_{sp} \). The change in sp coupling can be understood in terms of effective medium theory [20]. In effective medium theory the adsorption energy at a given density is approximated by the adsorption energy in an effective medium with the same density. Figure 3.3 shows the cohesive energy as function of the density, there exist an optimum electron density \( (n_0) \) where the cohesive energy has a minimum. In the case of adsorption on an surface the adsorption distance of a given species is given by \( n(r) = n_0 \) where \( n_0 \) is the optimum density. \( n(r) \) can be viewed as a generalized bond order and the fact that the adsorption occurs at \( n(r) = n_0 \) expresses bond order conservation. Returning again to CH₄, C will adsorb where \( n_{\text{surf}} = n_0 \) and CH₄ which only adsorbs through weak van der Waal forces adsorbs where \( n_{\text{surf}} = 0 \) which means that the optimum density for the main atom C must be provided by the H atoms so that \( 4n_H = n_0 \) following along these lines lead to \( n_{\text{surf}} = (4 - x)/4n_0 \) which in the general case is

\[ n_{\text{surf}} = \frac{(x_{\text{max}} - x)}{x_{\text{max}}}n_0 = \gamma(x)n_0 \]  

Since \( n_{\text{surf}}(x) \propto V_{ad}^2(x) \), because the density at the surface i proportional to the overlap matrix element, which again is proportional to the coupling matrix element. Using this leaves us with

\[ \Delta E_d(x) \propto V_{ad}^2(x) \propto n_{\text{surf}}(x) \propto \frac{x_{\text{max}} - x}{x_{\text{max}}} = \gamma(x) \]  

which shows that there is good reason to believe that the d coupling will be proportional \( \gamma \).
Figure 3.3: Cohesive energies of different atoms embedded in a homogeneous electron gas with density $n$. $n_0$(oxygen) marks the optimum density of oxygen. Adapted from [63, 64].

Figure 3.4: Calculated reaction energies for a series of dehydrogenation reactions plotted against the model predictions. The model data have been generated using calculated Pt(111) data as reference.
The scaling laws can for instance be used to calculate reaction energies for (de)hydrogenation reactions. The reaction energy will be given by equation 3.9

$$\Delta E = \sum_{i=1}^{N} (\Delta \gamma_i \Delta E^{A_i} + \Delta \xi_i) = \sum_{i=1}^{N} (\Delta \gamma_i \Delta E^{A_i}) + \Delta \xi$$  \hspace{1cm} (3.9)

Where the sum runs over the $i$ atoms bonding to the surface, $\Delta \gamma_i$ is the change in valency of atom $i$, and $\Delta \xi_i$ is the change in the y axis intercept for atom $i$. $\Delta \xi_i$ is metal independent, since it only depends on the sp electrons and therefore can be calculated once and for all for a given reaction on one metal. In Fig. 3.4 calculated reaction energies for different dehydrogenation reaction have been plotted against the reaction energy given by Eq. 3.9. The correlation is striking and it is clear that it is viable to use the scaling relation to estimate reaction energies. This opens op for the construction of entire energy diagrams for reactions at metal surfaces and combined with brensted-Evans-Polanyi relationships activation barriers could also be included leading to the complete potential energy landscape based on the adsorption energies of the central atoms. In summary we observe in Fig. 3.1 that the adsorption energy of hydrogenated species correlate with the adsorption energy of the central atom. We have presented a model which indicate that the slope of the correlation is given by the interaction with the d electrons while the intercept is dependent on the sp coupling and therefore approximately transition metal independent. This is a result of a generalized bond order conservation, which requires that the local density of the central atom is unchange.
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Figure 3.5: The investigated surfaces. a) fcc-like structure for the $M_2N$ (100) surface, $M = Mo$ and $W$. Dark blue and light blue spheres represent metal and nitrogen atoms, respectively. b) fcc-like rock salt structure for the TiN (100) surface. Dark blue and gray spheres represent Ti and N atoms, respectively. c) rutile-like (110) surface for the PtO2. Red and white spheres represent oxygen and metal atoms, respectively. d) perovskite structure for the LaMO$_3$ (100) surface, with $M = Ti$, Ni, Mn, Fe, and Co. Red, light blue, and violet spheres represent oxygen, lanthanum and metal atoms, respectively. e) hcp like (1010) surfaces for NbS$_2$, TaS$_2$, MoS$_2$, WS$_2$, Co-Mo-S, Ni-Mo-S and Co-W-S. Yellow and green spheres represent sulfur and metal atoms, respectively. The dotted lines mark the supercell.

3.4 Transition metal nitrides, oxides, and sulfides

Surface processes on nitrides, oxides and sulfides are of interest for a series of applications e.g. hardening of steel [65], fuel cells [57], hydrotreating catalysis [66, 67, 50, 68, 69]. Therefore, a series of studies of adsorption on these surfaces are undertaken in order to investigate whether scaling relations also exist for these more complex surfaces. Using the same approach as for the pure transition metals we have investigated the surfaces of some sample nitrides, oxides, and sulfides, these can be seen in Fig. 3.5 along with the investigated supercells. For the nitrides, the clean surface and the surface with a nitrogen vacancy are studied. For MX$_2$-type oxides (sulfides) an oxygen (sulfur) covered surface with an oxygen (sulfur) vacancy is studied.

We have investigated the adsorption of NH$_x$, $x = 0, 1, 2$, OH$_x$, $x = 0, 1$, SH$_x$, $x = 0, 1$ on the nitrides, oxides and sulfides, respectively. The calculated adsorption energies as a function of the adsorption energy of the central atom can be seen in Fig. 3.6. It is evident that scaling relations do also exist for these systems. The scaling is approximately given by the same linear expression found for the pure transition metals (Eq. 3.1). We find that the mean absolute error (MAE) is lower than 0.19eV for all the species considered here. The correlation is poorest for the nitrides, which is mainly due to TiN which is a clear outlier.

Fig. 3.7 compares adsorption energies on transition metals with adsorption energies on nitrides, oxides, and sulfides. It is interesting to note that for the nitrides the scaling is essentially the same for the two systems. For the oxides and partially for the sulfides the results for the compounds are shifted from those of the metals. This is due to a difference in the local geometry.
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Figure 3.6: Adsorption energies. The adsorption energy of $AH_x$ is defined as:

$$\Delta E(AH_x) = E(AH_x^*) + (x_{max} - x)/2 \cdot E(H_2) - E(^*) - E(AH_{x_{max}})$$

where $E(AH_x^*)$ is the total energy of an $AH_x$ molecule adsorbed on the most stable adsorption site, $E(^*)$ is the total energy of the surface without the A atom adsorbed, and $E(H_2)$ and $E(AH_{x_{max}})$ are the total energy of the hydrogen molecule and the $AH_{x_{max}}$ molecule in vacuum, respectively.
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Figure 3.7: Adsorption energies. Close-packed surfaces for NH$_2$ and OH$_2$ intermediates and the stepped surface for SH$_2$ intermediates are considered. The adsorption energies for the OH intermediate on top site and S intermediates on bridge site over transition metals are included (blue points). The dashed line is the exact slope, $\gamma(x)$, obtained by eq. 3.1.

for the S atoms, which on the sulfides is adsorbed in bridge positions while the most stable site on the transition metals (211) surface is the b5 site. If similar adsorption site i.e. bridge site on the (211) step is chosen then the agreement between the sulfides and the transition metals is better. For the oxides the O atom also adsorbs on a different site and if a similar adsorption site on the metal is considered then the data agrees with the oxide results, as we observed for the sulfides.

The results of Figs. 3.6 and 3.7 indicate that the nature of the adsorption is similar for transition metals and nitrides, oxides, and sulfides. In the case of transition metals we could explain the difference in terms of the d-band model, see Sec. 3.3.2. The scaling behavior of Figs. 3.6 and 3.7 suggest that the underlying physics of adsorption on the more complex surfaces is similar to the underlying physics on metals. The key to understand this can be found in recent work by Lundqvist et al [70, 71] where they show that a suitable modified d-band model can be used to understand trend in adsorption energies on transition metal carbides and nitrides.
3.5 Summary

We have presented linear scaling relations for adsorption on transition metals. We have presented an explanation within the d-band model framework, where the metal independent intercept is given by the sp-coupling and the slope is determined by the coupling to the d-band. We have demonstrated that the same kind of linear relationships also exist on nitrides, oxides, and sulfides. The existence of linear relationships opens up for fast predictions of reaction energies and the construction of entire energy diagrams for catalytic reactions. It is therefore proposed to be a very useful tool in a fast screening for new catalysts or materials with specific properties.
4.1 Introduction

The present chapter presents a short introduction to hydrodesulfurization (HDS) and the general computational details used to study the HDS process. Hydrotreating is a family of catalytic processes which remove contaminants such as, nitrogen, oxygen, sulfur, and metals from crude oil. This chapter focuses on the removal of sulfur which is called hydrodesulfurization. Refiners need to remove sulfur to meet present day regulations on sulfur content in diesel fuel and to ensure that sulfur does not contaminate catalyst of other refining processes. The legislations on sulfur contents are becoming increasingly stricter in order to decrease air pollution in densely populated areas and more recently to pave the way for exhaust catalyst on diesel fueled cars.

4.1.1 The HDS process

The research in HDS has been ongoing for several decades and is still an active field \[72\]. There exist a series of reviews on HDS e.g \[73,74,75,76,77,78,79\] covering all the corners of HDS catalysis.

The general reaction taking place in HDS is seen in reaction 4.1. The reaction conditions of HDS may vary over a large range of pressures and temperatures, where a few examples are given in Tab. 4.1. The choice of reaction conditions depends on parameters such as, the required conversion of sulfur containing compounds, the choice of catalyst, the quality of the crude oil including the amounts of pollutants such as nitrogen, sulfur, and oxygen, etc.

\[
\text{(Organic sulfur compound)} + \text{H}_2(g) \rightarrow \text{(Desulfurized organic compound)} + \text{H}_2\text{S}(g) \quad (4.1)
\]
Table 4.1: Reaction conditions for the hydrodesulfurization process.[73]

<table>
<thead>
<tr>
<th>Fuel type</th>
<th>Total Pressure [MPa]</th>
<th>LHSV [h⁻¹]</th>
<th>Temperature [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naphtha (gasoline)</td>
<td>1.38-5.17</td>
<td>2-6</td>
<td>290-370</td>
</tr>
<tr>
<td>Kerosene/gas oil</td>
<td>3.45-10.30</td>
<td>0.5-3.0</td>
<td>315-400</td>
</tr>
<tr>
<td>(jet/diesel fuels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCC feed pretreat</td>
<td>6.90-20.70</td>
<td>0.5-2.0</td>
<td>370-425</td>
</tr>
</tbody>
</table>

The need to reach present day strict legislations on sulfur content and upgrade increasingly heavier feedstock calls for improved catalysts. In order to aid the development of new and better catalyst atomic scale insight is needed. Commonly used catalysts for HDS consist of MoS₂ particles promoted with Co (CoMoS) or Ni (NiMoS) supported on γ-Al₂O₃ support or graphite. The atomic scale structure of CoMoS and NiMoS is the subject of chapter 5. Several experimental studies have investigated the kinetics of HDS catalysis [69] it is however not understood what the nature of the active site is, for instance it is not clear whether there is a difference in the chemistry of the different stable edges. In chapter 6 the reactivity of MoS₂ and Co promoted MoS₂ is investigated. The need to reach ultra low diesel levels has increased the focus on inhibition mechanisms of HDS, where among others nitrogen containing organic compounds acts as inhibitors. Chapter 7 presents an investigation of the inhibition mechanism and it is shown how the formation of a pyridinium ion plays a key role in inhibition by pyridine. DFT has a proven track record of calculating accurate adsorption energies of small molecules on metals. However, a large fraction of reactants and inhibitors in HDS catalysis are cyclic molecules with delocalized π electrons and for such molecules van der Waals forces are believed to play a role in adsorption. This is usually neglected, in lack of a tractable method of including van der Waals forces, when investigating adsorption of cyclic molecules. Recent developments in DFT theory have however shown that van der Waals forces may be included [25] and in chapter 8 we present calculations including van der Waals interaction of thiophene and butadiene on the basal plane of MoS₂ and find that the van der Waals part of the adsorption energy is quite significant.

4.2 General computational details for HDS

The computational details of the following chapters are very similar and below the archetypical computational details will be outlined. The specific chapters will have a short section describing differences from the details below. An infinite stripe model, which has previously been proven successful to investigate MoS₂ based systems [80,50,81], is used to investigate the edges of MoS₂ and is depicted in Fig. 4.1. The infinite stripe exposes both the Mo
Mo edge 50%S coverage   S edge 100% S coverage

edge and the S edge. The supercell size is denoted as $N_x \times N_y$ corresponding to $N_x$ Mo atoms in the x-direction and $N_y$ Mo atoms in the y-direction. $N_x$ must be an even integer in order to allow for important reconstructions with a period of 2 in the x-direction and $N_y$ must insure decoupling of the Mo edge and the S edge in the y-direction. The stripes are separated by 14.8Å in the z-direction and 9Å in the y-direction. This model represents MoS$_2$ structures with no support interactions such structures are similar to the Type II structures found in present day high activity commercial catalysts [82,83,84]. The plane wave density functional theory code DACAPO [19,29] is used to perform the DFT calculations. The Brillouin zone is sampled using a Monkhorst-Pack k-point set [34] containing 12 k-points in the x-direction and 1 k-point in the y- and z-direction in the case of a single MoS$_2$ unit in the x-direction ($N_x=1$). The calculated equilibrium lattice constant of $a=3.215$ Å compares well to the experimental lattice constant of 3.16Å [85]. A plane-wave cutoff of 30 Rydberg and a density wave cutoff of 45 Rydberg are employed using the double-grid technique [86]. Ultrasoft pseudopotentials are used except for sulfur, where a soft pseudopotential is employed [56,33]. A Fermi temperature of $k_B T=0.1eV$ is used for all stripe calculations and energies are extrapolated to zero electronic temperature. The exchange correlation functional PW91 is used [18]. In the case of possible spin polarized metals (e.g Cobalt) or molecules the calculations are done spinpolarized. The convergence criterion for the atomic relaxation is that the norm of the total force should be smaller than 0.15eV/Å, which corresponds approximately to a max force on one atom below 0.05eV/Å. The nudged elastic band (NEB) method is used to find energy barriers [38] to-
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together with the adaptive nudged elastic band approach [87] and cubic spline fits to the energy and the forces. Furthermore a fixed bond length filter and a transition state search algorithm have been used to check NEB transition states. The algorithm utilizes a quasi Newton algorithm and an approach similar to the one presented in [88] to follow the eigenvector corresponding to the lowest eigenvalue to the saddle point. Figures of atomic structures have been made using VMD [89].

All adsorption energies have, unless otherwise noted, been calculated using the equation:

$$E_{ad} = E_{molecule+MoS_2} - E_{MoS_2} - E_{molecule(g)}$$

where $E_{molecule+MoS_2}$ is the energy of the system with the molecule bound to the surface, $E_{MoS_2}$ the energy of the stripe and $E_{molecule(g)}$ is the energy of the molecule in vacuum. Molecules in vacuum have been calculated with the same setup as stripe calculations, except using a supercell which ensures at least 11Å vacuum between neighboring molecules, using a Fermi temperature of $k_BT=0.01eV$, using only the gamma point in the Brillouin zone sampling, and the norm of the total force should be smaller than 0.05eV/Å.
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Structure of HDS catalysts

5.1 Introduction

A key prerequisite for understanding the catalytic behavior is detailed understanding of the structure of the active catalyst. The structure and shape of the catalyst may depend on the support, the reaction conditions, and the incorporation of promoters. The present chapter presents a short introduction to the structure of HDS catalysts based on experiments (Sec. 5.1.1) and theory (Sec. 5.1.2). Finally new insight into Ni and Co promoted MoS$_2$ catalyst based on combined STM and DFT is presented (Sec. 5.2).

5.1.1 Experimental studies

Bulk MoS$_2$ is a layered structure consisting of MoS$_2$ hexagonal closed packed (hcp) layers held together by van der Waals forces. Each individual hcp layer is a sandwich structure with a Mo layer sandwiched between two sulfur layers. The structure of MoS$_2$ is similar to that of graphite and it can also form nanotubes [90, 91]. The common catalyst in industrial reactors is particulate Mo sulfide promoted by Co or Ni. The active phase has been identified by extended X-ray Adsorption Fine Structure (EXAFS) studies to be present as MoS$_2$ like structures, 10-20Å wide (Fig. 5.1) [92, 93, 94].

Transmission Electron Microscopy (TEM) experiments find that the active phase may be layered structures [95, 96, 97]. However, present day catalysts are mainly Type II catalysts, which are fully sulfided single layer structures with weak support interactions [82, 83, 84], a ball model of a MoS$_2$ particle can be seen in Fig. 5.1.

Insight into the structure of the smallest catalyst particles is hampered by the detection limit of TEM [98, 97, 99] which renders detection of the smallest particles impossible. Furthermore, TEM is also limited to only observing particles along the (0001) basal plane i.e. the layers are seen as lines. Recently is has, however, been possible using high angle annular dark field scan-
Figure 5.1: MoS$_2$ Ballmodels: (a) topview of a MoS$_2$ particle, (b) S edge with 100% S and 100% H, (c) MoS$_2$ Mo edge with 50% S and 50% H.
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Figure 5.2: a) The three different phases of Co, b) ball model of MoS$_2$.

[continuing text]...ning transmission electron microscopy (HAADF-STEM) [100, 101, 102, 103] to observe the shape of relative large MoS$_2$ and WS$_2$ particles supported on graphite.

Important information regarding the atomic scale structure and reactivity of MoS$_2$ based HDS catalysts has been obtained using STM. Such studies have provided atom resolved images of the MoS$_2$ nanostructures; and when combined with DFT calculations quite detailed information may be obtained from the images [104, 105, 106, 107, 108, 109, 50, 110, 111]. These combined studies clearly show that naked Mo (10$\overline{1}$0) edges are not present at ultrahigh vacuum conditions. In contrast, the results show that the Mo atoms will tend to maintain the full sulfur coordination of six. This is achieved by extensive edge reconstructions. Quite surprisingly, it was found that these fully sulfur-saturated Mo (10$\overline{1}$0) edges of MoS$_2$ have some sites with metallic character [104, 109, 50].

Promotion: The CoMoS phase

As all ready mentioned the industrial catalyst is promoted by Co or Ni. The effect of promotion of MoS$_2$ by Co and Ni has been the subject of a long discussion in the HDS literature but presently consensus has been reached on the CoMoS/NiMoS phase as the active phase [112]. The CoMoS phase was discovered using Mössbauer spectroscopy [113, 114]. Fig. 5.2 presents the three different positions for the Co atom: in the Al$_2$O$_3$ bulk, as Co$_9$S$_8$ and on the edges of MoS$_2$. The cobalt decorated MoS$_2$ phase was termed the CoMoS phase and was found to be the phase responsible for the catalytic activity [112].

39
5.1.2 Density functional theory studies

A series of DFT studies have investigated the structure of promoted and non-promoted HDS catalysts, including the position of promoters [68, 67, 115, 116, 117], the influence of reaction conditions [50, 67, 118, 119, 120], support effects [81, 121, 122], and explorative catalysts like phosphides, carbides and zeolites [123, 124, 125, 126, 127, 128, 129, 130, 131].

In the first DFT study of MoS$_2$ and CoMoS structures, Byskov et al [68] found that it is energetically very unfavorably to create the "naked" Mo edges, where Mo is exposed at the edge and only 4 fold coordinated, and they concluded that such structures probably are not present under realistic HDS conditions [68]. Subsequent DFT studies have supported this conclusion [132, 50, 133]. Even though multiple vacancy sites may be very reactive [134, 135, 136], they are expected to readily react with H$_2$S; and reactions involving such sites should be extremely strongly inhibited by H$_2$S. The first study of mechanistic aspects of HDS using DFT studied the HDS of thiophene over Ni$_2$S$_9$ clusters [66]. Although the study does not directly relate to MoS$_2$ catalysts, coordinatively unsaturated Ni sites were found to be very reactive.

DFT combined with thermodynamics in order to include temperature effects has proven to be a very useful tool to predict the edge configuration as a function of reaction conditions (see also Sec. 2.2). Several groups have investigated the stability of different edge configurations as a function of reaction conditions [50, 132, 67, 118, 119, 117, 116] and the accuracy of the approach has been validated by the ability to predict structures observed in STM experiments [50, 107]. DFT based thermodynamics are the basis of theoretical investigation of the reaction mechanism involved in HDS since it provides a way to predict which surface configurations are most likely to exist during HDS. For instance, MoS$_2$ at HDS conditions (P$_{H_2}$ = 10bar, P$_{H_2}$/P$_{H_2}S$ = 100 and T=650K) will be fully covered with sulfur at the S (1010) edge (Fig. 5.3 a)) with hydrogen on top of every sulfur dimers and the Mo (1010 edge (Fig. 5.3 b)) will be covered with 50% S with hydrogen on top of every second S atom.

5.2 Atomic scale insight into the structure of CoMoS and NiMoS

In the following section we present a combined DFT and STM study of the Co or Ni promoted MoS$_2$, termed CoMoS or NiMoS respectively. CoMoS and NiMoS are the most widely used HDS catalyst and understanding the differences in atomic scale morphology and electronic structure is proposed to be very useful for future development of HDS catalysts.
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5.2.1 Experimental details

The experiments are conducted in a ultra high vacuum (UHV) chamber equipped with standard surface analysis equipment and equipment for depositing metals by e-beam evaporation and introducing gases into the chamber. The homebuilt Aarhus scanning tunneling microscope [137] is used for the experiments. Au(111) is used as support because it has previously proven to be very successful [105, 104, 108] due to the nucleation centers of the so-called Herringbone reconstruction [138]. The promoted MoS$_2$ structures are prepared by initial depositing of pure Mo in a sulfiding atmosphere, thereby forming sulfided Mo nucleation centers followed by co-deposition of additional Mo together with Ni or Co to form CoMoS or NiMoS. For a detailed description of the experimental details see Paper V [110].

5.2.2 Computational details

We use the computational setup described in Sec. 4.2 except the following details. The stripes used for the calculations in this work were composed of repeat units containing one or two MoS$_2$ units in the x direction and 6 repeat units in the y direction. Promoted structures are obtained by replacing Mo with Co or Ni at the relevant edge positions. In the case of Co, all Mo atoms at the (1010) are replaced by Co, which is known to be the most energetically favorable location of Co [139, 67, 68]. In the case of Ni, locations at both edges are considered as well as partial substitution. Hydrogen adsorption is also investigated but based on the adsorption energies found, the concentrations of adsorbed hydrogen is estimated to be negligible under experimental conditions. The STM simulations are performed as reported in [50] by matching the corrugation on the MoS$_2$ basal plane to the experimentally measured value of 0.2Å and then plotting calculated contours.
Figure 5.4: a) Cobalt sulfide formed on Au(111). The insert shows the proposed Co$_3$S$_4$(111) faces. Adapted from [105], b) Ni sulfide

of constant local density of the electron states. The edge free energies are calculated as described in Sec. 2.2 with Co$_9$S$_8$ and Ni$_3$S$_2$ as bulk sulfide references. Table 5.1 shows the chemical potential of sulfur and hydrogen at two different STM experimental conditions, Sulfiding (S) and Imaging (I).

Table 5.1: Chemical potential of sulfur at different working conditions

<table>
<thead>
<tr>
<th>Working condition</th>
<th>T[K]</th>
<th>$p_{H_2}$[bar]</th>
<th>$p_{H_2S}$[bar]</th>
<th>$\mu_S - \mu_S$(bulk)[eV]</th>
<th>$\mu_{H_2} - \frac{1}{2} E_{H_2}$[eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I) STM Imaging</td>
<td>300</td>
<td>$2.0 \cdot 10^{-16}$</td>
<td>$1.0 \cdot 10^{-13}$</td>
<td>-0.242</td>
<td>-0.49</td>
</tr>
<tr>
<td>(S) STM Sulfiding</td>
<td>673</td>
<td>$2.0 \cdot 10^{-12}$</td>
<td>$1.0 \cdot 10^{-9}$</td>
<td>-0.344</td>
<td>-1.08</td>
</tr>
</tbody>
</table>

5.2.3 Morphology

The synthesis procedure for the promoted structures produces two significantly different sulfide structures. One which consists of Ni- or Co-sulfide islands at the step edges of Au (111) and another which is well dispersed nanoparticles of CoMoS or NiMoS.

The growth of Ni- or Co sulfides at the step edges (Fig. 5.4) is due to an excess of Co or Ni. The facets match the (111) facets of Co$_3$S$_4$ and Ni$_3$S$_2$ respectively and will not be considered further since such sulfides are not active in HDS [69].

Promotion by Co and Ni changes the morphology, from triangular shapes for MoS$_2$ (Fig 5.5 a)) to truncated shapes for CoMoS (Fig 5.5 b)) and NiMoS (Fig 5.5 c)). The triangular shape of MoS$_2$ has been investigated in details using STM [104, 107] and DFT [50, 109]. The MoS$_2$ triangles are found to expose only the (1010) Mo edge, which is covered with sulfur dimers. The
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Figure 5.5: a) MoS$_2$, CoMoS, NiMoS

Figure 5.6: (a) Graphical presentation of the Wulff construction theory, where the ratio of the edge free energies determine the cluster shape, (b) Histogram as a function of relative edge free energies for CoMoS, and (c) for NiMoS. The dotted line marks $\gamma_{(\overline{1}010)}/\gamma_{(10\overline{1}0)} = 1$

truncated structures of the promoted clusters can be explained by a change in relative edge free energy induced by the substitution of Mo atoms with promoter atoms.

5.2.4 CoMoS

Promotion by Co changes the morphology to near hexagonal shaped clusters (Fig 5.7a) and Fig.5.8b). The clusters expose both the $\langle\overline{1}010\rangle$ and the $\langle10\overline{1}0\rangle$ edges and both edges have bright brims (Fig 5.7a). One of the edges can be identified as the MoS$_2$ $\langle10\overline{1}0\rangle$ edge of triangular MoS$_2$ clusters, thus, Co substitution takes place at the $\langle\overline{1}010\rangle$ edge. Thereby lowering the edge free energy of the $\langle\overline{1}010\rangle$ edge which leads to the hexagonal shape. The mean edge free energy ratio $\gamma_S/\gamma_{Mo}$ can be calculated from the STM images (5.8) and lies a little above the equilateral hexagon shape and much below the triangular shape of pure MoS$_2$.

We have performed a series of DFT calculation in order to identify the nature of the $\langle10\overline{1}0\rangle$ CoMoS edge. The edge configurations of 100, 75 and 50% S can be seen in Fig.5.8a). The calculated edge free energies at sulfiding
and imaging conditions (Fig. 5.8a)) rules out 100% S because the edge free energy at both sulfiding and imaging conditions is higher than the ones for 75 and 50%. The 75 and 50% edge free energies are, however, quite similar and from a free energy perspective both edges should be present. The STM simulations of 75% and 50% S show that the 75% S has a distinct periodicity of two which is not seen in the experimental STM image and this rules out the 75% S configuration. The 50% S configuration shows a bright brim located on the S atoms behind the front row Co and a less pronounced corrugation located on the front row S atom. The shape of the 50% simulated brim fits the experimental brim and the conclusion is that the hexagonal CoMoS particles expose the (1010) edge covered with S dimers similar to the non promoted MoS$_2$ and at the (010) edge Mo atoms are fully substituted by Co atoms covered by 50% S positioned at the in registry bridge position. A ball model representing the STM image of CoMoS can be seen in Fig. 5.7b). The physical origin of the brim is the electronic structure of the CoMoS particle, where the band diagram shows that three bands are crossing the Fermi level (Fig. 5.8c)). State I and II are located on the Mo edge and have previously been described in details [109,50], while state III$_{Co}$ is located at the S edge and is a feature of the Co promotion.

### 5.2.5 NiMoS

Promotion by Ni results in truncated clusters. The truncated clusters fall in two different categories, Type A which is a hexagon (Fig 5.10) and type B which is a truncated hexagon (Fig 5.12). Type A is typical for large clusters while type B is typical for small clusters (Fig. 5.9). The distribution in Type A or B is dependent on temperature, since increasing temperature results in relative more Type A structures (5.9). The distribution at higher
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Figure 5.8: a) DFT results for CoMoS (\(\overline{1}010\)) edge (S: yellow, Co: red), (2x6 unit cell), b) STM simulation (1x6 unit cell) of the CoMoS (\(\overline{1}010\)) edge with 100, 75, and 50% sulfur, c) Band structure of CoMoS with 50% S and Co at the (\(\overline{1}010\)) edge and 100% S at the (10\(\overline{1}0\)) edge, d) Plot of the wave function contours associated with the three metallic edge states in CoMoS.

Figure 5.9: NiMoS particle size distribution corresponding to three different temperatures. The histogram has been fitted with gaussians assuming a bimodel distribution. The vertical dotted lines refer to type A or type B

temperatures (e.g Fig. 5.9) is observed to be stable over extended periods of sulfidation indicating that the observed structures are not due to kinetic limitations.
5.2.6 Type A NiMoS

The type A NiMoS clusters are hexagons, with bright brims on all edges. One of the edges has the characteristics of the MoS$_2$ (1010) edge, which is a bright brim located on (or slightly in front of) the second row S atoms and protrusion out of registry with the basal plane S atoms at the front row. The existence of the (1010) edge, identifies the Ni promoted edge as the (1010) edge. The (1010) NiMoS edge has a brim with protrusions on the second row S atoms and protrusion on the front row S atoms. The (1010) NiMoS edge brim is brighter than the MoS$_2$ (10¯10) edge. The front row protrusions are regular indicating that Ni atoms are substituting all of the edge Mo atoms.

We have investigated numerous edge configurations and the three most stable edges are the 100, 75, and 50% S (Fig. 5.11a). The edge free energies of these edge configurations are almost equal with the 100% S configuration being the most stable. However, comparing the STM simulated images (Fig. 5.11b) with the experimental STM image (5.10) one finds that the 100% S configuration does not match the experimental image. The 50% S configuration is identified as the best match, since it has a brim located on the S atoms behind the front row Ni atoms and protrusion on the front row S atoms. Furthermore, the simulated 50% S (1010) NiMoS edge is brighter than the MoS$_2$ (1010) edge. The STM images show no indications of the presence of different edge configurations on the NiMoS type A (1010) edge as could be indicated by the lower edge free energy of the 100% S configuration found in the present study and also in reference [67]. The higher stability of the 50% S configuration could be due to corner or support effects.
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Figure 5.11: NiMoS Type A: a) DFT results for the (100% Ni) NiMoS (1010) edge (2x6 unit cell), b) STM simulation (1x6 unit cell) of the fully Ni-substituted NiMoS (1010) edge with a 50.75, or 100% S coverage, c) Band structure, and d) plot of the wavefunction contours associated with the two metallic edge states in 50% S NiMoS (1010).

5.2.7 Type B NiMoS

The smaller type B NiMoS clusters (Fig. 5.12) have a truncated hexagonal shape. The (1010) NiMoS edge observed on Type A NiMoS is also present on type B NiMoS. However, on type B NiMoS the (1010) edge has bright protrusions and some of the corners are truncated. In the STM picture in Fig. 5.12 five of the six corners are truncated revealing an edge similar to (1120). In the specific STM picture in Fig. 5.12 one Ni atom appears to be missing on the (1010) edge, this is a rare event and should be regarded as a defect and not a stable structure.

In order to identify the edge configuration on the (1010) edge we produce STM simulations of both the fully Ni substituted and 50% Ni substituted edge with different S coverage. The edge free energies are very similar for most stable 100% Ni and the 50% Ni substituted edge, with the fully substituted edge being the most stable. None of the edges can be excluded on grounds of the edge free energies. The STM simulation of the 100% Ni and 0% S agrees with the (1010) edge next to the corner while the simulation of the 50% Ni and 50% S agrees with the center of the (1010) NiMoS type B edge. Besides a different (1010) edge configuration the type B clusters are also characterized by the presence of short (1120) edges. The existence of such edges, which has also been observed in very recent HAADF-STEM experiments [101], is quite interesting and indicates that under certain reaction conditions less closely packed edges may appear. Such edges can be speculated to have different activity than the closed packed edges.

Comparison of CoMoS and NiMoS

We have investigated both CoMoS and NiMoS and it is evident that type A NiMoS and CoMoS are quite similar in geometry. However, the electronic
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Figure 5.12: 1) Atom-resolved STM image of type B NiMoS, b) Ball model of type B NiMoS, c) Side views of NiMoS(1010), NiMoS(1010) and NiMoS(1120), S:yellow, Mo:blue, Ni:cyan

Figure 5.13: NiMos Type B: a) Zoom-in on a type B NiMoS cluster, b) A topview ball model, c) DFT results (2x6 unit cell) for a fully substituted (100% Ni) NiMoS(1010) edge, d) STM simulation of 100% and 0% S NiMoS (1010) edge, f) STM simulation of (50% Ni) NiMoS edge with 50% S or 75% S
structure is somewhat different. A closer look at the band diagrams of the (1010) edge of CoMoS (Fig. 5.14) and NiMoS (Fig. 5.15) reveals that the band diagrams are quite similar apart from the position of the Fermi level. Thus, the effect of Ni promotion is to raise the Fermi level such that a fourth band crosses the Fermi level. The fourth band introduces a metallic edge state which does not exist on CoMoS. One could speculate that this state could be partly responsible for the different chemical properties of NiMoS and CoMoS.

Figure 5.14: Upper: One-dimensional energy bands for a (1x6) CoMoS stripe with 50% S coverage at the S edge and a fully sulfided Mo edge. The band crossings at the Fermi level are labeled with Roman numbers, I-III. Lower: Contours of the Kohn-Sham wave functions corresponding to the metallic edge states at both the S and Mo edge. The contours are colored according to the phase of the wave functions. Edge state I corresponds to a wave vector of $k_f = 0.39 \text{ Å}^{-1}$, edge state II corresponds to $k_f = 0.71 \text{ Å}^{-1}$, and edge state III corresponds to $k_f = 0.79 \text{ Å}^{-1}$. Adapted from reference [30].
Figure 5.15: Upper: One-dimensional energy bands for a (1x6) NiMoS stripe with 50% S coverage at the S edge and a fully sulfided Mo edge. The band crossings at the Fermi level are labeled with Roman numbers, I-IV. Lower: Contours of the Kohn-Sham wave functions corresponding to the metallic edge states at both the S and Mo edge. The contours are colored according to the phase of the wave functions. Edge state I corresponds to a wave vector of $k_f = 0.39 \, \AA^{-1}$, Edge state II corresponds to $k_f = 0.71 \, \AA^{-1}$, edge state III corresponds to $k_f = 0.59 \, \AA^{-1}$ and edge state IV corresponds to $k_f = 0.75 \, \AA^{-1}$. 
5.2.8 Conclusion

We have used STM and DFT to investigate the atomic scale structure of CoMoS and NiMoS. Promotion does in general change the morphology of the nano particles from triangular shapes to more truncated shapes. The promoter substitution primarily takes place at (1010) edge even though there are some very significant differences between CoMoS and NiMoS. Co in CoMoS exclusively incorporates at the (1010) edge, which also stabilizes this edge and leads to hexagonal shaped particles. Using STM we have identified the CoMoS (1010) edge as a 50% S covered edge with 100% Co substitutions. The bright brim of CoMoS (1010) edge is due to a metallic state present near the edge.

Ni promotion results in two different types of clusters: Type A which is hexagonal in shape and Type B which is a truncated hexagon. Type A NiMoS hexagons have 100% Ni substitutions at the (1010) edge with 50% S coverage and is as such similar to the CoMoS cluster. However, the electronic structure is different and a second metallic edge state is present at the (1010) edge. Type B NiMoS is smaller and exposes the same type of (1010) edge as the Type A clusters. The (1010) edge is different due to partly substitution of Mo by Ni. Furthermore Type B clusters are truncated hexagons and therefore also expose short edges belonging to the (1120) family. It could be speculated that the chemical activity of Type B is different from the activity of Type A due to the presence of more open edges and a Ni promotion of the (1010) edge.

The present study has shown that both CoMoS and NiMoS may be synthesized such that the promoters are present on the (1010) edge. In the case of NiMoS small Type B clusters with Ni on the (1010) edge may also be synthesized. The present study uses a relatively inert Au substrate and it can be speculated that supports with stronger catalyst support interactions such as Al₂O₃ could be modified such that certain edges may be stabilized.
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Reactivity

6.1 Introduction

The structure of HDS catalyst has been investigated for many decades and quite detailed understanding has been obtained regarding the active catalysts (see chapter 5). However, much less is known about the reaction mechanisms and the nature of the active sites and many different views have been presented [79, 78, 140, 141, 142, 143, 69].

The challenge in HDS catalysis is to remove sulfur from the ring shaped sulfur containing molecules, since these are the most refractory species present in crude oil [144]. One approach which has been taken in a series of studies is to investigate HDS of model feeds with less complexity than real feeds [69, 141]. For such studies thiophene is a suitable test molecule, as it contains an S-atom in a benzene-like ring and at the same time it is the basic building block in larger ring formed sulfur containing molecules such as dibenzoethiophene. Therefore, thiophene HDS has been the most studied reaction; but also in this case there has been considerable debate regarding the mechanism [141, 145, 146, 147, 148, 149, 69, 150]. It also appears that the observed reaction products depend on the reaction conditions [69, 150]. Tetrahydrothiophene is typically not observed as an intermediate at atmospheric pressure [150], but it may be a major intermediate at high pressure [148] and low temperature [141], since the formation of tetrahydrothiophene is equilibrium limited at high temperature [141].

For the larger S-containing molecules like dibenzothiophene, it has been established that two parallel routes exist, a direct desulfurization route (DDS) through biphenyl and a hydrogenation route (HYD), where one of the benzene rings is hydrogenated first [149]. In order to produce the clean transport fuels demanded today, even the very refractory sulfur compounds like 4,6-dimethyl dibenzoethiophene must be removed [69, 144, 73, 151, 152, 149, 153, 154]. For such molecules the HYD route may become more important than the DDS route, which dominates for unsubstituted dibenzothiophene.
Insight into the mechanism of HDS has also been obtained from a large number of studies on activity correlations [69, 156, 157], which have been taken as evidence for MoS$_2$ edge vacancies being the active sites in HDS, since vacancy formation has generally been assumed to take place at the MoS$_2$ edges. In support of this, basal plane surfaces have been observed to be inactive [158]. For hydrogenation reactions, the activity has also been observed to correlate with the number of MoS$_2$ or WS$_2$ edges sites [159, 160, 111]. However, it is in general difficult to draw firm conclusions from such activity correlations [69], since a variety of other species, like -SH groups [161], may also be located at the edges. Further, support for the importance of vacancies has been provided from experimental studies of the effect of prereduction temperature [162, 163]. Also, the observed activity correlation with the metal-sulfur bond strength, which leads to the formulation of the Bond Energy model (BEM), suggest that vacancy formation is a key aspect of HDS [164].

Since both HDS and hydrogenation activities have been observed to correlate with the number of MoS$_2$ (WS$_2$) edge sites, some authors have suggested [165, 166] that the sites for the DDS route and the HYD route are similar. However, a number of effects strongly suggest that DDS and hydrogenation sites are not the same. For example, the presence of methyl groups in dibenzothiophene may severely reduce the activity for S removal via DDS without significantly affecting the hydrogenation activity [144]. Also, H$_2$S is a strong inhibitor for S removal via DDS, but it has only a minor effect on hydrogenation [155]. Evidence for different sites for HYD and DDS also comes from studies of the effect of nitrogen compounds [69, 167, 154, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177]. In contrast to the effect of H$_2$S, the presence of basic nitrogen compounds is observed to mainly inhibit the HYD route with only a moderate effect on DDS. The inhibiting effect was found to correlate with the proton affinity of the nitrogen compounds [170, 169] and this result also suggests that different sites are involved in HYD and DDS.

### 6.2 MoS$_2$ catalyst

An important problem with most reaction pathway studies has been that the assumed structures may be very different from those actually present at HDS conditions. Therefore, a key goal of the present study is to perform calculations on the type of structures, which will be present during HDS catalysis and in Sec. 6.2.2 we discuss the relevant structures and the investigated edge configurations to lay the groundwork for studying the reaction pathways. In Sec. 6.2.3, 6.2.4, and 6.2.5 we discuss the results on hydrogenation, S-C cleavage and site regeneration reactions at those edges. These detailed results are subsequently used to discuss some more general
themes. The influence of reaction conditions is found to be quite significant, and these aspects are discussed in Sec. 6.2.6. Sec. 6.2.7 and 6.2.8 present an analysis of the hydrogenation and S-C bond scission reactions and interplay between the two different edge sites in those reactions based on the determined reaction paths and the availability of the active sites. In Sec. 6.2.9, we will discuss the relative role of different elementary reactions and pathways during HDS of thiophene. In order to avoid excessive repetition and to aid the presentation of the results, we have summarized many of the detailed results regarding the reaction pathways, the stabilities of the intermediates, and key activation energies in Fig. 6.3 to Fig. 6.7 and in Tab. 6.1. Detailed comments regarding each elementary step and the nature of the intermediates will be given in the following sections, and further details can be found in appendix C.

### 6.2.1 Computational details

We use the computational setup described in Sec. 4.2 except the following details. We use a unit cell consisting of 4 Mo atoms in the x-direction and 4 Mo atoms in the y-direction (Fig. 6.1). The Brillouin zone is sampled using a Monkhorst-Pack k-point set [34] containing 4 k-points in the x-direction and 1 k-point in the y- and z-direction. The convergence criterion for the atomic relaxation is that the norm of the total force should be $<0.15\text{eV/Å}$, which correspond approximately to a max force on one atom $<0.05\text{eV/Å}$. 

---

Figure 6.1: The 4x4 supercell. Molybdenum (blue), sulfur (yellow)
6.2.2 The choice of active surfaces and elementary reactions

Table 6.1: An overview of the reactions involved in HDS of thiophene over MoS₂ including the activation barriers ($E_a$) and energy changes ($\Delta E$) of the reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>S edge</th>
<th>Mo edge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_a$ [eV]</td>
<td>$\Delta E$ [eV]</td>
</tr>
<tr>
<td>I</td>
<td>0.80</td>
<td>-0.43</td>
</tr>
<tr>
<td>II</td>
<td>0.00</td>
<td>1.02</td>
</tr>
<tr>
<td>III</td>
<td>0.79(^{\text{j}})</td>
<td>-0.78</td>
</tr>
<tr>
<td>IV</td>
<td>1.63</td>
<td>1.09</td>
</tr>
<tr>
<td>V</td>
<td>0.00</td>
<td>-0.66</td>
</tr>
<tr>
<td>VI</td>
<td>0.21</td>
<td>-1.11</td>
</tr>
<tr>
<td>VII</td>
<td>1.70(^{\text{a}})</td>
<td>1.57(^{\text{b}})</td>
</tr>
<tr>
<td>VIII</td>
<td>1.49(^{\text{b}})</td>
<td>1.32(^{\text{b}})</td>
</tr>
<tr>
<td>IX</td>
<td>0.12(^{\text{b}})</td>
<td>-0.11(^{\text{b}})</td>
</tr>
<tr>
<td>X</td>
<td>0.21(^{\text{a}})</td>
<td>-0.07(^{\text{f}})</td>
</tr>
<tr>
<td>XI</td>
<td>-0.59(^{\text{e}})</td>
<td>-0.12(^{\text{f}})</td>
</tr>
<tr>
<td>XII</td>
<td>-0.52(^{\text{e}})</td>
<td>-0.12(^{\text{d}})</td>
</tr>
<tr>
<td>XIII</td>
<td>-0.05(^{\text{f}})</td>
<td>-0.28(^{\text{d}})</td>
</tr>
</tbody>
</table>

\(^{\text{a}}\) Low H₂ pressures
\(^{\text{b}}\) High H₂ pressures
\(^{\text{c}}\) Calculated as $E_{\text{VII}} = \Delta E_1 + E_2$, where $\Delta E_1$ is the reaction energy of reaction 1: 2H-S(25%H and 50%S) + S(0%H and 62.5%S) → H₂(0%H and 50%S) + S-S(50%H and 62.5%S). $E_2 = 0.54$ eV is the activation energy of reaction 2: H-S(50%H and 62.5%S) → H₂(0%H and 50%S) + S-S(50%H and 62.5%S). $\Delta E$ is the energy change of reaction 1 + reaction 2.

\(^{\text{d}}\) Adsorption at the Mo edge with 50% S and 25% H.
\(^{\text{e}}\) Adsorption at the Mo edge with 50% S and 0% H.
\(^{\text{f}}\) Adsorption at the S edge with 50% S and 50% H.
\(^{\text{g}}\) Adsorption at the S edge with 87.5% S and 50% H.
\(^{\text{h}}\) Adsorption at the S edge with 50% S and 25% H.
\(^{\text{i}}\) Adsorption at the S edge with 87.5% S and 50% H.
\(^{\text{j}}\) Adsorption at the S edge with 50% S and 25% H.

\(^{\text{1}}\) Proceeds in two steps: 1) S-C scission without involving H, 2) hydrogenation. The overall activation energy is given by step 1 since the hydrogenation reaction in step 2 has been found to have a barrier of 0.04 eV.
The starting point of this investigation of HDS of thiophene is the recently improved understanding of the edge configurations at HDS conditions (see chapter 5). The phase diagrams developed in reference [50] (Fig. 5.3), which describe the edge structures as function of the chemical potential of S and H are used to determine the edge configurations. The equilibrium edge configuration at HDS conditions (for example $P_{H_2} = 10\text{bar}, P_{H_2}/P_{H_2,S} = 100$ and $T=650\text{K}$, these conditions will be used throughout the thesis as an example of HDS conditions) determined in reference [50] was recalculated with the calculational setup described in Sec. 6.2.1. We find essentially the same structures and adsorption energies as in reference [50], and these equilibrium edge structures are shown in Fig. 6.2. It should be noticed in Fig. 6.2 that the Mo coordination number is found to be 6 at both edges. The H coverage at the S and Mo edges given in Fig. 6.2 corresponds to $P_{H_2} = 10\text{bar}$. However, we show that it is possible to further increase the H coverage at the S edge by increasing the H$_2$ pressure, which results in a H coverage above 100% (see atomic configuration 2 in Fig. 6.4). Such an increase is not possible at the Mo edge due to strong interactions between H atoms as discussed further in section 3.5 and also reported in reference [178].

The structure presented in Fig. 6.2 is the most stable structure over most of the pressure range, with the exception that at high hydrogen pressures there may be more H atoms present at the S edge. S and H adsorption at sites at
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the edges of MoS\(_2\) introduces structural changes, therefore, the definition of coverage of S and H needs to be refined and we define the S coverage as the percentage of S present at the edge with 100\% being the S coverage of the fully sulfided edge i.e. completely covered by S dimers. Using this definition the S coverage at the Mo edge in Fig. 6.2 is 50\%, and at the S edge it is 100\%. Furthermore, we define the H coverage as the fraction of H atoms present per edge unit cell in the 4x4 structure, e.g. 4 H atoms correspond to 100\% H coverage. Using this definition the H coverage in Fig. 6.2 is 50\% at the Mo edge and 100\% at the S edge. This definition allows for coverage above 100\%, when more than four H atoms are present per unit cell. Our calculations show that a basic requirement for the removal of S from thiophene and other S containing compounds is that there is a site available where the removed S can adsorb. In this connection, an interesting finding is that the equilibrium edge configuration at the Mo edge allows for the addition of a S atom, while the equilibrium configuration at the S edge is fully covered by S and H atoms and does not allow for such an addition. At the S edge, a vacancy must therefore be created prior to S removal. Experimental studies of thiophene HDS have suggested that a number of different pathways may be involved and that the relative involvement of these pathways depends on the reaction conditions \[141, 69\]. The elementary reactions in the different proposed reaction pathways include both hydrogenation and S-C bond scission reactions, and we have therefore chosen to investigate both elementary hydrogenation and S-C bond scission reaction steps. Many different steps have been considered, and in order to simplify the following discussion, we have summarized the elementary reactions investigated in the present study in Tab. 6.1 together with the calculated reaction and activation energies. The choice of elementary reactions and intermediates has been guided by recent STM and DFT studies, which have shown that thiophene hydrogenation and S-C scission can occur at the fully sulfided Mo edge \[108\]. Except for 2-hydrothiophene all the other intermediates given in Tab. 6.1 have been reported to be present during HDS of thiophene \[179, 180, 69\]. The reason that 2-hydrothiophene has not been observed experimentally is most likely related to the fact that it is not a stable molecule in the gas phase. Furthermore, the present study shows that the subsequent hydrogenation of 2-hydrothiophene to 2,5-dihydrothiophene is a non-activated process. We investigate both the HYD and DDS pathway of thiophene HDS. We define the difference between the DDS and the HYD pathway so that it is the DDS pathway when the initial S-C cleavage (Reaction VI in Tab. 6.1) occurs in 2-hydrothiophene after the first hydrogenation step (Reaction I in Tab. 6.1) and the HYD pathway when S-C cleavage (Reaction III in Tab. 6.1) occurs in 2,5-dihydrothiophene, which is formed by two successive hydrogenation steps (Reaction I and II in Tab. 6.1). It is interesting to note that the thiophene DDS pathway and the HYD pathway involve a common prehydrogenation step, since a similar common prehydrogenation step has
been proposed in the HYD and DDS pathway for DBT and 4,6-DMDBT [166].

Under realistic HDS conditions, MoS$_2$ is likely to expose Mo edges as well as S edges and both edges have therefore been considered [107,67]. In the following we summarize the reactions in the HYD pathway as we have investigated them both at the Mo edge and at the S edge. The HYD pathway involves reaction I-V and reactions VII to XIII in Tab. 6.1. The reactions occur in the following order: X-I-II-III-IV-V-VII-IX. The HYD pathway is initiated by thiophene adsorption (Reaction X). Reaction I in Table 1 hydrogenates thiophene and forms 2-hydrothiophene, which is then further hydrogenated (reaction II) to produce 2,5-dihydrothiophene. The removal of S from 2,5-dihydrothiophene proceeds via initial S-C bond scission of 2,5-dihydrothiophene (Reaction III) producing cis-2-butenethiolate. We have discovered that reaction III may proceed via two different reaction mechanisms: 1) A concerted mechanism where H transfer occurs simultaneously with S-C scission or 2) initial S-C scission forming a stable intermediate thiolate which is then hydrogenated to cis-2-butenethiolate. Cis-2-butenethiolate then reacts with a H atom and forms cis-2-butene thiol by a H transfer reaction (Reaction IV) and then cis-2-butene is the product formed by the final S-C scission (Reaction V). In this context it should be noted that the present study also investigates the S extrusion from cis-2-butenethiol because it is an intermediate in the HYD pathway. It is quite likely that cis-2-butene will react further either by hydrogenation to butane or by intramolecular rotation to form trans-2-butene. These, we do not consider presently since they take place subsequently to S removal and are not important for sulfur removal. Further hydrogenation of 2,5-dihydrothiophene to tetrahydrothiophene has not been investigated, since we have assumed that tetrahydrothiophene is only a likely intermediate at high H$_2$ and low temperatures, because the presence of tetrahydrothiophene has been shown to be equilibrium-limited at temperatures typical for HDS conditions [141].

The DDS of thiophene is investigated using the following reaction path: reactions X-I- VI-(IV- V) in Tab. 6.1. The DDS pathway is initiated by thiophene adsorption (Reaction X), which is followed by hydrogenation of thiophene (Reaction I) forming 2-hydrothiophene. Then, the initial S-C bond is broken (Reaction VI) and cis-butadienethiolate is formed. The further removal of S from cis-butadienethiolate has not been investigated directly. It is, however, assumed that these reactions will be very similar to reaction IV and V since the involvement of the carbon chain is found to be insignificant in these reactions as we find them to be dominated by H diffusion and addition. The product of the DDS pathway will be cis-butadiene under the assumption that the final S-C bond scission reaction is similar to IV and V. Cis-butadiene may react further by hydrogenation or intramolecular rotation.
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The reaction pathways shown in Fig. 6.3 to Fig. 6.6 have been constructed under the assumption that \( \text{H}_2 \) in the gas phase is in equilibrium with the \( H \) atoms adsorbed at the edge of \( \text{MoS}_2 \). This assumption is justified by the fact that experimentally \( \text{H}_2 \) dissociation is not found to be the rate determining step \([141,69]\). Previous DFT studies have found the barrier to be 0.9-1eV at the Mo edge with 50% S coverage \([181,182]\). However, these studies use a unit cell which results in a H coverage after dissociation which is 0.66% or 100% respectively. The H adsorption energy at the Mo edge is highly dependent on the H coverage \([178]\) and it could be speculated that the barrier changes when the H coverage is lowered to 50%, corresponding to HDS conditions. There do not exist any studies of the \( \text{H}_2 \) dissociation at the S edge of \( \text{MoS}_2 \), the only similar result is for the S edge promoted with 50% Co and with a S coverage of 75%, where the barrier was found to be 0.6eV \([183]\). The DFT results indicate that at certain reaction conditions like low hydrogen pressures there could be an influence on the apparent activation energy due to \( \text{H}_2 \) dissociation. However, we have assumed in the present study that this is not the case at HDS conditions and the hydrogen addition steps are therefore not included in the reaction pathways. We have contracted the hydrogenation of thiophene reactions (Reaction I and Reaction II) to one barrier since we find that only Reaction I is activated. We have furthermore in the case where reaction III is proceeding in two steps contracted it to one reaction since we find that the hydrogenation step has a very low barrier.

6.2.3 The HYD pathway at the Mo edge

Using the elementary steps discussed in Sec. 6.2.2, the detailed potential energy diagram for the HYD reaction pathway at the Mo edge has been found and the results are depicted in Fig. 6.3. In order to arrive at the diagram shown in Fig. 6.3, we have investigated the intermediates in a variety of different configurations as part of determining the minimum energy and the optimal reaction pathway. The adsorption of the cyclic intermediates has been investigated both above edge S atoms and in bridge positions between edge S atoms. Furthermore, we have investigated both the \( \eta_1 \) (binding through the S atom) adsorption mode and the \( \eta_5 \) (binding through the \( \pi \) system) adsorption mode. For thiophene both adsorption modes have been considered in the literature based on IR or INS studies \([184,185,186,187]\) or proposed based on analogous structures observed in organometallic complexes \([188]\). We find that the preferred adsorption site for 2,5-dihydrothiophene is in between the front row S atoms, which is the location of the brim at the Mo edge at HDS conditions \([50]\), thus there is no direct binding to the Mo atoms. Thiophene \( \eta_1 \) and \( \eta_5 \) adsorption at both the brim site and on top of a edge S atoms are very similar in energy (within 0.02eV) and it is therefore expected that all of these adsorption modes will
Figure 6.3: The Mo (10\{10\}) edge HYD pathway. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (Mo edge with 50%S and 50% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals denote reactions and refer back to Tab. 6.1.
be present at HDS conditions. The present results thus support the conclusion from the INS experiments where both the $\eta_1$ and $\eta_5$ adsorption modes were observed [186]. It can however, not be ruled out that van der Waals (vdW) forces will stabilize one of the adsorption configurations. Such forces are not included in present day exchange correlation functionals, and thus we cannot assess the importance of vdW forces at present. It should be emphasized that the present study investigates the adsorption at the equilibrium edge configurations under HDS conditions (50% H coverage, 50% S coverage). Clearly, the adsorption modes will change, when the experimental conditions are changed and new edge structures are created. For example, a recent theoretical investigation found the $\eta_1$ mode to be most stable at a reduced Mo edge with a vacancy [189] but such very reduced Mo edges will most likely only be present in insignificant numbers under HDS conditions.

The HYD pathway at the Mo edge (Fig. 6.3) is found to be initiated by thiophene adsorption at the brim site (Reaction X). Following this, we have two hydrogenation reactions (reaction I and II in Tab. 6.1) resulting in the formation of 2,5-dihydrothiophene. The overall barrier of the hydrogenation steps is given by the barrier of reaction I, since reaction II is non-activated. Thus, the reaction product (2-hydrothiophene) of reaction I is not expected to be abundant. This may explain, why 2-hydrothiophene has never been observed.

The initial hydrogenation steps are followed by reaction III, which breaks the first S-C bond in 2,5-dihydrothiophene and form cis-2-butenethiolate. Reaction III is found to proceed in a concerted mechanism where H transfer and S-C scission take place in a concerted motion. Cis-2-butene-thiol is formed by H transfer in reaction IV, and finally S is remove by breaking the last S-C bond in the thiol in reaction V. It is important to notice that the removal of S from cis-2-butenethiol (reaction V) has a very low barrier (0.1eV). The S removal from the thiol leaves a S atom behind. Subsequently, the active site must be regenerated in order to complete the catalytic cycle (Reaction VII). It is found that the activation energy of the first S-C bond scission (reaction III) is the highest barrier (2.0eV) followed by the regenerating the active site (Reaction VII). The relatively high barrier for S-C scission indicates that S-C scission will not take place at the Mo edge brim sites.

In the STM experiments one did not observe the removal of S from the thiolate [108] while the initial S-C scission was observed to take place. That S could not be removed from thiolate in ref. [108] is not in contradiction with the present findings, since the equilibrium edge structure under the STM experimental condition is different from the one under reaction conditions. Under STM condition the edges are covered completely with sulfur dimers (i.e. 100% sulfur coverage) and this surface does not allow the accommodation of an extra S atom, and thus the reaction stops after forming the
The S (1010) edge HYD pathway of thiophene. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (S edge with 100%S and 100% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals denote reactions and refer back to Tab. 6.1.

Figure 6.4: The S (1010) edge HYD pathway of thiophene. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (S edge with 100%S and 100% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals denote reactions and refer back to Tab. 6.1.

The relative importance of the different hydrogenation reactions, the S-C bond scission reactions and regeneration of the active site will be discussed further in Sec. 6.2.6 to 6.2.9.
6.2.4 HYD pathway at the S edge

The HYD pathway at the S edge consist of the same reactions as on the Mo edge (reaction I-V, and reaction VII to XIII in Tab. 6.1) and the calculated potential energy diagram of the HYD reaction path at the S edge is shown in Fig. 6.4. The HYD reaction pathway is initiated by vacancy formation (reaction VII) since a vacancy is needed in order to bind the intermediates and for the final removal of S from the organic molecule. We have calculated the barrier for creating a vacancy at high and low hydrogen pressures corresponding to 125% H and 100% H coverage respectively, see Fig. 6.4. The binding energy of H decreases when there is more than one H atom per S dimer at the edge as seen in Tab. 6.1. The importance of such weakly bound and more reactive H atoms will be discussed further in Sec. 6.2.6, which also includes a discussion of the influence of the hydrogen pressure on the equilibrium H coverage.

Following the vacancy creation the HYD pathway continues with adsorption of thiophene (Reaction X) at the vacancy (corresponding to 75% S coverage and 75%H coverage) and this is endothermic (0.2eV at 75% H coverage and 0.0eV at 50%H coverage). The present adsorption mode is an end-on \(\eta_1\) adsorption through the sulfur atom. Thiophene adsorption will therefore only take place if the van der Waals forces (which are not included in the present exchange correlation functional) are strong enough to give an exothermic adsorption energy otherwise hydrogenation and adsorption of thiophene may take place in a concerted manner. Thus we expect that thiophene will only be observed in high concentration at the S edge in \(\eta_1\) adsorption mode at low temperatures or at edges far from HDS equilibrium edge configurations with vacancies and low H coverage. This is in agreement with a recent theoretical study where thiophene adsorption at the S edge of stacked MoS\(_2\) has been investigated and found to be strongest at the S edge with multiple vacancies or 0% H coverage [189]. The thiophene coverage at the vacancy sites is expected to be very small at HDS conditions due to the endothermic adsorption energy (0.2eV). The first hydrogenation reaction (reaction I) resulting in the formation of 2-hydrothiophene is found to have a higher barrier than the same reaction at the Mo edge (0.8eV vs 0.6eV), whereas the second hydrogenation reaction is also non activated at the S edge vacancy. The higher reaction barrier of the first hydrogenation step is ascribed to the stronger binding energy of H at the S edge. In fact, the results show that the SH bond strength is a key parameter for all the hydrogenation reactions including the reaction involved in site regeneration. The hydrogenation reactions are followed by reaction III where we find that reaction III proceeds via initial S-C scission without involving a H atom and then subsequent hydrogenation leading to cis-2-butenethiolate. The concerted reaction mechanism identified at the Mo edge does not seem to have a counterpart at the S edge vacancy site. The barrier of the hydrogenation-
tion reaction leading to cis-2-butenethiolate has been found to be 0.0eV. Thus, the overall S-C scission barrier will be given by the initial S-C scission reaction. The initial S-C scission (reaction III) is followed by reaction IV and V where the two S-C bond scission reactions (reaction III and V) have lower barriers than at the Mo edge, while the creation of cis-2-butenethiol has a higher barrier (reaction IV). The highest barrier involved in the HYD pathway is the initial vacancy and \( \text{H}_2\text{S} \) formation step.

On the Mo edge it was found that adsorption and hydrogenation reactions could proceed without the existence of a vacancy and we have investigated whether this could also be the case at the S edge. For this purpose the S edge is investigated with 100% S and 75% H, which is a slightly lower H coverage than the equilibrium edge configuration (100% H) in order to leave room for thiophene adsorption. Thiophene adsorption at the S edge with 100% S and 75% H is in fact slightly exothermic (-0.1eV). However, this adsorption energy is smaller than the H adsorption energy (-0.6eV) at the same site. Thus, H atoms will predominantly adsorb at these sites and create the equilibrium structure and the adsorption of thiophene is only favored at reaction conditions, where the hydrogen pressure is low and the thiophene pressure is high. Nevertheless, a full microkinetic model must be developed before the catalytic role of the "non-vacancy" sites can be evaluated in detail.

The relative catalytic importance of the hydrogenation reactions, S-C bond scission reactions and regeneration of the active site at the S and Mo edge will be further discussed in Sec. 6.2.6 to 6.2.9.

6.2.5 DDS pathway at the Mo edge and S edge

The DDS pathway is characterized by the initial S-C scission reaction occurring immediately after the formation of 2-hydrothiophene (Sec. 6.2.2). Thus, the first step after adsorption of thiophene (Reaction X) is hydrogenation to 2-hydrothiophene (reaction I) followed by S-C bond scission (reaction VI) to cisbutadienethiolate. The final S removal from cis-2-butadienethiolate is assumed to be similar to the final S removal from cis-2-butenethiolate. The calculated potential energy diagram of the DDS pathway at the Mo edge and the S edge can be found in Fig. 6.5 and Fig. 6.6 respectively. At the equilibrium Mo edge (50% S coverage and 50% H coverage), the DDS pathway is initiated by hydrogenation (reaction I) and then followed by S-C bond scission (reaction VI). The DDS pathway at the equilibrium S edge (100% S coverage and 100% H coverage) must, as discussed in Sec. 6.2.4, be initiated by vacancy formation (reaction VII). This is then followed by adsorption of thiophene (reaction X), the initial hydrogenation step (reaction I), and S-C bond scission (reaction VI). The barrier of reaction VI is 0.2eV at the S edge, which is 0.9eV lower than the barrier at the Mo edge. The present results indicate that the S edge vacancy site has a higher activ-
Figure 6.5: The Mo (1010) edge DDS pathway of thiophene. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (Mo edge with 50% S and 50% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals denote reactions and refer back to Tab. 6.1.
Figure 6.6: The S (1010) edge DDS pathway of thiophene. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (S edge with 100% S and 100% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals denote reactions and refer back to Tab. 6.1.
ity in elimination reactions of S-C bonds, which could indicate that the S edge vacancy site more readily eliminates the S-C bond in the DDS of DBT and similar molecules. The availability of the active site and the relative importance of the S and Mo edge in DDS will be discussed in Sec. 6.2.6 to 6.2.9.
Figure 6.7: H and vacancy coverage. a) Contour plot of the H coverage as a function of the partial pressure of hydrogen and H binding energy. The dotted line marks the binding energy of weakly bound H atoms. b) The H coverage of weakly bound H at the S edge dimers. c) The coverage of vacancies at high and low hydrogen pressure. All the coverages are at a temperature of 650K.

6.2.6 The influence of hydrogen and H$_2$S pressure on the availability of the active sites

The relative availabilities of the Mo edge brim site and the S edge vacancy site will influence their relative importance for the reactivity and the possibility of interplay between the two fundamentally different sites. The Mo edge brim site has a coverage of 1 since it is present at the equilibrium edge configuration. In contrast to the readily available brim site there is not a high concentration of vacancy sites at the S edge. From Tab. 6.1 and Fig. 6.4 one can see that the energy required to remove S from the S edge by creating H$_2$S depends on the H$_2$ pressure, in the sense that at high H$_2$ pressures the coverage of weakly bound H atoms becomes quite large, and this H gives a lower barrier for vacancy formation than the more strongly bound H. At low H$_2$ pressure and therefore at a low coverage of weakly bound H atoms, the overall barrier of H$_2$S formation is given by the lowest of $E_{\text{overall}} = E_{\text{strong}}$ and $E_{\text{overall}} = E_{\text{weak}} + \Delta E$ where $E_{\text{weak}}$ is the activation energy of H$_2$S formation involving the weakly bound H atoms, $E_{\text{strong}}$ is the activation energy of H$_2$S formation involving the strongly bound H atoms, and $\Delta E$ is the energy difference in binding energy between the weakly and strongly bound H atoms. At high H$_2$ pressure and therefore at high coverage of the weakly bound H atoms the overall energy barrier will be given by $E_{\text{overall}} = E_{\text{weak}}$. In the current work, high coverage is defined as 0.8, which corresponds to approximately 80bar hydrogen pressure, a quantification of high coverage could be possible using a micro kinetic model. The H binding energy is -0.6eV when there is only a single H bound to each S dimer, while an additional H added to a S dimer has a binding energy of -0.1eV. Fig. 6.7 (a) shows the calculated coverage of H as a function of the hydrogen pressure and H binding energy and it is seen that the strongly bound H will have a coverage of 100%, i.e. all available sites will be filled, while the coverage of
the weaker bound H will depend on the H2 pressure. Fig. 6.7 (b) shows the coverage of the weakly bound and therefore more reactive H atoms. Many of the steps in the different HDS pathways involve H, and it is likely that the barriers of these reactions are also lowered, if the coverage of the weakly bound H is appreciable. A similar effect cannot take place at the Mo edge, since the differential H binding energy from 50% to 75% H coverage is 0.4eV which according to Fig. 6.7(a) corresponds to 0% coverage.

As discussed above, the creation of vacancies at the S edge involves reactions with H atoms, and the amount of vacancies will therefore depend on the partial pressure of hydrogen and the H coverage. Fig. 6.7 (c) shows an estimate of the coverage of vacancy sites at the S edge at different reaction conditions. High H2 pressure referrers to the regime where only the weakly bound H is involved in vacancy formation, while low H2 pressure referrers to the regime where only strongly bound H is involved in vacancy formation. The calculations are based on the dissociative H2S adsorption energy \(^1\) and they assume that equilibrium is reached and that the H2S entropy of the adsorbed state is 0eV/K. For a particular choice of conditions like \((P_{H_2} = 10\text{bar}, P_{H_2}/P_{H_2S} = 100\text{ and } T=650\text{K})\), which corresponds to the low pressure region, there is a vacancy coverage of 0.0001 but as can be seen in Fig. 6.7 (c) this changes with reaction conditions and the coverage of vacancy sites at the S edge will typically be in the range of \(10^{-6}\) to 0.1. This is much lower than the coverage of Mo edge brim site which is close to 100%. The difference in availability of active sites has important catalytic consequences, and the active sites at the S edge must be far more active than the Mo edge brim site in order to play any role in HDS reactions.

**6.2.7 Hydrogenation reactions**

The HYD pathway is especially important for hydrodesulfurization of larger molecules like DBT and it is the dominating reaction pathway for the desulfurized of 4,6-DMDBT \([69,149,144,155]\). Although the present investigation deals with the desulfurization of the much simpler and more reactive thiophene molecule, it is likely that many of the hydrogenation steps observed presently will also be important for the key features of the hydrogenation steps of the aromatic rings in the more complex molecules. Below, we will present an analysis of the relative importance of the S edge vacancy site and the Mo edge brim site in hydrogenation reactions, and subsequently examine to what extend the elementary reactions and hydrogenation reaction pathways presented in the previous sections may describe the kinetic observations reported in the literature. Thiophene is found to bind quite weakly (-0.1eV) to the Mo edge brim site but the bond is still 0.3eV stronger than at the S edge vacancy site. These adsorption energies will become more exothermic if van de Waals forces could

\(^1\)Reaction: H2S + S-S +*S-S → 2HS-S
be included. Moreover, the barrier for the initial hydrogenation elementary step at the Mo edge brim site is 0.2eV lower than at the S edge vacancy site. Based on this and the higher number of active sites at the Mo edge, it is concluded that hydrogenation reactions most likely occur at the Mo edge brim site. The difference between the Mo edge brim site and the S edge vacancy site in hydrogenation activation energy is probably related to the different H binding energy at the two edges. H is bound more weakly at the Mo edge than at the S edge. The differential desorption energy of 1/2H$_2$ from the equilibrium structures is 0.3eV/(1/2H$_2$) at the Mo edge compared to 0.6eV/(H$_2$) at the S edge. Thus hydrogen may be bound too strongly at the S edge, and this could explain why the H transfer processes involved in hydrogenation of thiophene on the Mo edge in Fig. 6.3 only have barriers equal to or very close to the thermochemical differences, while Fig. 6.4 shows that there are significant barriers at the S edge.

In the literature, it has been reported that hydrogenation reactions are not significantly poisoned by H$_2$S [155]. This has been difficult to reconcile with vacancies being the active sites, but the present finding that the hydrogenation reactions occur at the Mo brim sites, without involving a vacancy, explains the low inhibiting effect of H$_2$S on hydrogenation.

In the literature the HYD pathway has been reported to be most important for sterically hindered molecules, like 4,6-DMDBT [155, 69, 144]. Therefore, the hydrogenation site must be able to adsorb the sterically hindered molecules. The Mo edge brim site is a very open site and we find that it can adsorb thiophene in both the $\eta_1$ and $\eta_5$ mode. These adsorption modes are of such a character that analogues adsorption of DBT or 4,6-DMDBT would not be sterically hindered. However, the vacancy site at the S edge is subject to steric constraints. This further supports the above conclusion that these sites are not expected to be play a significant role in the hydrogenation of both smaller and larger sulfur containing molecules.

### 6.2.8 S-C bond scission reactions

We have presently investigated the S-C scission reaction for three different S-C scission reactions: The S-C scission in 2-hydrothiophene (leading to DDS), the S-C scission in 2,5-dihydrothiophene, and the S-C scission in cis-2-butene-thiolate. The latter two steps are the first and second S-C scission steps involved in the HYD pathway. In Sec. 6.2.3 to 6.2.5, we have discussed, how the HYD or DDS pathways can occur at either the Mo or the S edge. However, the reactants and intermediates are not forced to go through all the elementary reactions at one edge exclusively, because the intermediates may move from one site to another, either by surface diffusion, or by desorption and gas phase diffusion. The probability of moving from a site at one type of edge to a site at the other via desorption and gas phase diffusion depends on the relative adsorption energy of the intermediates. The green lines in
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Fig. 6.3 and Fig. 6.4 indicate the adsorption energies of reactants and intermediates (Reaction X to XIII) and the adsorption energies are also tabulated in Tab. 6.1. We observe the quite general trend that all the intermediates adsorb at the S edge vacancy site rather than at the Mo edge. In contrast to this, the reactant thiophene adsorbs most strongly at the Mo edge brim site. Therefore, it is possible that some of the elementary reactions may start at the Mo edge brim followed by desorption of intermediates and readsoption at the S edge, where the reaction may be completed.

Below we will discuss where the three different S-C reactions will take place, how reaction conditions influence the relative importance of the Mo edge brim site and the S edge vacancy site, and the interplay between these sites. The S-C scission in 2-hydrothiophene (reaction VI) is an intramolecular elimination reaction involved in DDS which does not involve a hydrogen from a neighboring -SH group. The activation energy at the S edge vacancy site is 0.2eV, while at the Mo edge brim site the activation energy is 1.1eV (see Tab. 6.1). The low barrier at the S edge vacancy site indicates that the S edge vacancy site is able to break S-C bonds by elimination, while the high barriers at the Mo edge brim show that this site is not well suited for the elimination reaction. It should be emphasized that reaction VI takes place after the initial hydrogenation reaction (reaction I) and as mentioned above (Sec. 6.2.7) this reaction will primarily take place at the Mo edge brim. The DDS path can, however, not easily continue at this edge, since reaction VI has a high barrier at the Mo edge brim site and this reaction is competing with the further hydrogenation reaction (reaction II) involved in the HYD pathway. However, it is possible that DDS of thiophene can take place if 2-hydrothiophene can move from the Mo edge to the S edge by surface diffusion. A region with high reactivity could therefore be close to the corner region between a Mo and S edge. Another possibility is that 2,5-dihydrothiophene formed at the Mo edge brim site desorbs and readsorbs at a S edge vacancy, where it is dehydrogenated to form 2-hydrothiophene before S-C scission occurs (Reaction VI). In all situations the results suggest that the S-C scission in the DDS pathway takes place at the S edge vacancy, and this is consistent with the fact that the DDS pathway is strongly inhibited by H$_2$S [69].

Apart from the S-C scission reactions involved in DDS, we have also studied the S-C scission reactions involved in the HYD pathway, which take place when S-C bonds are broken in 2,5-dihydrothiophene and in cis-2-butenethiolate. The S extrusion from cis-2-butenethiolate is found to consist of two elementary steps: the transfer of H from an SH group to the sulfur in cis-2-butenethiolate (Reaction IV) and the subsequent S-C scission reaction (Reaction V). The H transfer step (Reaction IV) turns out to be of key importance. It has a much lower barrier at the Mo edge brim site than at the S edge which we propose to be related to the weaker binding of H atoms at the Mo edge, see Sec. 6.2.7. In contrast to the H transfer step, the S-C scission
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reaction has the highest barrier at the Mo edge brim site. This appears to be analogous to the situation for step VI. The final S-C scission (reaction V) will probably also take place at the Mo edge brim site as seen in Fig. 6.3 even though it has a 0.1eV higher barrier than at a S edge vacancy site. The rate of S extrusion from cis-2-butenethiolate at the S edge vacancy site will be determined by the H transfer step. However, the H transfer step in S extrusion from cis-2-butenethiolate may be circumvented by surface diffusion of cis-2-butene-thiolate to the Mo edge. The corresponding diffusion barriers have not been calculated presently, but they may be estimated by the energy required to move cis-2-butenethiolate from a vacancy site to a site next to the vacancy. This energy is found to be 1.1eV. From the above discussion we draw the conclusion that the Mo edge brim site will be the primary site of cis-2-butenethiol formation. In view of the results shown in Fig. 6.7 and the discussion in Sec. 6.2.6, it could be speculated that the H transfer step and H transfer steps in general can more easily take place at the S edge vacancy site at high hydrogen partial pressures, where weakly bound H atoms are present.

Interplay between the Mo edge brim site and the S edge vacancy site is found to be important for desulfurization of cis-2-butenethiolate. For example, the final S-C scission step may take place at the S edge vacancy even though the cis-2-butenethiol intermediate is formed at the Mo edge site. For such an interplay between the S edge and Mo edge to take place, it requires that cis-2-butenethiol moves via surface diffusion or desorbs from the Mo brim site. The present study finds that cis-2-butenethiol will easily desorb due to the weak binding (-0.1eV) at the Mo edge brim site. In this connection it is interesting to note that thiols have been found as intermediates in HDS of thiophene [179]. Due to their high reactivity, they are expected to be present in very small concentrations, which was also observed experimentally [179].

The rate of S removal from cis-2-butenethiol will depend on the coverage of cis-2-butenethiol at the Mo edge brim site and at the S edge vacancy site. The coverage of cis-2-butene-thiol can presently not be calculated with high accuracy due to the lack of thermodynamic data on gas phase butane-thiols, but it is possible to obtain an estimate of the relative coverage. The coverage is a function of the Gibbs free energy of adsorption, and if one assumes that the entropy of cis-2-butene-thiol [190] in the gas phase is similar to the entropy of cis-2-pentene and furthermore uses the upper limit of the entropy loss, which is found by assuming that all the entropy is lost upon adsorption, then \(-TS_{adsorb}\) equals 2.3eV at 650K and 1atm. The entropy loss therefore dominates the Gibbs free energy of adsorption and the coverage of cis-2-butene-thiol will be low. The large positive Gibbs free energy leads to the following simplification.

\[
\theta = K \cdot P/(1 + K \cdot P) \approx K \cdot P
\]

, where K is the equilibrium constant \((K = \exp(-\Delta G/(k_BT)))\), P is the
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partial pressure of the reactant or intermediates, and \( \theta \) is the coverage of the reactant or intermediates. If one assumes that the entropy loss is similar at the two edges, the relative coverage is given by:

\[
\frac{\theta_{\text{S edge}}}{\theta_{\text{Mo edge}}} = \exp\left(-\frac{\Delta E_{\text{S edge}} - \Delta E_{\text{Mo edge}}}{k_B T}\right)
\]

where \( \Delta E_{\text{S edge}} \) is the adsorption energy at the S edge, \( \Delta E_{\text{Mo edge}} \) is the adsorption energy at the Mo edge, and \( k_B \) is the Boltzmann constant.

The adsorption energy of cis-2-butenethiol is most exothermic at the S edge vacancy site where it is between -0.5 and -0.6 eV (depending on H coverage), while it is -0.1 eV at the Mo edge brim site. As a result, the coverage is 3 orders of magnitude larger at the S edge vacancy site. The S edge vacancy site has an activity for the final S-C scission, which is approximately 10 times higher than the Mo brim site (difference in barrier of 0.12 eV). Combining this with the higher coverage of cis-2-butene-thiol at a S edge vacancy site means that the S edge vacancy site is approximately \( 10^3 \) times more active for the HDS of cis-2-butene-thiol than the Mo edge brim site.

The same analysis for 2,5-dihydrothiophene leads to the conclusion that the S edge vacancy site is approximately \( 10^{13} \) times more active in the initial S-C bond scission of 2,5-dihydrothiophene (Reaction III) than the Mo edge brim site. The S edge vacancy sites will therefore contribute more to the overall initial S-C scission than the Mo edge brim sites for the entire range of \( \text{H}_2\text{S} \) pressure. The final S extrusion will be dominated by the S edges if the S edge vacancy coverage is larger than about \( 10^{-4} \), which by inspection of Fig. 6.7 (c) is the case at high \( \text{H}_2 \) pressures or at \( \text{H}_2\text{S} \) pressures below 0.1 bar.

The present results, which show that the elimination step VI has a low barrier, indicate that the S edge vacancy site could also be the active site for other types of S-C elimination reactions like the S-C bond scission in the DDS mechanism of DBT or 4,6-DMDBT. It could also be speculated that the S edge vacancy site could be able to eliminate both S-C bonds in 2,5-dihydrothiophene and form butadiene in a reaction mechanism similar to the one found for very small clusters [191]. Furthermore, the present findings substantiate the proposal that a S edge vacancy site is needed in order to remove S from DBT and 4,6-DMDBT [192, 50].

The picture is expected to be somewhat different for species like DBT and 4,6-DMDBT where geometrical hindrances of adsorption play a larger role. For these species, the difference in adsorption energy between the different sites may also be larger and this is also expected to play a role. It could be added that the relative contribution of the two Mo\( \text{S}_2 \) edges will also depend on the sulfiding conditions since this has been observed to influence the relative abundance of the Mo and S edge [107].

The present study has investigated the reactions at a single Mo\( \text{S}_2 \) slab, and represents the structures observed in many commercial catalysts quite well.
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The present results indicate that the relative contribution of different pathways and interaction between the S edge and the Mo edge will be different in stacked multi slab MoS$_2$ structures. For example, in such cases only the top layer will expose readily accessible brim sites. This is proposed to be one of the reasons why it may be desirable to have mainly single slab catalyst in commercial catalysts and also proposed to be one of the reasons why differences in activity depending on the stacking degree has been reported experimentally to be an important factor [193].

6.2.9 Possible rate determining steps

The present results suggest that two different reactions play a major role in the HYD pathway of thiophene namely the initial SC scission (Reaction III) and the creation of the active site. At the S edge the vacancy site has a high barrier for creating the vacancy site (1.7eV), while on the other hand the S-C scission barrier is relatively low (0.8eV). It is the opposite case at the Mo edge where the S-C scission barrier is large (2eV) compared to the regeneration of the active site (1eV). However the barrier of regenerating the active site on the S edge is lower than the S-C scission barrier at the Mo which could indicate that the rate determining step is the generation of vacancies at the S edge. It is well know from the literature that H$_2$S acts as an inhibitor of S removal [69], and the present results are in agreement with this observation. The hydrogenation activity of the Mo edge brim site is higher than that of the S edge vacancy site and, therefore, the Mo edge brim sites are still of importance. Because even though the initial S-C scission most probably takes place at the S edge vacancy site thiophene must still be hydrogenated prior to the initial SC scission and hydrogenation is facile at the Mo edge brim site. The final SC scission may also require interplay between the S edge and the Mo edge since thiol formation has a high barrier at the S edge vacancy site. In future studies, a micro kinetic model would quite possibly be a useful tool in order to determine the importance of the interplay between the Mo and S edge.

6.2.10 Conclusions

It is important to emphasize that as a starting point, we have considered the edge configurations, which are thermodynamically most stable under realistic HDS conditions. These correspond to a Mo edge with 50% S coverage and 50% H coverage and a S edge with 100% S coverage and 100% H coverage and these structures are illustrated in Fig. 6.8. On these edges we have identified several HYD and DDS reaction pathways for thiophene HDS and they are summarized in Fig. 6.8. The active site for thiophene HDS at the Mo edge is the so-called brim site [50,108]. It is important to point out that these brim sites are present at the equilibrium edge configuration and should therefore not be considered as vacancies. In fact the neighboring Mo
atoms are fully coordinated by sulfur (Fig. 6.8). Thus, this active site does not have to be created before the reaction can take place, but of course if sulfur is removed from an organic compound and thereby deposited at the Mo edge brim site it has to be regenerated between catalytic cycles. The active site for thiophene HDS at the S edge is a vacancy site, which is not present at the equilibrium edge structure (Fig. 6.8), but has to be created first and subsequently regenerated between cycles. The relative concentration of S edge vacancies is significantly smaller than the concentrations of the Mo edge brim sites, since the energy barrier involved in the creation of the vacancies is found to be quite large, especially at low H\textsubscript{2} partial pressures. Considering the elementary steps of thiophene hydrogenation and subsequent S-C bond scission, we find significant differences between the Mo edge and the S edge. Some of these can be summarized as follows:

1. H transfer and hydrogenation reactions have lower barriers at the Mo edge brim site (more than 0.2eV lower barriers than at the S edge vacancy site).

2. Thiophene prefers to adsorb at the Mo edge brim site (0.3eV stronger binding than at the S edge vacancy site).

3. 2,5-dihydrothiophene and cis-2-butenethiol prefer to adsorb at the S edge vacancy site (more than 0.4eV stronger binding than at the Mo edge brim site).

4. S-C scission reactions have lower barriers at the S edge vacancy site (more than 0.1eV lower barriers than at the Mo edge brim site).
5. The regeneration of the active site has a higher barrier at the S edge (more than 0.5eV higher than at the Mo edge).

Our results suggest that the HYD pathway is initiated by hydrogenation at the Mo edge, as thiophene preferentially adsorbs at the Mo edge and hydrogenation is energetically unfavorable at the S edge. When 2,5-dihydrothiophene has been formed on the Mo edge it moves to the S edge vacancy site where the initial S-C-scission takes place. The subsequent S extrusion from the cis-2-butenethiolate may take place either at the S edge vacancy site or at the Mo edge brim site depending on the reaction conditions. The S edge vacancy site will be the primary site at high H\(_2\) (above 80 bars) pressures or at low H\(_2\)S pressures.

As the intermediates (e.g. 2,5-dihydrothiophene and cis-2-butenethiol) prefer to bind at the S edge compared to the Mo edge, it is possible that they diffuse to the S edge after initial hydrogenation at the Mo edge, since desorption and diffusion is facile. Thus, we suggest that the edges can catalyze the reaction in interplay between sites, i.e., thiophene adsorbs and gets hydrogenated at the Mo edge and subsequently diffuses to the S edge, where the final S-C bond scission is accomplished.

Cis-2-butenethiol is found to be an intermediate in the HYD pathway and the low barriers of S removal from thiol at both the Mo edge brim site and the S edge vacancy site explain the high reactivity of thiols observed in kinetic and reactivity studies [69].

For the DDS pathway, we find that it is initiated by a hydrogenation step which occurs preferably at the Mo edge and that the subsequent S-C scission takes place at the S edge. The calculated energies and barriers indicate that the DDS pathway is relatively less important than the HYD pathway for MoS\(_2\). The main reason being that the initial hydrogenation to hydrothiophene has to take place at the Mo edge brim site and the S-C scission at the S edge vacancy site.

We find that our proposed model for thiophene HDS involving the HYD and DDS pathway clarifies several experimental observations in the literature. We identify the Mo edge brim sites as the hydrogenation sites for the aromatic like thiophene molecule, and it is seen that they do not require creation of a vacancy to be active. This explains the experimental observation that H\(_2\)S does not significantly inhibit hydrogenation of aromatics [69] [155].

Furthermore, the Mo edge brim site is a very "open" site and allows for adsorption of larger molecules without introducing significant steric hindrances. Thus, it is likely that hydrogenation of e.g. 4,6-DMDBT takes place at the Mo edge brim site prior to desulfurization. It is therefore proposed that the S edge vacancy site may also play a large role for final S removal from hydrogenated DBT and hydrogenated 4,6-DMDBT in a similar mechanism, where the stronger adsorption of hydrogenated intermediates
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at the S edge vacancy site helps the S removal. This is indeed consistent with the observed inhibition by H$_2$S of these final steps [155].

The present results show that HDS of thiophene is a complicated interplay, between edge structures, adsorption energies of reactants and intermediates, activation barriers and reaction conditions. This may explain why it has been so difficult in the literature to arrive at agreement on the kinetics of thiophene HDS.

6.3 CoMoS catalyst

6.3.1 Introduction

Industrial HDS catalysts often consist of Co or Ni promoted MoS$_2$, since Ni or Co promotion increases the activity of the catalyst [69]. The promotion of MoS$_2$ by Co is due to the formation of the CoMoS phase [157] (see Sec. 5.1.1). Apart from a general agreement on that promotion by Co or Ni increases the activity of the catalyst, there is still much debate on the effect of promotion with regards to the relative increase in hydrogenation and SC-scission activity [155,166,194,195,196,152] and resistivity towards inhibitors such as H$_2$S [155,197,194]. In the following sections the effect of promotion by Co on HDS of thiophene is investigated. Sec. 6.3.3 presents the HDS equilibrium edge configuration and the investigated elementary reactions. The results show that creating a vacancy at the equilibrium edge requires more energy than creating a vacancy at the non promoted S edge, therefore we investigate a site similar in nature to the MoS$_2$ Mo edge brim site. The investigated site is characterized by it being present at the equilibrium edge configuration where a bright brim has been identified (Sec. 5.2.4) and due to the similarity to the MoS$_2$ brim site we call the site the CoMoS brim site. We investigate the HYD and DDS pathway in Sec. 6.3.4 and 6.3.5 with the definition given in Sec. 6.2.2. The DDS pathway is defined as the pathway which is initiated by an initial hydrogenation reaction forming 2-hydrothiophene which is reacting further by direct SC scission. The HDS pathway is defined as the HYD pathway when thiophene is hydrogenated twice and 2,5-dihydrothiophene is formed prior to the initial SC scission. We find that Co promotion significantly increases the hydrogenation activity of the S edge (Sec. 6.3.6). Furthermore, the SC scission barriers (Sec. 6.3.7) are increased to a level below the Mo edge brim site but well above the non promoted S edge vacancy site. In Sec. 6.3.8 we discuss the overall effect of promotion and come to the conclusion that promotion has two major effects, first of all it will increase the hydrogenation activity and secondly it will increase the relative importance of the DDS pathway compared to the HYD pathway.
6.3.2 Computational details

We use the computational setup described in Sec. 4.2 except the following details. We use a unit cell consisting of 4 Mo atoms in the x-direction and 4 Mo atoms in the y-direction. The Brillouin zone is sampled using a Monkhorst-Pack k-point set \[ \{4\} \] containing 4 k-points in the x-direction and 1 k-point in the y- and z-direction. All calculations have been performed spin polarized, due to the presence of cobalt.

6.3.3 The choice of active surfaces and elementary reactions

We investigate the Co promoted S edge since both experiment and theory have found that Co atoms substitute Mo atoms at the S \((\bar{1}010)\) edge (see chapter 5). It is likely that Co only partially substitutes Mo atoms as suggested in reference \[ [68, 198, 199] \]. We focus on the fully promoted S edge since this is a well defined limit. The equilibrium surface at HDS conditions is covered with 50\% S and 25\% H (Fig. 6.9). Therefore, Co is 4 fold coordinated to S and the H coverage is lower than for the unpromoted S edge. It is interesting to note that the HDS equilibrium edge is similar to the edge observed in STM experiments (Sec. 5.2), except for the H coverage. We do therefore have direct atomic insight into the edge present at HDS conditions. Creating a vacancy at the CoMoS \((\bar{1}010)\) edge requires 1.8eV\(^2\) and therefore it is more difficult to create a vacancy at the promoted S edge than at the non promoted S edge (\(\Delta E_{\text{vac}} = 1.69\text{eV} \)). Thus, there is reason to believe that the barrier for creating a vacancy will be larger at the Co promoted S edge than at the non promoted S edge indicating that the active site at the CoMoS \((\bar{1}010)\) edge is not a vacancy. However, Co promotion does also introduce non vacancy sites. The equilibrium edge has 50\% S coverage and 25\% H coverage and STM experiments have observed a bright brim present behind the edge with protrusion at the front row S atoms (Sec. 5.2). The site present on this edge will be termed the CoMoS brim site since it is analogous to the Mo edge brim site in the way that it has a bright brim and is not a vacancy in the equilibrium structure. The investigated CoMoS brim site has a coverage of one since it is present at the equilibrium edge configuration.

We have investigated both the HYD and the DDS pathway at the CoMoS brim site using the same definition of the two different pathways as for MoS\(_2\). We assume that the second hydrogenation reaction (reaction II in Tab. 6.1), which hydrogenates 2-hydrothiophene into 2,5-dihydrothiophene and the final S removal from cis-2-butenethiol (reaction V in Tab. 6.1) have zero barrier as observed on both the S and Mo edge of MoS\(_2\). In order to find the reaction path we have investigated several adsorption configurations for all the intermediates, an overview of the intermediates can be seen in

\[^2\text{Calculated as } \Delta E_{\text{vac}} = E_\text{v} + E_{H_2S(g)} - E_{H_2(g)} - E_{S_{\text{v}}}\]
Figure 6.9: Phasediagram of the S (1010) CoMoS edge. (+ H) mark the chemical potential at HDS condition ($P_{H_2} = 10\text{bar}, P_{H_2}/P_{H_2S} = 100$ and $T=650\text{K}$). The stable edge configuration at HDS conditions is emphasized by a red square.

appendix D. We have summarized the HDS reactions at the CoMoS brim site in Tab. 6.2 where the numbering of the reactions are identical to the MoS$_2$ numbering. The contracted reaction seen in Fig. 6.10 have been constructed under the assumption that gas phase hydrogen is in equilibrium with the surface hydrogen.
Table 6.2: An overview of the reactions involved in HDS of thiophene over CoMoS including the activation barriers ($E_a$) and energy changes ($\Delta E$) of the reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$E_a$ [eV]</th>
<th>$\Delta E$ [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>III</td>
<td>1.70</td>
<td>-0.13</td>
</tr>
<tr>
<td>IV</td>
<td>0.96</td>
<td>0.21</td>
</tr>
<tr>
<td>VI</td>
<td>0.63</td>
<td>0.03</td>
</tr>
<tr>
<td>VII</td>
<td>1.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>VIII</td>
<td>-0.24</td>
<td>-0.02</td>
</tr>
<tr>
<td>IX</td>
<td>-0.02</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>XI</td>
<td>-0.57</td>
<td></td>
</tr>
<tr>
<td>XII</td>
<td>-0.55</td>
<td></td>
</tr>
<tr>
<td>XIII</td>
<td>-0.03</td>
<td></td>
</tr>
</tbody>
</table>

- Calculated as $E_{VII} = \Delta E_1 + E_2$, where $\Delta E_1$ is the reaction energy of reaction 1: \(2\text{H-S(25%H and 50%S) + S(0%H and 62.5%S)} \rightarrow 2(0%H \text{ and 50%S}) + \text{H-S-S(50%H and 62.5%S) + H-S(50%H and 62.5%S) + H-S(50%H and 62.5%S)}$ and $E_2 = 0.54\text{eV}$ is the activation energy of reaction 2: \(\text{H-S-S(50%H and 62.5%S) + H-S(50%H and 62.5%S)} \rightarrow \text{H}_2\text{S-S(50%S)}\).

- Proceeds in two steps, 1) S-C scission without involving H, 2) hydrogenation. The overall activation energy is given by step 1) since the hydrogenation reaction in step 2) has been assumed to be non activated. The barrier is calculated without spin polarization.

6.3.4 HYD pathway

The hydrogenation pathway can be seen in Fig. 6.10. The HYD pathway is initiated by thiophene adsorption (reaction X in Tab. 6.2). The weakly bound thiophene (-0.1eV) is then subsequently hydrogenated to 2-hydrothiophene (reaction I in Tab. 6.2) with a barrier of 0.4eV which is equal...
to the energy change of the reaction. The second hydrogenation reaction whereby 2,5-dihydrothiophene is formed is assumed to be non activated. When 2,5-dihydrothiophene is formed the HYD pathway proceeds by the initial S-C scission reaction (reaction III in Tab. 6.2) where we find that the S-C bond can be broken without involving a H atom. We have investigated two different initial states of reaction III in an attempt to find the concerted reaction mechanism found for reaction III at the MoS\textsubscript{2} Mo edge brim site, however in both cases the pathway is found to proceed in two steps. Thus, the reaction mechanism is similar to the reaction mechanism found at the non promoted MoS\textsubscript{2} S edge. The subsequent hydrogenation reaction which leads to the formation of cis-2-butenethiolate is assumed to be non activated justified by the fact that the similar reaction at the S edge vacancy site is non activated and the low hydrogenation barrier of thiophene found at the CoMoS brim site. Therefore, the overall barrier is given by the SC scission barrier which is 1.70eV. Reaction III is followed by a H transfer reaction (reaction IV in Tab. 6.2) which forms cis-2-butenethiol with an activation energy of 1.0eV. The final S-C scission is assumed to be low as observed on non promoted MoS\textsubscript{2}.

### 6.3.5 DDS pathway

The potential energy diagram for the DDS pathway is shown in Fig. 6.10. The DDS pathway is initiated by thiophene adsorption (reaction X in Tab. 6.2). The weakly bound thiophene (-0.1eV) is then hydrogenated to 2-hydrothiophene (reaction I in Tab. 6.2) with a barrier of 0.4eV which is equal to the energy change of the reaction. The S-C bond between S and the hydrogenated C in 2-hydrothiophene is then broken without further hydrogenation forming cis-butadienethiolate with a barrier of 0.6eV (reaction VI in Tab. 6.2). The final S-C scission in the DDS pathway is assumed to take place in the same way as the final S-C scission in the HYD pathway. The low hydrogenation barrier combined with the relatively low S-C scission barrier indicate that the DDS pathway plays a major role at the CoMoS brim site.

### 6.3.6 Hydrogenation

The conclusion in the previous section on MoS\textsubscript{2} (Sec. 6.2) was that hydrogenation primarily takes place at the Mo edge, due to the stronger binding of thiophene and the lower barrier at the Mo edge compared to the S edge. Totally substitution of the Mo atoms at the S edge by Co atoms lowers the thiophene binding energy to -0.1eV, similar to the binding energy at the Mo edge brim site. Furthermore the barrier of 0.4eV is lower than the Mo edge brim site barrier of 0.6eV. The lower barrier could be due to the less tightly bound H atoms on CoMoS bound with 0.2eV compared to 0.3eV on the Mo edge of MoS\textsubscript{2}. Promoting MoS\textsubscript{2} with Co is therefore predicted to
Figure 6.10: The S (1010) CoMoS edge HYD and DDS pathway. The reference energy is chosen as the equilibrium edge configuration at HDS conditions (S edge with 50% S and 25% H) and thiophene in the gas phase. The atoms are colored in the following color scheme: sulfur is yellow, molybdenum is blue, cobalt is red, carbon is cyan, and hydrogen is black. Arabic numerals denote intermediates, Roman numerals refer to reactions numbers in Tab. 6.2.
increase the hydrogenation properties, an effect which also have been observed experimentally [155,166]. The CoMoS (ı010) edge is similar to the MoS$_2$ Mo edge in the sense that it is an open structure where adsorption of large molecules like 4,6-DMDBT would not be sterically hindered. It could be speculated that the CoMoS (ı010) edge will be well suited for HDS of sterically hindered molecules where the HYD pathway is important.

6.3.7 SC scission

In Sec. 6.3.4 and 6.3.5 we described how the HYD pathway and the DDS pathway occur. The SC-scission of 2-hydrothiophene is the initial SC-scission reaction in the DDS pathway and the barrier of this reaction is 1.1eV lower than the SC-scission of 2,5-dihydrothiophen which is the initial S-C scission reaction of the HYD pathway. Compared to the non promoted MoS$_2$ both S-C scission reaction at the CoMoS brim site have lower barriers than at the Mo edge brim site but higher barriers than at the S edge vacancy site. An important mechanism on the non promoted MoS$_2$ was proposed to be the interaction between the Mo edge and the S edge. This is likely also the case for Co promoted MoS$_2$ since the adsorption energies of the intermediates are more exothermic at the CoMoS (ı010) edge than on coexisting MoS$_2$ Mo (10ı0) edge, thus there is a thermodynamic driving force for the intermediate to move to the Co promoted S edge.

6.3.8 Effect of promotion

Total substitution of the S edge Mo atoms with Co atoms changes the catalytic properties of the S edge quite substantially. Relative to the non promoted S edge the S-C scission barriers increase and the hydrogenation barriers decrease. At the same time thiophene adsorption becomes exothermic and the adsorption energies of the intermediates like 2,5-dihydrothiophene and cis-2-butadienethiol remain almost constant. The Co promoted particles will most likely expose both CoMoS brim sites and MoS$_2$ Mo edge brim sites. Therefore, it is relevant to compare the CoMoS brim site and the Mo (10ı0) edge brim site and in this case the S-C scission and hydrogenation barriers are lower at the CoMoS brim site than at the Mo edge brim site. Furthermore, reactants and intermediates adsorb as strong or stronger at the CoMoS brim site than at the Mo edge brim sites. The hydrogenation activity will go up as a consequence of promotion for the following reasons. First of all the hydrogenation barrier at the S edge CoMoS brim sites is lower that at the non promoted Mo edge brim site and S edge vacancy site. Secondly the adsorption energy of thiophene is the same at Mo edge brim sites and at the CoMoS brim sites. The per site activity will therefore be higher for CoMoS brim sites than for Mo edge brim sites. This implies that structural changes as a result of Co promotion (see
Sec. 5.2) which lower the number of Mo edge brim sites will not reduce the hydrogenation activity since at the same time the number of CoMoS brim sites will increase and therefore the hydrogenation activity will improve.

The DDS pathway will most likely be the dominant reaction path, because Co promotion makes it possible to form hydrothiophene at the S edge where the DDS S–C barrier is still low (0.6eV). This is a clear effect of promotion since the DDS pathway of non promoted MoS\textsubscript{2} was proposed to be low due to the inability of the S edge vacancy site to hydrogenate thiophene.

The DDS pathway will most likely be the dominant reaction path, because Co promotion makes it possible to form hydrothiophene at the S edge where the DDS S–C barrier is still low (0.6eV). This is a clear effect of promotion since the DDS pathway of non promoted MoS\textsubscript{2} was proposed to be low due to the inability of the S edge vacancy site to hydrogenate thiophene. The DDS pathway will most likely be the dominant reaction path, because Co promotion makes it possible to form hydrothiophene at the S edge where the DDS S–C barrier is still low (0.6eV). This is a clear effect of promotion since the DDS pathway of non promoted MoS\textsubscript{2} was proposed to be low due to the inability of the S edge vacancy site to hydrogenate thiophene. The DDS pathway will most likely be the dominant reaction path, because Co promotion makes it possible to form hydrothiophene at the S edge where the DDS S–C barrier is still low (0.6eV). This is a clear effect of promotion since the DDS pathway of non promoted MoS\textsubscript{2} was proposed to be low due to the inability of the S edge vacancy site to hydrogenate thiophene.

The initial S–C scission in the HYD pathway has a barrier of 1.7eV and therefore much higher than the DDS S–C scission (0.6eV), however the coverage of 2,5-dihydrothiophene is also larger due to the stronger binding of 2,5-dihydrothiophene so the HYD path could still play a role, especially in connection with 2,5-dihydrothiophene formed at the Mo edge. A micro kinetic model would be very useful in order to quantify the relative importance of the DDS and HYD pathway for the Co promoted MoS\textsubscript{2} catalyst. However, the effect of Co promotion is quite evident, since the DDS pathway will clearly play a larger role and hydrogenation activity will increase. Even though one should be cautious about drawing direct conclusions from the present study of thiophene to studies of larger molecules like DBT and 4,6-DM-DBT recent experimental studies of these larger molecules seem to agree with the present finding since they observed an increased hydrogenation and DDS activity upon Co promotion [166, 155].

### 6.3.9 Conclusion

In the case of no support interactions Co promotion will change the shape of the catalyst into hexagonal shape particles. The S edge Mo atoms will be substituted by Co and we have investigated the limiting case where all S edge Mo atoms are substituted by Co. On this edge we have identified an active site present at the equilibrium edge configuration, which has a bright brim. Since this site is analogous to the Mo edge brim site we have named it the CoMoS brim site. The hydrogenation properties of the catalyst will increase since the CoMoS brim site has slightly better hydrogenation properties than the MoS\textsubscript{2} Mo edge brim site.

The SC-scission barriers increase relative to the non promoted S edge. However, due to the increased hydrogenation activity and increased adsorption energy of thiophene the CoMoS brim site will have a higher activity in the DDS pathway. It could be speculated that less than 100% Co substituted (1010) edges like the edges investigated in [68, 183, 198, 199] could have sites which are a mixture of the fully promote and the non promoted S edge and that these sites would have lower SC-scission barriers than the fully promoted S edge and at the same time lower barriers for site generation.
6.4 Conclusion and outlook

We have established the HYD and DDS pathways on the Co promoted and non promoted S (\(\overline{1}010\)) edge and on the non promoted Mo (10\(\overline{1}0\)) edge. On the non promoted MoS\(_2\) particles we find that interplay between the S and Mo edges plays a key role, since hydrogenation of thiophene takes place at the Mo edge brims site and SC-scission primarily takes place at the S edge vacancy site. Both the HYD and the DDS pathway may on the other hand take place exclusively at the Co promoted (\(\overline{1}010\)) edge, however, this does not rule out edge interplay for the promoted particles since the non promoted Mo edge will still be active as hydrogenation catalyst.

It is interesting to note that the present results can form the basis for the development of a micro kinetic model of HDS of thiophene which could be a very useful tool for quantifying the contributions of the different edges to thiophene HDS. Knowing the contribute to activity of the different sites involved in HDS could possibly guide future design of catalysts with specific HYD/DDS properties. One could speculate that certain additives or supports could stabilize either the S or the Mo edge and identifying such supports or additives could enable more intelligent catalyst design.
Chapter 7

Inhibition in HDS

7.1 Introduction

The need to upgrade crude oil to ultra clean diesel does not only require insight into the desulfurization process itself but also knowledge about other hydrotreating reactions like hydrodenitrogenation and insight into the role of inhibitors are needed. In the case of HDS several of the constituents of crude oil act as inhibitors, and in order to optimize catalysts for feeds with different levels of inhibitors, knowledge about the mechanism of inhibition is needed.

In the following, we will briefly recapitulate the HYD and DDS pathway and some of the important experimental findings with regard to inhibition of the two different pathways. Studies using model compounds have shown that the HDS reaction for the unsubstituted DBT molecule proceeds mainly via the direct (DDS) route [149, 144, 69]. However, in the case of sterically hindered alkyl substituted molecules like 4,6–DMDBT, the HYD route become important [153, 144, 77, 151, 69, 200, 201, 155, 202, 203]. In the industrial reactor, the desulfurization pathway will depend on parameters such as the composition of the crude oil, the partial pressures of H$_2$ and H$_2$S, and the desired sulfur content in the product stream [151, 202]. Many of these effects appear to be related to the fact that different molecules in the feed may have quite different inhibiting effects on the two reaction routes. The presence of nitrogen compounds is, for example, a key parameter, which may influence the HDS activity [73, 69, 202, 203, 168, 169, 170, 171, 172, 174, 177, 175, 176, 173]. Detailed studies of inhibition effects under real feed conditions [171] showed that especially basic heterocyclic nitrogen compounds inhibit the HDS reaction and that the inhibition is most pronounced for the HYD route. Thus, the inhibition effects are particular important for deep HDS of refractory compounds like 4,6–DMDBT which must be hydrogenated before desulfurization can take place. Kinetic studies using model compounds also support this conclusion [174, 161]. For non–sterically hindered heterocyclic
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compounds with nitrogen in a six–membered ring, there appears to be a good correlation between the inhibitor strength and the gas phase proton affinities, where stronger inhibitors have higher gas phase proton affinity $^{169,170}$. This could indicate that the poisoning of the HYD route by nitrogen compounds involves the interaction with a proton from a Brønsted acid site on the catalytically active nanostructures.

Infrared measurements have shown that SH groups exist at the edges of MoS$_2$ nanoparticles $^{161}$ and IR studies also revealed their interaction with pyridine to form pyridinium ions $^{204}$. The inhibiting effect of other molecules on the HYD route has also been investigated. Aromatic hydrocarbons have been observed to poison the HYD route more than the DDS route $^{69,203,195}$ but for real–life operating conditions, the poisoning effect on HYD may be quite small $^{202,174}$. In contrast, the H$_2$S inhibiting effect is much less for HYD than for DDS $^{69,202,205}$.

While there is a relatively good general agreement in the literature on the different reactivity, kinetic and poisoning effects, very limited direct mechanistic insight has been obtained. Nevertheless, many of the above-mentioned observations have been taken as evidence for the HYD and DDS pathways occurring on different sites $^{69,155}$. Sulfur vacancies are in general believed to play a key role in the DDS pathway. The nature of the hydrogenation sites is less well understood but many authors have also proposed vacancies to be involved in HYD reactions (see e.g. $^{69}$). In view of the observation that quite large molecules may be desulfurized via the HYD pathway, it has been proposed that multiple vacancy sites or ensembles of vacancies are involved in HYD. It has, for example, been suggested $^{74}$ that the HYD reaction occurs at the so–called naked MoS$_2$ edge (i.e. the (1010) Mo edge without terminal sulfur atoms). However such naked (1010) Mo edges are energetically extremely unfavorable (see Sec. 5.1.2) since the edges bind sulfur very strongly and are not likely to be present at HDS conditions. The observation that the HYD reaction is not very strongly inhibited by H$_2$S excludes that naked Mo edges play an important role in hydrogenation. In chapter 6 we found that hydrogenation of thiophene can take place without involving a vacancy site instead the catalytic reaction takes place on a so–called brim site. That is present on the equilibrium edge structures and does not introduce significant sterical hindrance for adsorption of large molecules like 4,6-DMDBT due to its open geometry. On such open sites the adsorption energy of thiophene is weak (on the order of -0.1eV) which indicates that thiophene adsorption could be inhibited by molecules binding more strongly to the active sites.

In the present chapter, we investigate poisoning effects using three different known inhibitors, i.e. benzene, pyridine and H$_2$S. DFT calculations have been performed on the interaction of these molecules with the Mo edge and the S edge of MoS$_2$ at S and H coverages, that are likely to be present under industrial HDS conditions. The effect of protonation of the basic
Figure 7.1: The edge geometries: Left: The S (1010) edge with a vacancy and 50% H coverage, Middle: Mo (1010) edge with 50% S and 25% H coverage, Right: Mo (1010) edge with 50% S and 50% H coverage.

Pyridine molecule has also been investigated in order to elucidate the effect of Brønsted sites. The results provide insight into the nature of the HYD sites; the strong inhibition by pyridine and the weak inhibition of the HYD route by H₂S.

7.2 Computational details

7.2.1 Computational details

We use the computational setup described in Sec. 4.2 apart from the following details. We use a unit cell consisting of 4 Mo atoms in the x-direction and 4 Mo atoms in the y-direction (Fig. 6.1). The edge configurations investigated can be seen in Fig. 7.1. The Brillouin zone is sampled using a Monkhorst–Pack k-point set [34] containing 3 k-points in the x-direction and 1 k-point in the y-direction for edge calculations and 3 k-point in the y-direction for basal plane calculations and 1 k-point in the z-direction.

7.3 Benzene

The adsorption of benzene has been investigated both at different regions along the Mo and the S edge and on the basal plane as a reference.

Table 7.1: Benzene adsorption sites

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>(\Delta E_{\text{ad}}) [eV]</td>
<td>-0.14</td>
<td>-0.17</td>
<td>-0.16</td>
<td>-0.16</td>
<td>-0.02</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Configurations a–d is at the Mo (1010) edge, configuration e is on the basal plane (0001), and configuration f is at the S (1010) edge.
7.3.1 Mo edge

Benzene adsorption at the Mo edge has been investigated with a S coverage corresponding to HDS conditions and a H coverage of 25%. The H coverage chosen is below the 50% H coverage at equilibrium in order to investigate the influence of the distance between the adsorbed molecule and the H atom. The brim sites, which have been shown to be able to participate in hydrogenation [108, 50] (see chapter 6) are positioned close to the front row S atoms and adsorption on these sites is also investigated. The adsorption configurations at the Mo edge can be seen in Tab. 7.1. The adsorption energy at the Mo edge is slightly exothermic being similar for all configurations, while adsorption on the basal plane is thermoneutral as shown in configuration e in Tab. 7.1. The exchange correlation functional used does not take van der Waals interactions into account and the difference in adsorption energies is therefore only related to chemisorption.

The changes in electron density upon benzene adsorption are somewhat larger at the Mo edge than on the basal plane (Fig. 7.2) indicating that the adsorption energy on the Mo edge is due to chemisorption. Adsorption at the edge or on the basal plane results in a lowering of the density directly below the center of the benzene ring. This could be an orthogonalization hole similar to what has been observed for e.g H$_2$ [206]. The larger change in electron density combined with the stronger binding energy on the edge means that there is a preference for the benzene molecule to adsorb at
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the Mo edge rather than on the basal plane. Furthermore, we have tested whether hydrogenation of benzene can stabilize the adsorption, and we find that hydrogenation makes the adsorption energy endothermic.

7.3.2 S edge

Benzene adsorption at the S edge has been investigated with H and S coverages corresponding to HDS conditions and the S edge has been activated by the creation of a single vacancy. Benzene adsorption at the S edge has been investigated at a site next to the vacancy, as shown in configuration f Tab. 7.1. Only one adsorption site has been investigated since the benzene adsorption energy is thermoneutral at the vacancy site, which is the chemical most reactive site, because it is not covered by H and has an undercoordinated Mo atom. It is therefore presently assumed that the adsorption will not become more exothermic by moving the benzene molecule away from the vacancy. The adsorption energy at the S edge (configuration f) is similar to the adsorption energy on the basal plane (configuration e), indicating that there is no preference for the benzene to move from the Mo edge to the S edge. Thus, we can conclude that benzene does not adsorb at the S edge. This indicates that the S edge is not important for hydrogenation as benzene inhibits this reaction.

7.4 Pyridine and Pyridinium ion

Adsorption of pyridine and the formation of a pyridinium ion have been investigated at both the Mo edge and the S edge and as reference also on the basal plane.
Figure 7.3: Pyridine and pyridinium ion electron–density difference plot. **Left:** Pyridine on basal plane. **Middle:** Sideview of pyridinium ion at the Mo edge. **Right:** Frontview of pyridinium ion at the Mo edge. Color code: Depletion of electron density (red), increase in the electron density (blue) plotted at a contour value of -0.03 e^3/˚A and +0.03 e^3/˚A, respectively.

<table>
<thead>
<tr>
<th>Configuration*</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>( \Delta E_{ad} [\text{eV}] )</td>
<td>-0.12</td>
<td>-0.08</td>
<td>-0.09</td>
<td>-0.08</td>
<td>-0.09</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Configuration*</th>
<th>g</th>
<th>h</th>
<th>i</th>
<th>j</th>
<th>k</th>
<th>l</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>50</td>
<td>50</td>
<td>25</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>( \Delta E_{ad} [\text{eV}] )</td>
<td>-0.01</td>
<td>-0.11</td>
<td>-0.03</td>
<td>-0.40^b</td>
<td>-0.45^b</td>
<td>-0.59^b</td>
</tr>
</tbody>
</table>

^a Configurations a–h is pyridine at the Mo (10\( \overline{1} \)0) edge, configuration i is pyridine on the basalplane (0001), and configuration j–k is the pyridinium ion at the Mo (1010) edge.

^b \( \Delta E_{ad} \) is calculated as \( \Delta E_{ad} = E_{\text{S-}*pyridinium \text{ion}} - E_{\text{HS-}*} - E_{\text{Pyridine(g)}} \)

7.4.1 Mo edge

Pyridine adsorption at the Mo edge has been investigated with S coverage corresponding to HDS conditions, i.e. 50% S coverage with 25 or 50% H coverages. The formation of pyridinium ions has been investigated with 25% H coverage, which corresponds to a transfer of a proton to the pyridine
molecule from the edge. The adsorption configurations of pyridine at the Mo edge (configurations a–h) and basal plane (configuration i) can be seen in Tab. 7.2. It is seen that the adsorption energies are slightly exothermic on the edge and more exothermic than on the basal plane where it is almost thermoneutral. Under HDS conditions, there is adsorbed hydrogen in form of SH groups in the vicinity of the pyridine. That allows a proton to be transferred from the neighboring SH group to the pyridine molecule, resulting in the formation of a pyridinium ion. The significant exothermic energies for pyridinium ions (configurations j-l in Tab. 7.2) show that pyridinium ions are very stable at the Mo edge. The adsorption energies become approximately 0.4eV more exothermic than for pyridine itself. The barrier for the proton transfer has also been calculated and the result is shown in Fig. 7.4. The H transfer reaction is apparently non–activated, suggesting that pyridine will form pyridinium ions readily upon adsorption at the Mo edge. The electron density difference plots of pyridine and the pyridinium ion adsorbed at the Mo edge and basal plane (Fig. 7.3) show a more pronounced change in the electron density when the adsorption occurs at the edge. The change in electron density is also significantly larger than found for benzene (note that the contour value is a factor of 10 larger than the one used in the benzene density). Most importantly it is also seen that as H+ is transferred from the catalyst to pyridine, some electron density is shifted to the catalyst, which, indicates the formation of a pyridinium ion–like species.
7.4.2 S edge

Table 7.3: S (1010) edge pyridine and pyridinium ion adsorption sites

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>$\Delta E_{ad}$ [eV]</td>
<td>-0.02</td>
<td>-0.05</td>
<td>-0.28</td>
<td>0.17$^a$</td>
</tr>
</tbody>
</table>

$^a$ Configurations a–c is at the S (1010) edge with a vacancy and configuration d is the pyridinium ion at the S (1010) edge with a vacancy.

Pyridine adsorption at the S edge has been investigated with H and S coverage corresponding to HDS conditions and as for the benzene study, the S edge has been activated by the creation of a single vacancy. Such a vacancy is likely to be involved in the DDS pathway and the present calculations, therefore, also allow us to get insight into poisoning effects of this route. The adsorption configurations are shown in configurations a-c in Tab. 7.3. Pyridine binds strongest when the N atom is positioned in the vacancy, as seen in configuration c and less strongly when the adsorption configurations are similar to those at the Mo edge, as in configurations a and b. The observation that pyridine binds strongly to the vacancy is in agreement with the observation that the DDS route is poisoned by basic N compounds \cite{69}. In configuration d, a H atom is added to the pyridine making the adsorption energy endothermic. The adsorption at the S edge is less exothermic than at the Mo edge except for configuration c where pyridine is adsorbed in the vacancy. Pyridine in the vacancy is, on the other hand, less exothermic than the adsorption energies of pyridinium ions on the Mo edge (configuration j–l in Tab. 7.2). The edge preference follows the same trend as for benzene adsorption, with the difference of being more pronounced for pyridine. The reason why H does not stabilize pyridine as pyridinium at the S edge could be related to the S edge SH groups being less acidic than SH groups at the Mo edge. This is reflected by a stronger binding energy at the S edge, -0.6eV at the S edge compared to -0.4eV at the Mo edge.
H₂S adsorption has therefore also been investigated at both the S and Mo edges.

Table 7.4: H₂S adsorption sites at the Mo edge and the S edge

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>ΔE_{ad} [eV]</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.16</td>
<td>-0.12</td>
</tr>
</tbody>
</table>

*a Configurations a–d are at the Mo (10 ¯10) edge, Configuration e is a vacancy site at the S edge.

7.5.1 Mo edge

H₂S adsorption at the Mo edge has been investigated with a S coverage corresponding to HDS conditions and with a 25% H coverage. The lower than equilibrium H coverage is again chosen in order to investigate the influence of the distance between the adsorbed molecule and H. The adsorption configurations of H₂S at the Mo edge are shown in Tab. 7.4(a–d). Adsorption configuration d where H₂S is located next to the SH group is found to be slightly exothermic (-0.16eV), with approximately the same adsorption energy as benzene at the Mo edge (see Tab. 7.1). It should, however, be stressed that the van der Waals part of the adsorption energy for molecules with π systems is generally larger than for small molecules like H₂S. The adsorption of benzene and pyridine at the Mo edge is therefore expected to be stronger than H₂S.

7.5.2 S edge

H₂S adsorption at the S edge has been investigated at the S edge with H and S coverages corresponding to HDS conditions, where the S edge is again activated by the creation of one vacancy. The adsorption has been investigated at the vacancy as shown in configuration e in Tab. 7.4. The adsorption energy is exothermic (-0.12eV), which is similar to that on the Mo edge. The adsorption of H₂S is, therefore, equally likely at both edges. The dissociative chemisorption of H₂S at the vacancy site was found to be highly exothermic (-1.69eV see Sec. 6.2), and it is suggested that this is the
reason why H$_2$S inhibits the DDS pathway.

### 7.6 Discussion

Recent STM and DFT results have indicated that sites that are quite different from vacancies might be involved in HYD, namely, the metallic like brim sites located adjacent to the edges [50, 108, 107, 105]. The involvement of such sites has also been proposed to be consistent with the different observed inhibition effects [207]. In chapter 6 we presented the DDS and HYD pathways for HDS of thiophene and we found that the brim sites are well suited for hydrogenation. The present results have confirmed these findings and have provided additional insight into the nature of the inhibiting effects. It is presently observed that the availability of hydrogen at the catalyst surface plays an essential role in the poisoning by basic nitrogen compounds like pyridine. Pyridine reacts with hydrogen and forms the pyridinium ion and this stabilizes its adsorption. This process is favored at the Mo edge. Pyridinium ions were previously observed in IR experiments [204] and our findings substantiate the proposal that SH groups are involved in the pyridinium ion formation. It is interesting to note that the present results show that the formation of pyridinium ions is expected to occur predominantly at the Mo edge. Without the formation of pyridinium ions benzene would have been a stronger inhibitor than pyridine since its adsorption is stronger. However, due to the influence of hydrogen, pyridine becomes a much stronger poison. In this context, it is important that hydrogen binds less strongly at the Mo edge as compared to the S edge and, therefore, can be easily transferred to the pyridine molecule. This result confirms the results in Sec. 6.2 showing that the hydrogenation occurs at the Mo edge brim sites. In addition, both benzene and pyridine/pyridinium ions preferably adsorb at the Mo edge, underpinning that the active site for hydrogenation is located at the Mo edge. This is substantiated by the adsorption study of H$_2$S since H$_2$S adsorbs weakly in agreement with the very weak poisoning of the HYD pathway. Benzene is found to be less strongly bound than the pyridinium ion, which explains the less poisonous effect of benzene compared to pyridine. Inhibition of hydrogenation reactions by pyridine is not only due to blocking. When it is protonated it also uses H from the Brensted acid sites, thereby reducing the number of H atoms available for hydrogenation. The observation that heavier molecules, like quinolines and acridines are stronger poisons than pyridine [169, 170], can be explained by two effects. Firstly, the van der Waals interaction increases for molecules with more $\pi$ systems [208]. The second and probably more important effect is that the inhibition by basic nitrogen compounds increases with higher proton affinity as found in experimental studies [169, 170]. The present study has shown that there is no significant barrier for proton transfer from the SH groups to pyridine.
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at the Mo edge. Assuming that this is also the case for larger molecules than pyridine, means that the proton transfer will only be equilibrium limited. It is therefore reasonable to expect that the gas phase proton affinity correlates quite well with the inhibitor strength because a similar proton transfer process is taking place on the catalyst.

While the present investigation has mainly focused on the poisoning of the HYD pathway several of the results also provide insight into the poisoning of the DDS pathway. For example, it is seen that pyridine adsorbs quite strongly in a vacancy site at the S edge. This may be the origin of the poisoning effects by N compounds of the DDS pathway [69, 168].

### 7.7 Conclusion

Detailed understanding of the inhibition mechanism of the HYD pathway has been quite difficult to obtain due to the lack of data on the nature of the active sites. We have used DFT to investigate the adsorption of some key model inhibitors at sites which have been found to be the active sites in HDS of thiophene (see Chapter 6). It is seen that the poisoning of the HYD route occurs quite differently from the most commonly accepted proposals in the literature. For example, it is seen that the inhibiting effect by aromatics is not due to the interactions with highly uncoordinated vacancies (like the naked Mo edges) but rather with the Mo edge brim sites which are present at the Mo edge with fully coordinated molybdenum atoms. The $\pi$–bonding to such sites explains the poisoning by aromatics. This bonding is not much affected by substituents in DBT and this explains why the HYD route is more favored for refractory molecules than the DDS route. The present results show that the fully coordinated brim sites bind $H_2S$ very weakly. Thus, the lack of significant inhibition by $H_2S$, which has intrigued researchers for decades, can readily be explained. The strong poisoning by pyridine is observed to be due to an increase in adsorption energy upon protonation of the pyridine molecule. The proton donor is a neighboring SH Brønsted acid site located at the Mo edge. The pyridine to pyridinium ion reaction is found to be non–activated. Both benzene and pyridine prefer to adsorb at the Mo edge and both act as poisons for the hydrogenation pathway, supporting the conclusion that the hydrogenation site is located at the Mo edge. This is also supported by the low energy barrier of hydrogenation found in Sec. 6.2. The present results also show that pyridine will poison vacancy sites involved in the direct desulfurization path. In this case, the poisoning occurs via direct coordination and without pyridinium ion formation.

In the future, the present studies should be extended to include promoted systems. It would for instance be very interesting to extend the study to CoMoS, since the CoMoS ($\bar{1}010$) edge has been found to be able to hydrogenate thiophene (Sec. 6.3). DFT studies of the HDN reaction like those in reference [209, 210] may also provide insight relevant for an understanding of
the inhibition by nitrogen compounds since the additional $\text{H}_2$ consumption by HDN may also be of importance.
Chapter 8

Influence of vdW forces on adsorption energies

Compounds like benzene, thiophene, and dibenzothiophene have in a series of studies been found to bind quite weakly to the edge structures of MoS\textsubscript{2} and WS\textsubscript{2} \cite{192,189,211,212} unless multiple vacancies have been formed \cite{192,136}. This is also the case at the equilibrium edge configurations as we have seen in chapter 6 and chapter 7 where we attributed the weak binding to the lack of van der Waals interaction in the GGA exchange-correlation approximation. Thus, it is problematic to predict the coverage of the main reactants in HDS catalysis, making it difficult to construct micro-kinetic models for HDS. Even simple analysis of inhibition based on the adsorption energies of different inhibitors and reactants may be qualitatively wrong due to the neglect of vdW interactions.

However, recent developments in exchange-correlation functionals \cite{25} have shown promising results for adsorption and binding of systems dominated by vdW interactions \cite{25,208,213,214}. The scheme presented by \cite{25} have been implemented in the real space code GPAW as described in chapter 2.

In the present chapter we investigate the adsorption of thiophene and butadiene on the basal plane of MoS\textsubscript{2} using the novel exchange correlation functional, vdW-DF \cite{25}. The adsorption energies of thiophene and butadiene on the basal plane of MoS\textsubscript{2} are found to be dominated by vdW interactions and the theoretical predictions agree with well defined ultra high vacuum surface science experimental results \cite{158}. The present results indicate that the vdW interaction for adsorption on MoS\textsubscript{2}-based systems is well described by the vdW-DF functional. The vdW forces are found to be of such size that they can not without caution be neglected when calculating adsorption energies for systems with delocalized electrons.
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8.1 Calculational details

The general computational details (Sec. 4.2) are used except for the following changes. A slab model is used to investigate the basal plane (0001) of MoS$_2$. The supercell has 4 MoS$_2$ units in the x- and y-direction. The slabs are separated by 21.82 in the z-direction. This model represents the basal plane of MoS$_2$ single crystal where the effect of the second layer of MoS$_2$ is assumed to be small, which has been shown to be a reasonable approximation for graphite [208]. DACAPO is used to perform the DFT calculations [29, 19]. The Brillouin zone is sampled using a Monkhorst-Pack k-point set [34] containing 4 k-points in the x- and y-direction and 1 k-point in z-direction. A plane-wave cutoff of 30 Rydberg and a density wave cutoff of 60 Rydberg are employed using the double-grid technique [86]. The convergence criterion for the atomic relaxation is that the maximum force on one atom should be smaller than 0.01eV/Å.

The exchange correlation functional RPBE is used [19] for structure optimization. The binding curves have been constructed using the vdW-DF functional [25] implemented as described in chapter 2. The $E_{vdW-DF}$ is calculated as described in chapter 2 on the density grid with 0.11Å between points and for densities above 0.0001/$a_0^3$. The binding site and orientation of the molecule have been identified by constrained minimization fixing the slab and the z coordinate of the molecule or free minimization of the molecule fixing the slab. The binding curves have been calculated by moving the molecule in the z direction while at the same time fixing the geometry of the molecule and the slab.

8.2 Results and discussion

We have investigated the adsorption of thiophene and butadiene. The adsorption of these molecules have previously been investigated in a well-defined surface science experiment which found that the binding on the basal plane is weak, with thiophene adsorption energy of -0.42eV and butadiene adsorption energy of -0.37eV.
8.2.1 Thiophene

The adsorption configurations (a,b in Tab. 8.1) of thiophene have very similar binding energies and the binding curves are also similar. There is little or no chemical bonding and the entire bond is given by vdW interaction. The adsorption energy is -0.47eV which compares well with the experimental adsorption energy of -0.42eV.
Table 8.2: Butadiene adsorption. The abscissa in the binding curves is the distance from the center of mass of butadiene to the z position of the top sulfur layer.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Front</th>
<th>Top</th>
<th>Binding Energy [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPBE</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>vDW</td>
<td>-0.33</td>
<td>-0.36</td>
<td>-0.40</td>
</tr>
</tbody>
</table>

* Reference [158]

Three different butadiene adsorption configurations (seen in Tab. 8.2) have been investigated and the binding curves can be seen in Tab. 8.2. The binding energies for the different adsorption configurations are very similar and the maximum binding energy is -0.40eV. The binding energies are as for thiophene dominated by vdW interactions. The agreement between the experimental binding energy of -0.37eV and the calculated binding energy is high.

8.3 Discussion

The overall picture is that the adsorption energy is highest for thiophene followed by butadiene and the agreement between experiment and theory
is good. For thiophene and butadiene the calculated binding energies are approximately 0.05eV stronger than the experimental values. Furthermore, the difference between thiophene and butadiene adsorption energy is 0.07eV which is in very good agreement with the experimental difference of 0.05eV. The binding energy is to a high degree determined by the distance to the surface while different adsorption geometries introduce very small changes in the binding energy. The adsorption energies of both molecules are found to be due to vdW interactions while the chemisorption energies which are well described by RPBE show very little or no binding. The relatively strong vdW binding energy of thiophene and butadiene could be due to the fact that these molecules have delocalized electrons because of the aromatic structure of thiophene and the conjugated double bonds in butadiene. The present results indicate that including vdW forces will significantly affect the adsorption energy and thereby the coverage of aromatic compounds on MoS$_2$ based catalysts. Increasing the adsorption energies by 0.5eV and possibly more for larger molecules will be of significant importance since molecules like thiophene and DBT have been found to make weak chemical bonds with the equilibrium edge structures and single vacancies on the equilibrium edges [215, 192, 211, 212].

8.4 Conclusion and outlook

We have calculated the adsorption energy of thiophene and butadiene on the basal plane of MoS$_2$ using the recently developed exchange correlation functional vdW-DF [25] and we find a high degree of agreement between experiment and theory. The binding energies of both molecules are found to be due to vdW interactions. The present results show that the vdW binding energy of thiophene and butadiene is -0.47eV and -0.40eV, respectively. This will influence the coverage of these species considerably and it is proposed that the van der Waals forces can not without caution be neglected when calculating adsorption energies of aromatic compounds on MoS$_2$. The high degree of agreement between theory and experiment shows that the vdW-DF functional is promising for accurately calculating adsorption energies.
Chapter 9

Designing new hydrogen evolution catalyst based on DFT

Design of new materials with certain properties using DFT requires that the material properties can be reliably predicted directly from DFT results. In the case of heterogeneous catalysis this does in practice mean that the activity of a given catalyst has to be linked to a key activity descriptor such as the adsorption energy. This is required since directly calculating barriers for a series of elementarily steps on a large number of test materials is not with the present computer power feasible.

Determining the key activity descriptors are often not an easy task as we have seen in chapter 6. The present chapter therefore focuses on a much simpler reaction than the HDS reaction of thiophene, namely the hydrogen evolution reaction. In the following chapter we will present a key descriptor for hydrogen evolution. This descriptor has successfully been used in a large scale computational screening study to investigate hydrogen evolution on transition metal alloys [3]. Using this approach a PtBi system was identified as a promising catalyst. However, PtBi is still relatively expensive thus in the following we calculate the descriptor on a series of non nobel transition metal sulfides which are considerably cheaper.

9.1 Transition metal sulfides in hydrogen evolution reactions

Hydrogen has been proposed as a future energy carrier [216]. One of the reasons for this is that the only product of hydrogen oxidation is water. Hydrogen is therefore, in principal CO₂ and emission neutral if produced in a sustainable fashion. Pt is today used as a catalyst for hydrogen evolution and hydrogen oxidation. Since Pt is rare and expensive alternative materials
are desired to catalyze these reactions. Nature is able to produce hydrogen at room temperature and atmospheric pressure using enzyme catalysis. Two enzymes which are able to produce hydrogen are nitrogenase and hydrogenase \cite{217,30}. The enzymes do not contain Pt but less expensive transition metal sulfides. Thus there is hope that hydrogen evolution catalysts based on non-precious metals exists.

The basic reactions, which occur under hydrogen evolution are listed below. The overall hydrogen evolution reaction can be seen in reaction 9.1, Where H$^+$ ions and electrons combine to from H$_2$.

$$2H^+ + 2e^- \rightarrow H_2 \tag{9.1}$$

The H$^+$ ion must be adsorbed to the catalyst which happens as in reaction 9.2

$$H^+ + e^- + * \rightarrow H^* \tag{9.2}$$

The adsorbed H atom must finally be released as hydrogen through one of the two hydrogen evolution reactions seen in reaction 9.3 and reaction 9.4.

$$2H^* \rightarrow H_2 + 2* \tag{9.3}$$
or

$$H^+ + e^- + H^* \rightarrow H_2 + * \tag{9.4}$$

### 9.1.1 The hydrogen evolution activity descriptor: $\Delta G_H \approx 0 eV$

It was suggested by Parsons in 1958 \cite{219} that the Gibbs free energy of hydrogen adsorption $\Delta G_H$ would be a descriptor for the hydrogen evolution activity, and that it should be approximately 0eV for a good catalyst. However, it has turned out to be very difficult to accurately measure $\Delta G_H$, thus DFT is a very useful tool because calculating $\Delta G_H$ is a relatively simple task. In general the change in Gibbs free energy of a reaction is the lower bound on the energy barrier associated with the reaction. A necessary condition for reactions to take place at or close to room temperature is, therefore, that no reaction step can involve large changes in Gibbs free energy. This means that the hydrogen adsorption energy can not be too high, as on Ni and Mo (see figure 9.1), because that will make the hydrogen release reaction (reaction 9.3 or 9.4) slow. A very low hydrogen adsorption energy, as on gold (see figure 9.1), will on the other hand slow down the proton electron transfer step (reaction 9.2) because it will be thermodynamically uphill. Kinetics are, of course, also important since it can not be excluded that some of the involved reactions have additional energy barriers. The thermodynamical criterion that $\Delta G_H \approx 0 eV$ is therefore a necessary, but not a sufficient criteria for a catalyst to be a good catalyst.
Figure 9.1: Calculated free energy diagram for hydrogen evolution at a potential $U=0$ relative to the standard hydrogen electrode. We have used the fact that the free energy of $H^++e^-$ is by definition the same as that of $\frac{1}{2}H_2$ at these standard conditions. The free energy of H atoms bound to different catalysts is then found by calculating the free energy with respect to molecular hydrogen including zero point energies and entropy terms. The comparison of different elemental metals is taken from [218]. The results for hydrogenase are from [217]. The results for nitrogenase are from [30]. The included result for MoS$_2$ is the free energy required to increase the hydrogen coverage from 25% to 50% on the MoS$_2$ (1010) edge. Adapted from [178].
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9.1.2 Validation of the criterion
The validity of the criterion has been tested and documented in article [178]. This criterion has been shown to agree well with the high hydrogen evolution activity of Pt, nitrogenase and hydrogenase, (see figure 9.1). The criterion is thus a good descriptor of the hydrogen evolution activity and thus, it may be used to search for new hydrogen evolution catalyst.

9.2 Possible candidate catalysts for hydrogen evolution

9.2.1 Calculational details
We use the general calculational details described in Sec. 4.2 with the following changes. We use a 4x4 MeS$_2$ unit cell, with Me being either Mo or W. In the case of MoS$_2$ (1010) edge we use a 4x6 unit cell. Furthermore, we use the RPBE exchange correlation functional in order to increase the accuracy of the binding energies of H [19]. $\Delta G_H$ is calculated in the following way.

$$\Delta G_H = \Delta E_{\text{ad}} + \Delta E_{ZPE} - T\Delta S_{\text{vib}}$$ (9.5)

Where $\Delta E_{\text{ad}}$ is the energy of adsorption, $\Delta E_{ZPE}$ is the change in zero point energies, and $\Delta S_{\text{vib}}$ is the change in entropy. We neglect the PV term in the enthalpy which is on the order of 0.025eV for the gas phase and assume that the configurational and the surface vibrational entropy are small. This is reasonable at room temperature, for details see reference [178].

9.2.2 Promoted and non-promoted Mo and W sulfides
We calculate $\Delta G_H$ for Co promoted and non-promoted WS$_2$ and MoS$_2$, which are all known HDS catalyst. The choice of transition metal sulfides has been guided by the following considerations. First, all sulfides look promising since the active centers of nitrogenase and hydrogenase are sulfides. Secondly the stable edges of HDS catalysts have been established in connection with HDS catalysis. Finally synthesis routes for HDS catalysts exist in the HDS literature.

We have calculated the free energy of H adsorption over a wide range of S and H coverages at the S (1010) edge of WS$_2$, Co promoted WS$_2$, MoS$_2$, and CoMoS and on the Mo/W (1010) edge of WS$_2$ and MoS$_2$. The choice of the relevant edge configurations are based on the chemical potential of hydrogen and sulfur at the experimental sulfiding conditions using the thermodynamic model presented in Sec. 2.2. The structure and the corresponding differential free energies of H adsorption can be seen in Fig. 9.2.

The results indicate that non-promoted WS$_2$ and MoS$_2$ nanoparticles should be reasonably good hydrogen evolution catalysts since both systems have
free energies of adsorption close to zero. The active site for hydrogen evolution on MoS$_2$ is expected to be present at the Mo edge ($\Delta G_H = 0.08\text{eV}$) rather than at the S edge ($\Delta G_H = 0.18\text{eV}$). The picture is different for WS$_2$ since both the W and the S edge have similar adsorption energies ($\Delta G_H = 0.22\text{eV}$). Thus there will be no difference in hydrogen evolution activity on the W or the S edge. However, WS$_2$ with $\Delta G_H = 0.22\text{eV}$ is expected to be less active compared to MoS$_2$ with $\Delta G_H = 0.08\text{eV}$.

Co promotion increases the activity of both WS$_2$ and MoS$_2$ because it reduces the free energy of hydrogen adsorption. In the case of MoS$_2$ the promoted S edge adsorbs H with $\Delta G_H = 0.10\text{eV}$ which is very similar to the free energy of hydrogen adsorption at the Mo edge of MoS$_2$ ($\Delta G_H = 0.08\text{eV}$). Therefore, promotion of MoS$_2$ increases the number of sites with the same activity. Promoting WS$_2$ with Co reduces $\Delta G_H$ to $0.07\text{eV}$. Thus, promoting WS$_2$ leads to the creation of new sites with a higher activity than without promotion. Under the assumption that the size and shape of Co promoted MoS$_2$ and Co promoted WS$_2$ are identical Co promoted MoS$_2$ (CoMoS) should be the best catalyst since it would have active sites on both edges and therefore a higher total number of active sites.

### 9.2.3 Experimental testing

The WS$_2$ and MoS$_2$-based catalysts were synthesized directly onto a Toray carbon paper support. The area of the catalyst was measured by electrochemical oxidation and the hydrogen evolution activity was normalized with respect to the area based on charge (See paper IX). Ideally the activity should be normalized with respect to the number and types of active sites.
but such measurements are not easily carried out. The hydrogen evolution activity is in general good for all sulfides as predicted by DFT. MoS$_2$ have previously been reported by Sobczynski to be as good a hydrogen evolution catalysts as Pt [220]. However, this was not based on a per area activity or on measuring the overpotential, but merely on H$_2$ production and the high amount of H$_2$ production could have been due to differences in dispersion. The general trend observed in the present study is that Co promotion increases the activity of the catalyst (Fig. 9.3). According to DFT this is due to a larger number of active sites on MoS$_2$ while for WS$_2$ the increased activity is explained by the appearance of new and more active sites.

9.3 Discussion and conclusion

Efficient search for new catalysts requires that a key descriptor is determined. In the case of hydrogen evolution catalysis, $\Delta G_H \approx 0.0eV$ has been presented by Parsons [219] and we have validated that for a series of well known hydrogen evolution catalysts it is indeed a good descriptor. A recent study has shown that it is possible to find new promising hydrogen evolution catalysts by computational screening of transition metal alloys. In the present chapter we have chosen to investigate sulfides as hydrogen evolution catalyst. Studying sulfides is more complicated than transition metal surface alloys, due to the complex structures of sulfides. We have, therefore, inspired by the nitrogenase FeMo-cofactor and HDS catalysis chosen to look at promoted MoS$_2$ and WS$_2$. These sulfides turn out to have very promising descriptors with regard to hydrogen evolution catalysis. Experimental testing confirms this along with the enhancing effect of promotion. In the present chapter we have only tested a handful of transition metal sulfides for hydrogen evolution activity. It is evident from the present limited screening study that it is possible to identify new hydrogen evolution
catalysts, thus one would expect that an extended study could be worthwhile. To perform DFT based screening on the same scale as for transition metal alloys where over 700 bimetallic alloys were investigated would require considerable amount of computer power. Sulfides are demanding in terms of computer power since the required super cells are usually larger than the ones used for metals. Also one must calculate on the order of 10 different edge configurations for each sulfide to determine which structure is likely to be present. In order to save computer time future screening studies could possibly benefit from scaling relations like the ones presented in Sec. 3.4 which could be used to determine hydrogen adsorption energies directly from S adsorption energies.
Chapter 10

Summary and outlook

In this thesis several topics related to hydrodesulfurization catalysis have been addressed using DFT. The long term goal of designing new HDS catalysts based on first principles is approached from two different angles. The first one investigates correlations in adsorption energies on both transition metal and more complicated structures like oxides, nitrides and sulfides. This approach reveals that linear relations exist which could prove useful in future design studies.

The other approach towards design of new HDS catalysts investigates important aspects of HDS catalysis such as structure, reactivity, and inhibition. Ni and Co promotion of MoS\(_2\) are found to change both the morphology and the electronic structure of the catalytic nanoparticles. HDS of thiophene has been investigated on Co promoted and non-promoted MoS\(_2\) and care is taken to investigate active sites at the stable edge configurations at HDS conditions. On the non-promoted MoS\(_2\) particle two different active sites have been identified. Interplay between the two stable edges on non-promoted MoS\(_2\) is found to be important due to the high hydrogenation activity of the Mo edge and the high SC-scission activity of the S edge vacancy site. Co promotion increases the hydrogenation activity of the S edge. Inhibition by pyridine of the hydrogenation pathway is seen to be due to the formation of strongly bound pyridinium ions and the consumption of hydrogen. In order to improve the accuracy of calculated adsorption energies the vdW-DF functional has been implemented and it is found that vdW forces give an important contribution to the adsorption energy of key molecules on the basal plane of MoS\(_2\). Thus proposing that vdW forces should be included in order to obtain accurate adsorption energies at the active sites on the edges.

Finally a limited screening study for new hydrogen evolution catalyst has been carried out identifying Co promoted WS\(_2\) and MoS\(_2\) as promising hydrogen evolution catalysts. The theoretical predictions have been confirmed by experiments.
Outlook

The present study shows that HDS catalysis is a complicated interplay between edges, pathways, inhibitors and reaction conditions. A micro-kinetic model could be a very useful tool to identify the important parameters determining the overall reactivity. This would require accurate adsorption energies of reactants, intermediates and products at the active sites. Thus, it would be interesting to apply the vdW-DF functional in order to include vdW forces in the adsorption energies. A self-consistent implementation of the vdW-DF functional would simplify such a study since it would allow evaluation of the forces.

Further investigations of correlations in adsorption energies on different transition metal sulfides could prove useful for future investigation of HDS catalysis. The possibility of extending the correlations to activation energies would also be an interesting topic to investigate.

One thing is to find a new and better HDS catalyst using DFT another and not less complicated task is to synthesize it. Rational routes to synthesis could be found using DFT where studies of support interactions could prove fruitful. Such investigation have been undertaken in a few studies [121, 122, 81] however much more is to be learned with regards to the influence of support interactions on morphology and reactivity.

The search for better hydrogen evolution catalyst is not finished with the present work since non of the identified catalysts can match Pt. However, the number of positive candidates among the small test set of sulfides is encouraging and does call for a broader screening study.
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Appendix A

Background on the vdW-DF XC functional

A long line of research has led to the van der Waals XC-functional for general geometries (vdW-DF) [25] and the developments have been publish in a series of articles which reach back to some of the basic developments in the theory of the homogeneous electron gas [221,222,223,224,225,226,227,228]. The present appendix gives an overview of the derivation of the vdW-DF functional which leads to the result in reference [25]. For a more general introduction to van der Waals forces in DFT see reference [229].

A.1 The adiabatic connection formula

The adiabatic connection formula was originally introduced in [225,226,227]. The electron electron interaction is scaled by a factor λ, called the coupling strength, while keeping the density fixed at the ground state density by changing the external potential. λ = 0 corresponds to the non interacting system and λ = 1 corresponds to the fully interacting system. The Hamiltonian is then given by equation A.1.

\[ \hat{H} = \hat{T} + \hat{V}_{ext}(\lambda) + \lambda \hat{V}_{ee} \]  

(A.1)

\[ \hat{V}_{ext}(\lambda) \] is given by Eq. A.2:

\[ \hat{V}_{ext}(\lambda) = \int d^3\hat{n}(r)v_\lambda(r) \]  

(A.2)

From Eq. A.1 it follows that \( \hat{H}_{KS} = \hat{H}(\lambda = 0) \) and \( \hat{H} = \hat{H}(\lambda = 1) \)

The total energy is given by equation A.3

\[ E = V_{ext} + T_{KS} + E_H + E_{XC} \]  

(A.3)
Rewriting the total energy (eq. A.3) yields:

\[ E_{XC} = E - V_{ext} - T_{KS} - E_H \]
\[ = E - V_{ext} - (E_{KS} - V_{KS}) - E_H \]
\[ = \int d\lambda \frac{d}{d\lambda} [E(\lambda) - V_{ext}(\lambda)] - E_H \]

(A.4)

We introduce the ground state wave function using that the derivative of the energy can be written as:

\[ \frac{dE(\lambda)}{d\lambda} = \frac{d}{d\lambda} \langle \Psi | \hat{H}(\lambda) | \Psi \rangle = \langle \Psi | \hat{H}(\lambda) | \Psi \rangle \]

(A.5)

Where \( |\Psi >_\lambda \) is the ground state wavefunction at a given \( \lambda \). The derivative of the external potential is given as

\[ \frac{dV_{ext}(\lambda)}{d\lambda} = \int d^3r n(r) \frac{dV_{\lambda}(r)}{d\lambda} = \langle \Psi | \frac{d}{d\lambda} V_{ext}(\lambda) | \Psi >_\lambda \]

(A.6)

The derivative of the Hamiltonian in eq. A.5 is given by eq. A.7

\[ \frac{d\hat{H}(\lambda)}{d\lambda} = \frac{d\hat{V}_{ext}(\lambda)}{d\lambda} + \hat{V}_{ee} \]

(A.7)

inserting eq. A.7 into eq. A.5 gives

\[ \frac{dE(\lambda)}{d\lambda} = \langle \Psi | \frac{d\hat{V}_{ext}(\lambda)}{d\lambda} + \hat{V}_{ee} | \Psi >_\lambda \]

(A.8)

Then finally inserting equation A.8 and eq. A.6 into eq. A.4 leads to equation A.9 which is the adiabatic connection formula.

\[ E_{XC} = \int_0^1 d\lambda \langle \Psi | \frac{d\hat{V}_{ext}(\lambda)}{d\lambda} + \hat{V}_{ee} | \Psi >_\lambda - \langle \Psi | \frac{d\hat{V}_{ext}(\lambda)}{d\lambda} | \Psi >_\lambda - E_H \]
\[ = \int_0^1 d\lambda \langle \Psi | \hat{V}_{ee} | \Psi >_\lambda - E_H \]

(A.9)

A.2 The response function and the adiabatic connection formula

A few steps are necessary in order to introduce the density density response function. First of all the density operator must be introduced which is done be rewriting the electron electron interaction. The electron electron interaction is in second quantization given by equation A.10:
The fluctuation dissipation theorem at 0 Kelvin

\[ \hat{V}_{ee} = \frac{1}{2} \int d^3r \int d^3r' \frac{1}{|r' - r|} \hat{\Psi}^+(r) \hat{\Psi}^+(r') \hat{\Psi}(r') \hat{\Psi}(r) \]  
(A.10)

The expectation value of the electron electron interaction for a given \( \lambda \) is the following

\[ \langle \Psi | \hat{V}_{ee} | \Psi \rangle = \frac{1}{2} \int d^3r \int d^3r' \frac{1}{|r' - r|} \langle \hat{\Psi}^+(r) \hat{\Psi}^+(r') \hat{\Psi}(r') \hat{\Psi}(r) \rangle > \lambda \]

\[ = \frac{1}{2} \int d^3r \int d^3r' \frac{1}{|r' - r|} - \langle \hat{\Psi}^+(r) \delta(r - r') \hat{\Psi}(r') \hat{\Psi}(r) \rangle > \lambda \]

using the commutator relationship \( \{ \hat{\Psi}(r), \hat{\Psi}^+(r') \} = \delta(r - r') \)

\[ = \frac{1}{2} \int d^3r \int d^3r' \frac{1}{|r' - r|} \left( -\langle \hat{\Psi}^+(r) \delta(r - r') \hat{\Psi}(r') \rangle > \lambda + \langle \hat{\Psi}^+(r) \hat{\Psi}(r) \hat{\Psi}^+(r') \hat{\Psi}(r') \rangle > \lambda \right) \]

\[ = \frac{1}{2} \int d^3r \int d^3r' \frac{1}{|r' - r|} \left( -\delta(r - r') n(r) + \langle \hat{n}(r) \hat{n}(r') \rangle > \lambda \right) \]  
(A.11)

where in the last line is has been used that for a given \( \lambda \), the external potential is set (by definition) so that the ground state density is reproduced. The key to introduce the response function is \( \langle \hat{n}(r) \hat{n}(r') \rangle > \lambda \). We introduce the time dependence via the density deviation operator \( \hat{n}(r, t) = \hat{n}(r, t) - n(r) \).

\[ \langle \hat{n}(r) \hat{n}(r') \rangle > \lambda = \langle \left( \hat{n}(r, t) + n(r) \right) \left( \hat{n}(r', t') + n(r') \right) \rangle > \lambda |_{t=t'} \]

\[ = \langle \hat{n}(r, t) \hat{n}(r', t') \rangle > \lambda \]

\[ + \langle \hat{n}(r, t) \rangle > \lambda n(r') + n(r) \langle \hat{n}(r', t') \rangle > \lambda \]

\[ = \langle \hat{n}(r, t) \hat{n}(r', t') \rangle > \lambda + n(r) n(r') \]

(A.12)

The next step is to introduce the fluctuation-dissipation theorem.

A.2.1 The fluctuation dissipation theorem at 0 Kelvin

\[ \langle \hat{A}(r) \hat{B}(r') \rangle > \lambda = \langle e^{iHt} \hat{A} e^{-iHt} \hat{B}(r') \rangle > \lambda \]  
(A.13)
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using that for a complete set of states \( \sum_m |m><m| = 1 \)

\[
< \hat{A}(tr)\hat{B}(r') >_\lambda = \sum_m < e^{i\hat{H}t} \hat{A}(r)e^{-i\hat{H}t}|m><m|\hat{B}(r') >_\lambda \\
= \sum_m < e^{iE_0 t} \hat{A}(r)e^{-iE_n t}|m><m|\hat{B}(r') >_\lambda \\
= \sum_m < \hat{A}(r)|m><m|\hat{B}(r') >_\lambda e^{i(E_0-E_n)t} \tag{A.14}
\]

Fourier transforming \( < \hat{A}(tr)\hat{B}(r') >_\lambda \) leads to

\[
J_1(\omega) = \int_{-\infty}^{\infty} dt < \hat{A}(tr)\hat{B}(r') >_\lambda e^{i\omega t} \\
= \int_{-\infty}^{\infty} dt \sum_m < \hat{A}(r)|m><m|\hat{B}(r') >_\lambda e^{i(E_0-E_m)t} e^{i\omega t} \\
= 2\pi \sum_m < \hat{A}(r)|m><m|\hat{B}(r') >_\lambda \delta(E_0-E_m+\omega) \tag{A.15}
\]

Due to the variational principle \( E_0-E_m < 0 \) and therefore \( J_1 = 0 \) for \( \omega < 0 \).

\[
J_2(\omega) = \int_{-\infty}^{\infty} dt < \hat{B}(r')\hat{A}(rt) >_\lambda e^{i\omega t} \\
= 2\pi \sum_m < \hat{B}(r')|m><m|\hat{A}(r) >_\lambda \delta(E_m-E_0+\omega) \tag{A.16}
\]

Due to the variational principle \( E_m-E_0 < 0 \) and therefore \( J_2 = 0 \) for \( \omega > 0 \).

Rewriting the correlation function in terms of \( J_1 \) and \( J_2 \). The correlation function becomes:

\[
C^R(r',rt) = -i\theta(t) < [\hat{A}(tr)\hat{B}(r')] >_\lambda \\
= -i\theta(t) < \hat{A}(tr)\hat{B}(r') - \hat{B}(r')\hat{A}(tr) >_\lambda \\
= -i\theta(t) \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left[ J_1(\omega',r,r') - J_2(\omega',r,r') \right] e^{-i\omega't} \tag{A.17}
\]

Fourier transforming \( C^R(r',rt) \) leads to

\[
C^R(r',r,\omega) = -i \int_0^{\infty} dt \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \left[ J_1(\omega',r,r') - J_2(\omega',r,r') \right] e^{i(\omega'-\omega'+i\eta)t} \\
= \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \left[ J_1(\omega',r,r') - J_2(\omega',r,r') \right] \frac{1}{\omega - \omega' + i\eta} \tag{A.18}
\]
Taking the imaginary part of the correlation function and using that $\Im \frac{1}{\omega + i \eta} = -\pi \delta(\omega)$ for $\eta \to 0$

$$\Im C^R(r', r, \omega) = -\pi \int_{-\infty}^{\infty} d\omega' \frac{2\pi J_1(\omega', r, r') - J_2(\omega', r, r')}{\omega' - \omega'} \delta(\omega - \omega') \tag{A.19}$$

This leads to the fluctuation-dissipation theorem

$$\Im C^R(r', r, \omega) = -\frac{1}{2} \left[ J_1(\omega, r, r') - J_2(\omega, r, r') \right] \tag{A.20}$$

Which due to the symmetry of $J_1$ and $J_2$ for $\omega > 0$ becomes:

$$-2\Im C^R(r', r, \omega) = J_1(r, r', \omega) \tag{A.21}$$

### A.2.2 The density density response function

We will use the fluctuation-dissipation theorem to introduce the response function into the adiabatic-connection formula. The relevant response is the response of the density due to a change in external potential. The Kubo formulæ gives the linear response in an observable due to a perturbation of the hamiltonian [230].

$$\delta < A(t) > \equiv < A(t) > - < A > = \int_{t_0}^{\infty} dt' - i \theta(t - t') < [\hat{A}(t), \hat{H}'(t')] > \chi^R(t, t') \tag{A.22}$$

the linear responds due to an external potential,

$$\hat{H}' = \int dr \hat{n}(r) \phi_{ext}(r, t) \tag{A.23}$$

The induced density $n_{\text{induced}}$ is then given by insertion of the Hamiltonian in Eq. A.23 into the Kubo formula (Eq. A.22):

$$n_{\text{induced}} = \int_{t_0}^{\infty} dt' - i \theta(t - t') < [\hat{n}(t), \hat{H}'(r', r')] > \chi^R(r, t, r') \tag{A.24}$$

Where we have changed to the notation used by Langreth et al and Lundqvist et al who use $\chi^R(\omega, r, r')$ as the density density response function. Now returning to the adiabatic-connection formula. By inserting into the first term on the right side of Eq. A.12:

$$< \hat{n}(r), \hat{n}(r') > \chi^R(\omega, r, r') = \int_{t_0}^{\infty} dt' - i \theta(t - t') < [\hat{n}(r), \hat{n}(r', t')] > \chi^R(t, t') e^{-i\omega(t-t')} \tag{A.25}$$
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The integral lower bound is 0 because $J_1(r, r', \omega) = 0$ for $\omega < 0$ Using the fluctuation dissipation theorem (see Sec. A.21):

$$-2\Im \{\chi_\lambda^R\} = J_1(r, r', \omega), \omega > 0 \quad (A.26)$$

Inserting Eq. A.25 and Eq. A.26 into Eq. A.12 we obtain Eq. A.27:

$$\langle \hat{n}(r)\hat{n}(r') \rangle_\lambda = n(r)n(r') - \frac{1}{\pi} \int_0^{\infty} d\omega \Im \chi_\lambda^R(r, r', \omega) \quad (A.27)$$

changing to imaginary frequency $u = -i\omega$

$$\langle \hat{n}(r)\hat{n}(r') \rangle_\lambda = n(r)n(r') - \frac{1}{\pi} \int_{-\infty}^{0} idu \Im \chi_\lambda^R(r, r', iu) \quad (A.28)$$

Insertion into the adiabatic-connection formula and using that $\Im \chi_\lambda^R(r, r', iu)$ is real valued [229].

$$E_{XC} = -\frac{1}{2} \int_0^{1} d\lambda \int d^3 r \int d^3 r' \frac{1}{|r - r'|} \left( n(r)\delta(r - r') + \frac{1}{\pi} \int_{-\infty}^{0} du \chi_\lambda^R(r, r', iu) \right) \quad (A.29)$$

Eq. A.29 is now the adiabatic connection formula in terms of the response function. Eq. A.29 is a good starting point for introduction vdW forces, because even though the exact form of $\chi_\lambda^R(r, r', iu)$ is not know, some important limiting cases are known [229]. Eq A.29 may be written in short hand notation as seen in eq. A.30:

$$E_{XC} = -\int_0^{1} d\lambda \int_0^{\infty} \frac{du}{2\pi} Tr[\chi_\lambda V_\lambda] - E_{self} \quad (A.30)$$

where

$$Tr[\chi_\lambda V_\lambda] = \int d^3 r \int d^3 r' \frac{1}{|r - r'|} \chi_\lambda^R(r, r', iu)$$

and

$$E_{self} = \int d^3 r \int d^3 r' \frac{1}{|r - r'|} n(r)\delta(r - r')$$

A.3 The Full Potential approximation

Eq. A.29 is in itself not viable for any practical applications in heterogeneous catalysis, and in order for it to become tractable Lundqvist et al and Langreth et al make a series of approximation. In order to simplify the
response function, a Dyson like equation linking the response of the homogeneous electron gas with the real interacting response function, is introduced \[231\]:

\[
\chi = \chi_{KS} + \chi_{KS}(V_{\lambda} + f_{XC,\lambda})\chi
\]  
(A.31)

Where \(\chi_{KS}\) is the response function of the homogeneous electron gas and \(f_{XC,\lambda}\) is the exchange correlation kernel. Then the following trick is introduced in reference \[232\]:

\[
\chi_{\lambda} = \tilde{\chi}_{\lambda} + \tilde{\chi}_{\lambda}V_{\lambda}\chi
\]  
(A.32)

\[
\tilde{\chi}_{\lambda} = \chi_0 + \chi_0 f_{XC,\lambda} \tilde{\chi}_{\lambda}
\]  
(A.33)

Where \(\tilde{\chi}_{\lambda}\) is the response to the screened potential. The usual approximation in eq. A.33 is to set \(f_{XC} = 0\) or equivalent \(\tilde{\chi}_{\lambda} = \chi_0\) which is called the random phase approximation. However, it has turned out to be more fruitful to do a different type of approximation called the full potential approximation (FPA) where \(\tilde{\chi}_{\lambda} = \chi_{\lambda=1}\). Inserting eq. A.32 into eq. A.30 and using the FPA approximation lead to:

\[
E_{FPA}^{XC} = \int_0^\infty \frac{du}{2\pi} \text{Tr}[\ln(1 - \tilde{\chi}_{\lambda=1}V)] - E_{self}
\]  
(A.34)

The last step is to subtract the local exchange-correlation term this is done by introduction the dielectric function \(\epsilon\) \[232\]:

\[
\tilde{\chi} = \nabla \cdot \frac{\epsilon - 1}{4\pi} \nabla
\]  
(A.35)

For the homogeneous electron gas the exchange correlation energy is \[232\]:

\[
E_{FPA}^{XC}(H.E.G) = \int_0^\infty \frac{du}{2\pi} \text{Tr}[\ln(\epsilon)] - E_{self}
\]  
(A.36)

Subtracting eq. A.36 from eq. A.34:

\[
E_{nl} = \int_0^\infty \frac{du}{2\pi} \text{Tr}[\ln(1 - V\tilde{\chi})] - ln\epsilon]
\]  
(A.37)

expanding this equation to second order in \(S \equiv 1 - \epsilon^{-1}\) leads to \[25\]:

\[
E_{nl} \approx \int_0^\infty \frac{du}{4\pi} \text{Tr}[S^2 - \left(\nabla S \cdot \nabla V\right)^2]
\]  
(A.38)

\(S\) is then approximated by a plasmon pole approximation and this leads to the vDW-DF functional for the non-local part \[25\].

\[
E_{nl} = \int dr dr' n(r)\phi(r,r')n(r')
\]  
(A.39)

Where \(\phi(r,r')\) can be calculated in advance and tabulated, see reference \[25\].
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Appendix B

vdW-DF implementation issues

B.1 Overview

We have implemented the recently developed XC-functional vdW-DF [25] in the grid based projected augmented wave density functional theory code GPAW [26]. The required input is the density and the super cell. The input density may be taken from any DFT program with the one restriction implied by GPAW that the super cell must have orthogonal unit cell vectors. Periodic boundary conditions are included using the minimum image convention. A density cutoff (not to be confused with the density cutoff used in the double grid technique in plane wave DFT codes) is introduced which leaves densities below a certain threshold out of the 6d-realspace integral (Eq. A.39) in order to speed up the calculations.

B.1.1 Convergence tests

To insure convergence of $E_{nl}^{c}$ one should test the following parameters for convergence

1. The grid spacing
2. The density cutoff

B.2 Tests of the current implementation

We have performed a series of test of our implementation of vdW-DF.

- Visual inspection of the interaction kernel $\phi$

- Convergence of the interaction kernel with the asymptotic limit at large separations
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Figure B.1: Left: The interaction kernel $\phi$. Right: The interaction kernel $\phi$ from reference [25].

- C6 coefficients
- Rare gas dimer binding curve
- Benzene dimer binding curve

When possible we compare our results with the results of reference [25].

B.2.1 The interaction kernel $\phi$

The interaction kernel has been calculated as describe in reference [25]. We have tabulated it on a uniform grid with a grid spacing of 0.05 in both $\delta$ and $D$. The upper limit of $D$ is set to 60 which is well beyond the asymptotic limit. $D$ and $\delta$ depend on $q_0$ which is a function of the density and the gradient of the density [25].

B.2.2 C6 coefficients

Reference [25] calculates the C6 coefficients based on Hartree-Fock densities. No information is given as to the size of the basis used in the IIF calculations and we have therefore chosen to calculate the C6 coefficients using GGA DFT with either a plane wave basis or a grid basis. The C6 coefficients are calculated using the asymptotic limit of the interaction kernel. Therefore, they only depend on $q_0$ [25].

Plane wave basis

We have found it very difficult to calculate C6 coefficients using plane wave DFT. The oscillations at low densities due to the planewave basis introduce large unphysical oscillations in $q_0$. A very high planewave cutoff and a dense density grid are required in order to minimize these effects. The calculated
C6 coefficients are very dependent on the vdw density cutoff and we have therefore chosen only to test C6 coefficients using a grid based code which does not have the inherent problems of plane waves.

**Grid basis**

The smooth density and reduced gradient of the grid based code remove the large unphysical oscillations of \( q_0 \) at low densities. The projected augmented wave representation of the core electrons does allow us to introduce the real valence density. We have calculated C6 coefficients for He, Ne, Ar, and Mg in non periodic cubic unit cell with edge lengths of 12Å and a grid spacing of 0.15Å. The obtained results can be seen in Fig. B.2. Comparing the converged C6 coefficients with the results from [25] we find a generally good agreement even though one should be careful with direct comparison since the exact convergence criteria of the results in [25] are not reported.

**B.2.3  Kr dimer**

We have calculated the interaction energy of a Kr dimer. The density is calculated using Dacapo, with an energy cutoff of 30Rydberg and a density cutoff of 45Rydberg. The vdw energy is calculated using the Dacapo density with a density grid distance of 0.12Å and including densities above 0.0005\( a_0^{-3} \) in the 6d integral. We get the same binding curve as in reference [25] with one exception which is a small offset of the energy which could be an effect of the unit cell size.
vdW-DF implementation issues

Figure B.2: C6 coefficients as a function of density cutoff and real or pseudo density from GPAW for a) He, b) Ne, c) Ar, and d) Mg. \(a_0\) is the bohr radii. Numbers in parenthesis are the C6 values from reference [25].
Figure B.3: Left: Kr dimer. Right: Kr and Ar dimer from reference [25].
B.2.4 Benzene dimer

We have calculated the interaction energy of parallel benzene dimers (Fig. B.4). The density is calculated using Dacapo, with an energy cutoff of 30Rydberg and a density cutoff of 60Rydberg. The vdW energy is calculated using the Dacapo density with a density grid distance of 0.11Å and including densities above 0.0005a\(^{-3}\) in the 6d integral. We get a similar binding curve to reference [25]. We have small oscillations in the revPBE energy, which have also been observed in other vdW studies [233]. This effect does not disappear with a larger density grid and we refer to [233] for a more thorough discussion of this very small anomaly, which for most practical problems will be insignificant.

B.2.5 Choice of density cutoff and grid spacing in 6d integral

We will use thiophene adsorption on the MoS\(_2\) basal plane as an example of the importance of the density cutoff (ncut) in the 6d real space integration. Fig. B.5 shows the binding curve of thiophene as it is moved towards the surface of MoS\(_2\). ncut is varied from 0.0005 to 0.000001a\(^{-3}\) and the grid spacing of the 6d integral is varied between from 0.106Å and 0.212Å. The influence of the density cutoff (ncut) is small relative to the total binding energy. A closer look at a distance of 3.5Å reveals that lowering ncut from 0.0005a\(^{-3}\) to 0.000001a\(^{-3}\) while keeping the grid spacing fixed at 0.212Å changes the binding energy with less than 10meV. Changing the grid spacing from 0.212Å to 0.106Å changes the binding energy with 30meV. Thus, for this particular system it is reasonable to use a grid spacing of 0.106Å and a density cutoff of 0.0001a\(^{-3}\).
B.3 Summary and future improvements

The minimum image convention should be extended so that points further away can be included. The current implementation is performed as a perturbation to the GGA density. Implementation of a self consistent scheme [228] will provide the real forces and allows the user to directly minimize the atomic positions of a given problem, which will be of importance for problems with several degrees of freedom.
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Appendix C

Adsorption energies on MoS$_2$

The adsorption energies $E_{ad}$ have been calculated as

$$E_{ad} = E_{\text{molecule} + \text{MoS}_2} - E_{\text{MoS}_2} - E_{\text{molecule}(g)}$$

except for thiolates where the adsorption energy is calculated as

$$E_{ad} = E_{\text{Thiolate} + \text{MoS}_2} + E_{1/2\text{H}_2(g)} - E_{\text{MoS}_2} - E_{\text{Thiol}(g)}$$
Table 1 Mo edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>Thiophene</th>
<th>Thiophene (90deg)</th>
<th>Thiophene</th>
<th>Thiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H [%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>-0.02</td>
<td>-0.07</td>
<td>-0.05</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

Front View

Top view

<table>
<thead>
<tr>
<th></th>
<th>Thiophene</th>
<th>2-Hydrothiophene</th>
<th>2-Hydrothiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H [%]</td>
<td>50</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>-0.08</td>
<td>-0.74</td>
<td>-0.42</td>
</tr>
</tbody>
</table>

Front View

Top view

* The adsorption energy is calculated according to the reaction: \( \text{C}_4\text{H}_x\text{SH}(g) + * \rightarrow 1/2 \text{H}_2(g) + \text{C}_4\text{H}_x\text{S} -*
Table 2  Mo edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>2,5-Dihydrothiophene</th>
<th>2,5-Dihydrothiophene</th>
<th>2,5-Dihydrothiophene(90)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>25</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>-0.09</td>
<td>-0.12</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Front View

Top view

The adsorption energy is calculated according to the reaction: \( \text{C}_4\text{H}_x\text{SH}(g) + * \rightarrow \frac{1}{2} \text{H}_2(g) + \text{C}_4\text{H}_x\text{S}^- * \)

\( ^a \) The adsorption energy is calculated according to the reaction: \( \text{C}_4\text{H}_x\text{SH}(g) + * \rightarrow \frac{1}{2} \text{H}_2(g) + \text{C}_4\text{H}_x\text{S}^- * \)
Table 3 Mo edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>Cis-butadien-thiolate</th>
<th>Cis-2-butene-thiolate</th>
<th>Cis-2-butene-thiolate</th>
<th>Cis-2-butene-thiolate</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>1.11&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.92&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.74&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.12&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Front View

Top view

<sup>a</sup> The adsorption energy is calculated according to the reaction: \( \text{C}_4\text{H}_x\text{SH}(g) + * \rightarrow \frac{1}{2} \text{H}_2(g) + \text{C}_4\text{H}_x\text{S}^- * \)
Table 4 Mo edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>Cis-2-butene</th>
<th>H₂S</th>
<th>H₂S</th>
<th>H₂S</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>0.28</td>
<td>-0.16</td>
<td>-0.19</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

Front View

Top view
Table 1  S edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>Thiophene</th>
<th>Thiophene</th>
<th>Thiophene</th>
<th>Thiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S [%]</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>H [%]</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>0.02</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Front View

Top view

<table>
<thead>
<tr>
<th></th>
<th>Thiophene</th>
<th>Thiophene</th>
<th>2,Hydrothiophene</th>
<th>2,Hydrothiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S [%]</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
</tr>
<tr>
<td>H [%]</td>
<td>50</td>
<td>75</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>0.04</td>
<td>0.21</td>
<td>-0.82</td>
<td>-0.67</td>
</tr>
</tbody>
</table>

Front View

Top view

$^a$ The adsorption energy is calculated according to the reaction: $C_4H_xSH(g) + * \rightarrow 1/2 H_2(g) + C_4H_xS*$
Table 2  S edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>2,5-Dihydrothiophene</th>
<th>2,5-Dihydrothiophene</th>
<th>Cis-butadienethiolate</th>
<th>Cis-2-butene-thiolate</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
</tr>
<tr>
<td>H[%]</td>
<td>50</td>
<td>75</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>-0.85</td>
<td>-0.59</td>
<td>-0.95\textsuperscript{a}</td>
<td>-1.23\textsuperscript{a}</td>
</tr>
<tr>
<td>Front View</td>
<td><img src="image1" alt="Front View" /></td>
<td><img src="image2" alt="Front View" /></td>
<td><img src="image3" alt="Front View" /></td>
<td><img src="image4" alt="Front View" /></td>
</tr>
<tr>
<td>Top view</td>
<td><img src="image5" alt="Top View" /></td>
<td><img src="image6" alt="Top View" /></td>
<td><img src="image7" alt="Top View" /></td>
<td><img src="image8" alt="Top View" /></td>
</tr>
</tbody>
</table>

\textsuperscript{a} The adsorption energy is calculated according to the reaction: \( \text{C}_4\text{H}_x\text{SH}(g) + \bullet \rightarrow \frac{1}{2} \text{H}_2(g) + \text{C}_4\text{H}_x\text{S}^\bullet \)
Table 3  S edge intermediates. Color scheme for online version: Sulfur is yellow, Molybdenum is blue, Carbon is cyan, and Hydrogen is black.

<table>
<thead>
<tr>
<th></th>
<th>H₂S</th>
<th>H₂S</th>
<th>H₂S</th>
<th>H₂S</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
<td>87.5</td>
</tr>
<tr>
<td>H[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Adsorption energy [eV]</td>
<td>-0.12</td>
<td>-0.2</td>
<td>0.1</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Front View

Top view
Appendix D

Adsorption energies on CoMoS

The adsorption energies $E_{ad}$ have been calculated as

$$E_{ad} = E_{molecule+MoS_2} - E_{MoS_2} - E_{molecule(g)}$$

except for thiolates where the adsorption energy is calculated as

$$E_{ad} = E_{Thiolate+MoS_2} + E_{1/2H_2(g)} - E_{MoS_2} - E_{Thiol(g)}$$
**Table 1** Adsorption on CoMoS S edge

<table>
<thead>
<tr>
<th></th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[?]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[?]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.57</td>
<td>-0.06</td>
<td>-0.53</td>
<td>-0.54</td>
</tr>
<tr>
<td>Mag mom $[\mu_B]$</td>
<td>0.0</td>
<td>NA</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**

<table>
<thead>
<tr>
<th></th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
<th>25DHThiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[?]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[?]</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.33</td>
<td>-0.35</td>
<td>-0.40</td>
<td>-0.4</td>
</tr>
<tr>
<td>Mag mom $[\mu_B]$</td>
<td>0.0</td>
<td>NA</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**
<table>
<thead>
<tr>
<th></th>
<th>Hthiophene</th>
<th>Hthiophene</th>
<th>Hthiophene</th>
<th>Hthiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.78</td>
<td>-0.78</td>
<td>-0.81</td>
<td>-0.60</td>
</tr>
<tr>
<td>Mag mom [\mu_B]</td>
<td>0.46</td>
<td>0.48</td>
<td>0.48</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**

<table>
<thead>
<tr>
<th></th>
<th>Cis-2-butenethiolate</th>
<th>Cis-2-butenethiolate</th>
<th>Cis-butadien-thiolate</th>
<th>Cis-butadien-thiolate</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.2</td>
<td>-0.15</td>
<td>0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>Mag mom [\mu_B]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**
### Table 3 Adsorption on CoMoS S edge

<table>
<thead>
<tr>
<th></th>
<th>Cis-butadien-thiolate</th>
<th>Cis-2-butenethiol</th>
<th>Cis-2-butenethiol</th>
<th>H₂S</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>1.17</td>
<td>-0.23</td>
<td>-0.34</td>
<td>-0.02</td>
</tr>
<tr>
<td>Mag mom [µB]</td>
<td>NA</td>
<td>NA</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**

<table>
<thead>
<tr>
<th></th>
<th>H₂S</th>
<th>Thiophene</th>
<th>Thiophene</th>
<th>Thiophene</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.02</td>
<td>0.0</td>
<td>-0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Mag mom [µB]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Top View**

**Front View**
Table 4  Adsorption on CoMoS S edge

<table>
<thead>
<tr>
<th></th>
<th>Thiophene</th>
<th>Cis-2-butene-thiolate</th>
<th>Cis-2-butene-thiolate</th>
<th>Cis-2-butene-thiolate</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>H[%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.07</td>
<td>-0.32</td>
<td>-0.28</td>
<td>-0.02</td>
</tr>
<tr>
<td>Mag mom [µB]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>NA</td>
</tr>
</tbody>
</table>

Front View

<table>
<thead>
<tr>
<th></th>
<th>Cis-2-butene-thiol</th>
<th>Cis-2-butene-thiol</th>
<th>Cis-2-butadien</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[%]</td>
<td>50</td>
<td>50</td>
<td>62.5</td>
</tr>
<tr>
<td>H[%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Adsorption Energy [eV]</td>
<td>-0.55</td>
<td>-0.46</td>
<td>-0.04</td>
</tr>
<tr>
<td>Mag mom [µB]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Adsorption energies on CoMoS
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Biomimetic Hydrogen Evolution: MoS$_2$ Nanoparticles as Catalyst for Hydrogen Evolution
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The electrochemical hydrogen evolution process whereby protons and electrons are combined into molecular hydrogen is catalyzed most effectively by the Pt group metals.$^1$ The interest in hydrogen evolution catalysts is currently increasing, as molecular hydrogen, H$_2$, is being considered as an energy carrier.$^2$ Unlike the hydrocarbon fuels used today, hydrogen produces only water during oxidation, for instance in a fuel cell. For hydrogen to be a real alternative to hydrocarbons, it must be produced in a sustainable fashion. One possibility is to use sunlight directly or indirectly (through wind power, for instance) to split water.$^2$ This requires an efficient catalyst for hydrogen evolution, preferably based on materials that are cheap and abundant. It is therefore important to find alternatives to the Pt group metals.

Hydrogenases and nitrogenases are also effective catalysts for the hydrogen evolution process$^3$ even though the catalytically active site of these enzymes contains the much less noble metals Fe, Ni, and Mo. Recently it has become possible to anchor hydrogenase to an electrode surface,$^5$ and considerable progress has been made in the synthesis of compounds in solution resembling the hydrogenase active site and showing activity for hydrogen evolution.$^6$

In the present communication, we use density functional calculations to guide us to a new inorganic analogue of the other hydrogen-producing enzyme, nitrogenase. We analyze the difference between the metallic and the biological catalysts and show that in terms of being able to stabilize intermediates involving atomic hydrogen they have very similar properties. This allows us to identify a parameter that of the reactant or product (i.e., $\Delta G^\circ = 0$). This principle can explain available experimental observations regarding metals as catalysts and electrode materials for hydrogen evolution.$^7$ It is interesting to apply the same analysis to the active sites in nitrogenases and hydrogenases. For nitrogenase we have considered the model of the active site, the FeMo cofactor (FeMoco) shown in Figure 2.$^8$ We find that hydrogen atoms can only bind exothermically to the three equatorial sulfur ligands ($\mu_3$S ligands) on the FeMoco. When the free energy of hydrogen atoms bound to the equatorial sulfur of the FeMoco is included in Figure 1, it and therefore slow. There could be extra energy barriers associated with the proton-transfer steps or H$_2$ recombination, but independent of this it is a necessary, but not sufficient, criterion for a material to be a good catalyst that the free energy of adsorbed H is close to that of the reactant or product (i.e., $\Delta G^\circ = 0$). This principle can explain available experimental observations regarding metals as catalysts and electrode materials for hydrogen evolution.$^7$

Figure 1. Calculated free energy diagram for hydrogen evolution at a potential $U = 0$ relative to the standard electrode at pH = 0. The free energy of H$^+$ + e$^-$ is by definition the same as that of $\frac{1}{2}$H$_2$ at standard conditions. The free energy of H atoms bound to different catalysts is then found by calculating the free energy with respect to molecular hydrogen including zero-point energies and entropy terms. The comparison of different elemental metals is taken from ref 7. The results for hydrogenase are from ref 11. The included result for MoS$_2$ is the free energy required to increase the hydrogen coverage from 25 to 50%; see Figure 2.

Figure 2. (Left) Nitrogenase FeMo cofactor (FeMoco) with three hydrogen atoms bound at the equatorial $\mu_3$S sulfur atoms. (Middle) Hydrogenase active site with one hydrogen atom bound. The structure is taken from ref 11. (Right) MoS$_2$ slab with sulfur monomers present at the Mo edge. The coverage is 50%, i.e., hydrogen is bound at every second sulfur atom. The lines mark the dimension of the unit cell in the $x$-direction.

The electrochemical hydrogen evolution process whereby protons and electrons are combined into molecular hydrogen is catalyzed most effectively by the Pt group metals.$^1$ The interest in hydrogen evolution catalysts is currently increasing, as molecular hydrogen, H$_2$, is being considered as an energy carrier.$^2$ Unlike the hydrocarbon fuels used today, hydrogen produces only water during oxidation, for instance in a fuel cell. For hydrogen to be a real alternative to hydrocarbons, it must be produced in a sustainable fashion. One possibility is to use sunlight directly or indirectly (through wind power, for instance) to split water.$^2$ This requires an efficient catalyst for hydrogen evolution, preferably based on materials that are cheap and abundant. It is therefore important to find alternatives to the Pt group metals.

Hydrogenases and nitrogenases are also effective catalysts for the hydrogen evolution process$^3$ even though the catalytically active site of these enzymes contains the much less noble metals Fe, Ni, and Mo. Recently it has become possible to anchor hydrogenase to an electrode surface,$^5$ and considerable progress has been made in the synthesis of compounds in solution resembling the hydrogenase active site and showing activity for hydrogen evolution.$^6$

In the present communication, we use density functional calculations to guide us to a new inorganic analogue of the other hydrogen-producing enzyme, nitrogenase. We analyze the difference between the metallic and the biological catalysts and show that in terms of being able to stabilize intermediates involving atomic hydrogen they have very similar properties. This allows us to identify a parameter that determines whether a certain compound will be suitable as a catalyst in electrochemical hydrogen evolution, and it provides an efficient catalyst for hydrogen evolution, preferably based on materials that are cheap and abundant. It is therefore important to find alternatives to the Pt group metals.

Hydrogenases and nitrogenases are also effective catalysts for the hydrogen evolution process$^3$ even though the catalytically active site of these enzymes contains the much less noble metals Fe, Ni, and Mo. Recently it has become possible to anchor hydrogenase to an electrode surface,$^5$ and considerable progress has been made in the synthesis of compounds in solution resembling the hydrogenase active site and showing activity for hydrogen evolution.$^6$

In the present communication, we use density functional calculations to guide us to a new inorganic analogue of the other hydrogen-producing enzyme, nitrogenase. We analyze the difference between the metallic and the biological catalysts and show that in terms of being able to stabilize intermediates involving atomic hydrogen they have very similar properties. This allows us to identify a parameter that determines whether a certain compound will be suitable as a catalyst in electrochemical hydrogen evolution, and it provides an efficient way to search for new systems.

Most water-splitting processes rely on electrochemical hydrogen evolution 2H$^+$ + 2e$^- \rightarrow H_2$ in the final step. The hydrogen evolution reaction must in the first step involve bonding of hydrogen to the catalyst H$^+$ + e$^- \rightarrow H^*$, where * denotes a site on the surface able to bind to hydrogen. The second step is the release of molecular hydrogen through one of the two processes:$^1$ 2H$^*$ $\rightarrow$ H$_2$ + 2* or H$^+$ + e$^- +$ H$^*$ $\rightarrow$ H$_2$ + *.

Using density functional theory (DFT) calculations, we can elucidate the thermochemistry (which is independent on the precise mechanism of the second step) of the reaction; see Figure 1.$^7$ By calculating the free energy of atomic hydrogen bonding to the catalyst, one can compare different metal surfaces as catalysts. For a chemical process to proceed at or around room temperature, no reaction step can be associated with large changes in the free energy. This immediately excludes the metals that form strong bonds to atomic hydrogen (Ni and Mo in Figure 1) as good catalysts because the hydrogen release step will be slow. Metals that do not bind to atomic hydrogen (Au in Figure 1) are also excluded because here the proton/electron-transfer step will be thermodynamically uphill.
results in a binding energy close to that of Pt. The FeMoco thus complies with the $\Delta G^\circ_H = 0$ requirement. A number of researchers have performed computational studies of hydrogenase, and the results obtained by Siegbahn\(^9\) allow us to calculate the atomic hydrogen adsorption free energy for a [NiFe]-hydrogenase system. The Siegbahn model for the hydrogenase active site is shown in Figure 2. When the free energy is included in Figure 1, one can see that hydrogenase also fulfils the $\Delta G^\circ_H = 0$ requirement and fulfils it best for all considered systems.\(^9\)

We therefore conclude that $\Delta G^\circ_H$ is a good descriptor of materials that can catalyze hydrogen evolution and applies to a broad range of systems, both metals and enzymes. This means that we can use the same calculations to search for other systems, which could be candidates as catalysts for hydrogen evolution. One compound we have found computationally to obey the criterion is MoS\(_2\); see Figure 1. Comparing the nitrogenase active site and the MoS\(_2\) edge structure, we see that they bear a close resemblance, as shown in Figure 2. In both structures, the sulfur atom, which binds the hydrogen, is 2-fold coordinated to metal atoms, either to molybdenum or to iron. Only the edges of MoS\(_2\) are interesting in the hydrogen, is 2-fold coordinated to metal atoms, either to molybdenum or to iron. Only the edges of MoS\(_2\) are interesting in this context, as the basal plane of MoS\(_2\) is catalytically inactive.\(^12\)

The first H that bonds to the edge is strongly bound, but at a H coverage above 0.25, the differential free energy of adsorption is 0.1 eV. According to the calculations, additional H atoms should then be able to adsorb with a low barrier or, equivalently, a low overpotential of the order 0.1 V. A good material would be nanometer-large MoS\(_2\) crystallites supported on, for example, graphite, which is conducting but otherwise inert. Such materials could be candidates as catalysts for hydrogen evolution. One broad range of systems, both metals and enzymes. This means that materials that can catalyze hydrogen evolution and applies to a class of electrode materials.
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Abstract

The inhibition of catalytic hydrodesulfurization (HDS) by basic nitrogen compounds is an important problem in the production of ultra low sulfur transportation fuels and the origin of the inhibition effects is presently elucidated by performing density functional theory (DFT) calculations on the interaction of pyridine with the two types of edges of MoS₂ catalyst nanoparticles. Particular attention is given to studies of the hydrogenation (HYD) pathway in HDS since this is the favored pathway for refractory sulfur compounds and it is the pathway, which is most severely poisoned by basic nitrogen compounds. In order to understand the observed inhibitor trends, DFT studies on the adsorption of benzene, which is a weaker poison than pyridine, and H₂S, which has no or only a very minor influence on the HYD pathway, have also been made. We find that the adsorption of pyridine is quite strong and especially strong at positions along the so-called Mo edge. Thus, the HYD reaction most likely involves sites at this edge. This suggestion is substantiated by the observation that the adsorption blocks the metallic like so-called brim sites, which were recently shown to be involved in the HYD pathway. Furthermore, H₂S is observed not to interact strongly with these sites. The present results have also provided insight into the nitrogen compound inhibition of the direct desulfurization DDS pathway. The difference in the poisoning by benzene and pyridine is observed to be related to the ease with which hydrogen from neighboring SH group can be transferred to the pyridine molecule resulting in the creation of more strongly held pyridinium ions. At the so-called S edge, hydrogen is tightly bound and this transfer is not favored. The present results, therefore, also stress the importance of the hydrogen binding properties of HDS catalysts.

Keywords: Hydrodesulfurization; Hydrogenation; Inhibition; DFT; Brim sites; Brønsted acid sites; MoS₂; Pyridine; Benzene; H₂S

1. Introduction

It has been known for many years that dibenzothiophene (DBT) may be desulfurized by two different reaction pathways, i.e., the direct desulfurization (DDS) pathway and the hydrogenation (HYD) pathway [1]. Early studies [2] also showed that the presence of alkyl groups on the DBT skeleton might reduce the reactivity, especially if the substituents are located close to the sulfur like in the case of 4,6-dimethyldibenzothiophene (4,6-DMDBT). Recently, there has been a worldwide demand for producing transportation fuels with ultra low sulfur contents [3–12] and real feed studies have shown that this requires the removal of refractory compounds like 4,6-DMDBT. Model compound studies have shown that the HDS reaction for the unsubstituted DBT molecule proceeds mainly via the direct (DDS) route [1,7,13]. However, in the case of sterically hindered alkyl substituted molecules like 4,6-DMDBT, the rate for the DDS route is diminished whereas the rate for sulfur removal via the prehydrogenation HYD route may remain relatively unaffected [7]. Thus, for HDS of sterically hindered molecules the HYD route may become very important [5,7–9,13–18].

In real feed operation, the extent to which a given catalyst desulfurizes via one route or the other will depend on the hydrogen and H₂S partial pressures, on the conversion, and on the properties of the feed [9,17]. Many of these effects appear to
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be related to the fact that different molecules in the feed may have quite different inhibiting effects on the two reaction routes. The presence of nitrogen compounds is, for example, a key parameter, which may influence the HDS activity [11,13,17–28]. Recent detailed studies of inhibition effects under real feed conditions [22] showed that it is especially basic heterocyclic nitrogen compounds that inhibit the HDS reaction and the inhibition is most pronounced for the HYD route. Thus, the inhibition effects are particular important for deep HDS of refractory compounds. Kinetic studies using model compounds also support this conclusion [24,29]. For non-sterically hindered heterocyclic compounds with nitrogen in a six-membered ring, there appears to be a good correlation between the inhibitor strength and the gas phase proton affinities, where stronger inhibitors have higher gas phase proton affinity [20,21]. This could indicate that the poisoning of the HYD route by nitrogen compounds involves the interaction with a proton from a Brønsted acid site on the catalytically active nanostructures. Infrared measurements have shown that SH groups exist at the edges of MoS2 nanoparticles [30] and IR studies have also revealed their interaction with pyridine to form pyridinium ions [30]. The inhibiting effect of other molecules on the HYD route has also been investigated. Aromatic hydrocarbons have been observed to poison the HYD route more than the DDS route [13,18,31,32] but for real-life operating conditions, the poisoning effect on HYD may be quite small [17,24]. In contrast, the H2S inhibiting effect is much less for HYD than for DDS [13,17,33]. Recently, it has been found that the H2S inhibition of the HYD route could be related to the poisoning of the final hydrogenolysis step of this route (which is similar to DDS) and not to poisoning of the preceding hydrogenation steps [16].

While there is a quite good general agreement in the literature on the different reactivity, kinetic and poisoning effects, very limited direct mechanistic insight has resulted. Nevertheless, many of the above-mentioned observations have been taken as evidence for the HYD and DDS pathways occurring on different sites [13,16,34]. Sulfur vacancies are in general believed to play a key role in the DDS pathway. The nature of the hydrogenation sites is less well understood but many authors have also proposed vacancies to be involved in HYD reactions (see e.g. [13]). In view of the observation that quite large molecules may be desulfurized via the HYD pathway it has been proposed that multiple vacancy sites or ensembles of vacancies are involved in HYD. It has, for example, been suggested [35] that the HYD reaction occurs at the so-called naked MoS2 edge (i.e. the 1010 Mo edge without terminal sulfur atoms). Many DFT studies [36–40] have used the naked Mo edge as a starting point for addressing mechanistic issues. However, recent results have shown that it is energetically extremely unfavorable to create such naked Mo edges [41,42]. The edges bind sulfur very strongly and naked edges will not be present under realistic reaction conditions. The observation that the HYD reaction is not strongly inhibited by H2S also allows one to exclude that naked Mo edges can play an important role in hydrotreating.

Recently, it has been possible to obtain important clues about the HYD pathway since atomically resolved scanning tunneling microscopy (STM) images could be obtained of key intermediates of this path [43]. DFT calculations provided detailed insight into the origin of the observations and the reaction was shown to involve metallic edge states (the so-called brim sites) located slightly inside the MoS2 nanoparticles adjacent to the Mo edge itself.

Several DFT studies have investigated the equilibrium edge configuration of MoS2 [41,42,44]. These studies have led to the construction of phase diagrams of edge configurations at different reaction conditions. The theoretical studies by Bollinger et al. [42] have shown that it is important to take the adsorption of H into account when constructing such phase diagrams. The validity of these phase diagrams has been supported experimentally by STM images [45]. The phase diagrams, which includes the effect of hydrogen show that under typical HDS conditions the S edge (1010) exposes S dimers, which are fully covered by adsorbed hydrogen (SH groups), whereas the Mo edge exposes S monomers, which are partly covered by adsorbed hydrogen [42,46].

In the present paper, we investigate poisoning effects using three different known inhibitors, i.e. benzene, pyridine and H2S. DFT calculations have been performed on the interaction of these molecules with the Mo edge and the S edge of MoS2 at S and H coverages, which are likely to be present under industrial HDS conditions. The effect of protonation of the basic pyridine molecule has also been investigated in order to elucidate the effect of Brønsted sites. The results provide insight into the nature of the HYD sites, the strong inhibition by pyridine and the weak inhibition of the HYD route by H2S.

2. Calculation details

An infinite stripe model, which has previously proved suitable for providing insight into MoS2, is used to investigate the edges of MoS2, see Fig. 1 [41,42,47]. The edge configurations investigated in the present study can be seen in Fig. 2. The infinite stripe exposes both the Mo edge and the S edge. The supercell has four Mo atoms in the x-direction and four Mo atoms in the y-direction. The periodicity of four in the x-direction is necessary to allow for important reconstructions with a period of two. The dimension of the slab in the y-direction has been tested to be sufficient to decouple the Mo edge and the S edge in the y-direction. The stripes are separated by 14.8 Å in the z-direction and 9 Å in the y-direction in order to decouple the individual stripes. The basal plane of MoS2 is investigated using a supercell with four Mo atoms in the x- and y-direction and a separation of 14.8 Å in the z-direction between individual MoS2 slabs, see Fig. 1.

The plane wave density functional theory code DACAPO is used [48]. The Brillouin zone is sampled by three k-points in the x-direction and one k-point in the y- and z-direction for the stripe, and the three k-points in the x- and y-direction for the basal plane slab [49]. A plane-wave cutoff of 30 Rydberg is used and a density wave cutoff of 45 Rydberg is used, in order to improve the precision of the forces [50]. Ultrasoft pseudopotentials are used except for sulfur, where a soft pseudopotential has been used [51]. A Fermi temperature of
\[ \Delta E_{\text{ad}} = \left( E_{\text{molecule/MoS}_2} - E_{\text{MoS}_2/\text{C}_0} - E_{\text{molecule(g)}} \right) \]  

where \( E_{\text{molecule/MoS}_2} \) is the energy of the system with the molecule bound to the surface, \( E_{\text{MoS}_2} \) the energy of the stripe/slab and \( E_{\text{molecule(g)}} \) the energy of the free molecule. All energies are given at 0 K and do not include vibrational ground state energies. The lattice constant of \( \text{MoS}_2 \) is calculated to be \( a = 3.215 \text{ Å} \), which compares well with the experimental value of 3.16 Å. Figures have been made using Rasmol and VMD [54].

3. Results

3.1. Benzene

The adsorption of benzene has been investigated both at different regions along the Mo and the S edge and on the basal plane as a reference.

3.1.1. Mo edge

Benzene adsorption at the Mo edge has been investigated with a S coverage corresponding to HDS conditions and a H coverage of 25%. The H coverage chosen is below the 50% H coverage at equilibrium in order to investigate the influence of the distance between the adsorbed molecule and the H atom. The brim sites, which have been shown to be able to participate in hydrogenation [43] are positioned close to the front row S atoms and adsorption on these sites is also investigated. The investigated adsorption configurations at the Mo edge can be seen in Table 1. It is seen that the adsorption energy at the Mo edge is slightly exothermic and is similar for all configurations, while adsorption on the basal plane is thermoneutral as shown in configuration e in Table 1. The exchange correlation functional (XC-functional) used does not take van der Waals interactions into account and the difference in adsorption energies is therefore due to chemisorption. The change in

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>( \Delta E_{\text{ad}} ) [eV]</td>
<td>-0.14</td>
<td>-0.17</td>
<td>-0.16</td>
<td>-0.16</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Configurations a–d is at the Mo edge, configuration e is on the basal plane, and configuration f is at the S edge.
electron density can be seen in Fig. 3. The figure clearly shows that the changes in electron density upon adsorption are somewhat larger at the Mo edge than on the basal plane. Thus, there is a preference for the benzene molecule to adsorb at the Mo edge rather than on the basal plane. Furthermore, we have tested whether hydrogenation of benzene can stabilize the adsorption. We find that hydrogenation makes the adsorption energy endothermic.

### 3.1.2. S edge

Benzene adsorption at the S edge has been investigated with H and S coverages corresponding to HDS conditions and the S edge has been activated by the creation of a single vacancy. Benzene adsorption at the S edge has been investigated at a site next to the vacancy, as shown in configuration f Table 1. Only one adsorption site has been investigated since the benzene adsorption energy is thermoneutral at the vacancy site and the Mo edge results indicated that small variation in the local structure at the adsorption site only lead to small changes in the adsorption energy. It is, therefore, presently assumed that the adsorption will not become more exothermic by moving the benzene molecule away from the vacancy. The adsorption energy at the S edge (configuration f) is similar to the adsorption energy on the basal plane (configuration e), indicating that there is no preference for the benzene to move from the Mo edge to the S edge. Thus, we can conclude that benzene does not adsorb at the S edge. This indicates that the S edge is not important for hydrogenation as benzene inhibits this reaction.

### 3.2. Pyridine and pyridinium

Adsorption of pyridine and the formation of pyridinium ion have been investigated at both the Mo edge and the S edge and as reference also on the basal plane.

#### 3.2.1. Mo edge

Pyridine adsorption at the Mo edge has been investigated with S coverage corresponding to HDS conditions, i.e. 50% S coverage and with 25 or 50% H coverages. Formation of pyridinium has been investigated with 25% H coverage, which corresponds to moving a proton to the pyridine molecule and thereby lowering the edge coverage of H. The adsorption configurations of pyridine at the Mo edge (configurations a–h) and basal plane (configuration i) can be seen in Table 2. It is seen that the adsorption energies are slightly exothermic, and more exothermic than on the basal plane. Under HDS conditions, there is adsorbed hydrogen in form of SH groups in the vicinity of the pyridine. Therefore, one could imagine

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$\Delta E_{ad}$ [eV]</td>
<td>-0.12</td>
<td>-0.08</td>
<td>-0.09</td>
<td>-0.08</td>
<td>-0.09</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Configuration</th>
<th>g</th>
<th>h</th>
<th>i</th>
<th>j</th>
<th>k</th>
<th>l</th>
</tr>
</thead>
<tbody>
<tr>
<td>H coverage [%]</td>
<td>50</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>$\Delta E_{ad}$ [eV]</td>
<td>-0.01</td>
<td>-0.11</td>
<td>-0.03</td>
<td>-0.40</td>
<td>-0.45</td>
<td>-0.59</td>
</tr>
</tbody>
</table>

Configurations a–h is for pyridine at the Mo edge, configuration i is pyridine on the basal plane, and configurations j–k is the pyridinium ion at the Mo edge.
that a proton could be transferred from the neighboring SH group to the pyridine molecule, resulting in the formation of a pyridinium ion. Thus the formation of the pyridinium ion has also been investigated (configurations j–l in Table 2). The significant exothermic energies show that pyridinium ions are very stable at the Mo edge. The adsorption energies become approximately 0.4 eV more exothermic than for pyridine itself.

The barrier for the proton transfer has also been calculated and the results are shown in Fig. 4. The H transfer reaction is apparently non-activated, suggesting that pyridine will form pyridinium ions readily upon adsorption at the Mo edge. The electron density plots of pyridine and pyridinium ion adsorbed at the Mo edge and basal plane (Fig. 5) show a more pronounced change in the electron density when the adsorption occurs at the edge. The change in electron density is also significantly larger than for benzene (note that the contour value is a factor of 10 larger than the one used in the benzene density). It is also seen that as H⁺ is transferred from the catalyst to pyridine, electron density is shifted to the catalyst, thus, indicating the formation of a pyridinium ion-like species.

3.2.2. S edge

Pyridine adsorption at the S edge has been investigated with H and S coverage corresponding to HDS conditions and as for the benzene study, the S edge has been activated by the creation of a single vacancy. Such a vacancy is likely to be involved in the DDS pathway and the present calculations, therefore, also allow us to get insight into poisoning effects on this route. The adsorption configurations are shown in configurations a–c in Table 3. Pyridine binds strongest when the N atom is positioned in the vacancy, as seen in configuration c and less strongly when the adsorption configurations are similar to those at the Mo.

Table 3

<table>
<thead>
<tr>
<th>S edge pyridine and pyridinium ion adsorption sites</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Configuration</strong></td>
</tr>
<tr>
<td>Top view</td>
</tr>
<tr>
<td>Front view</td>
</tr>
<tr>
<td>H coverage [%]</td>
</tr>
<tr>
<td>ΔE_{ad} [eV]</td>
</tr>
</tbody>
</table>

Configurations a–c is pyridine at the S edge with a vacancy and configuration d is the pyridinium ion at the S edge with a vacancy.
edge, as in configuration a and b. The observation that pyridine binds strongly to the vacancy is in agreement with the observation that the DDS route is poisoned by basic N compounds [13]. In configuration d, a H atom is added to the pyridine as shown in configuration a. This makes the adsorption endothermic. The adsorption at the S edge is less exothermic than at the Mo edge except for configuration c where pyridine is adsorbed in the vacancy. Pyridine in the vacancy is on the other hand less exothermic than the adsorption energies of pyridinium ions on the Mo edge (configuration j-l in Table 2). Therefore, the edge preference follows the same trend as for benzene adsorption, but the trend is more pronounced for pyridine. The reason why H does not stabilize pyridine as pyridinium at the S edge may be related to the fact that the S edge S–H groups are less acidic than S–H groups at the Mo edge. This is reflected by a stronger binding energy at the S edge, 0.58 eV at the S edge compared to 0.37 eV at the Mo edge.

### 3.3. H2S

H2S is generally not considered to be a significant inhibitor for hydrogenation and, thus, it should adsorb much weaker than benzene and pyridine on the hydrogenation site. Studies of the H2S adsorption, therefore, offer a way to supplement the above investigations. H2S adsorption has, therefore, also been investigated at both the S and Mo edges.

#### 3.3.1. Mo edge

H2S adsorption at the Mo edge has been investigated with S coverage corresponding to HDS conditions and with a 25% H coverage. The lower than equilibrium H coverage is again chosen in order to investigate the influence of the distance between the adsorbed molecule and H. The adsorption configurations of H2S at the Mo edge are shown in Table 4(a–d). Adsorption configuration d where H2S is located next to the S–H group is found to be slightly exothermic (−0.16 eV), which is approximately the same adsorption energies as benzene at the Mo edge see Table 1. It should, however, be stressed that the van der Waals part of the adsorption energy for molecules with π systems is generally larger than for small molecules like H2S. The adsorption of benzene and pyridine at the Mo edge is, therefore, expected to be stronger than H2S.

#### 3.3.2. S edge

H2S adsorption at the S edge has been investigated at the S edge with H and S coverage corresponding to HDS conditions, where the S edge is again activated by the creation of one vacancy. The adsorption has been investigated at the vacancy as shown in configuration e in Table 4. The adsorption energy is seen to be exothermic (−0.12 eV), which is similar to that on the Mo edge. The adsorption of H2S is, therefore, equally likely at both edges. Dissociation of H2S is not considered in this study but has been found elsewhere to be highly exothermic (−1.6 eV). This result explains the strong inhibition of the DDS pathway by H2S [55].

### 4. Discussion

One of the main reasons why it has been difficult to understand the reactivity and inhibition effects observed under deep HDS can be related to the fact that very little information has been available regarding the HYD pathway, which plays an important role under such conditions [5,7–9,11,13,14,16,18]. The fact that large sterically hindered alkyl substituted molecules like 4,6-DMDBT can react via the HYD route has led researchers to propose that multiple vacancies are involved in the reaction via an initial π bonding of the reactants [35,56]. This proposal can rationalize several observations but it has not been allowed one to understand several observations including the large difference in the inhibition effects between molecules such as benzene and pyridine. Also, the absence of a strong inhibition effect by H2S has been difficult to understand using the above proposal for the HYD sites, since one might expect such sites would have a large affinity toward sulfur. Indeed, recent DFT results [41,42] have shown that such vacancy sites bind sulfur strongly again suggesting that other sites may be involved. For a long time, the nature of such sites remained unclear but recently STM and DFT results revealed that quite different sites might be involved in HYD, namely, the metallic like brim sites located adjacent to the edges [42,43,45,57]. It was proposed that the involvement of such sites might also be consistent with the different observed inhibition effects [58]. The present results have confirmed this and have provided detailed insight into the nature of the inhibiting effects.

It is, presently, observed that the availability of hydrogen at the catalyst surface plays an essential role in the poisoning by
basic nitrogen compounds like pyridine. Hydrogen reacts with pyridine and forms the pyridinium ion and this stabilizes its adsorption. This process is favored at the Mo edge. Pyridinium ions were previously observed in IR experiments [30] and our present findings substantiate the proposal that S–H groups are involved in the pyridinium ion formation. It is interesting that the present results show that the formation of pyridinium ions is expected to occur predominantly at the Mo edge. Without the formation of pyridinium ions benzene would have been a stronger inhibitor than pyridine because it is seen to bind stronger. However, due to the influence of hydrogen, pyridine is a much stronger poison. In this context, it is important that hydrogen binds less strongly at the Mo edge (but it still binds) as compared to the S edge. Actually, at the Mo edge, hydrogen is bound almost with zero free energy [46] and, therefore, can be easily transferred to the pyridine molecule. It is also likely that the weakly bound H atoms at the Mo edge could be important in hydrogenation reactions at the Mo edge.

Benzene is found to be less strongly bound than the pyridinium ion, and this explains why benzene is less poisonous than pyridine. Both benzene and pyridine/pyridinium ion preferably adsorb at the Mo edge indicating that the active site for hydrogenation is located at the Mo edge. The adsorption study of H2S substantiates that the hydrogenation site is at the Mo edge, since H2S adsorbs weakly here in agreement with the very weak poisoning of the HYD pathway. This result confirms STM and DFT results showing that the hydrogenation occurs at regions close to the Mo edge (the brim sites) [43]. Inhibition of hydrogenation reactions by pyridine is not only due to blocking, since when it is protonated it also uses H from the Brønsted acid sites, thereby, reducing the number of H atoms available for hydrogenation.

The observation that heavier molecules, like quinolines and acridines are stronger poisons than pyridine [20,21], can be explained by two effects. Firstly, the van der Waals interaction increases for molecules with more π systems. This increase in van der Waals interaction can probably be assumed to be quite independent of the nature of the adsorption site, meaning that the adsorption energy would also increase similarly for all sites. The second and probably more important effect is that the inhibition by basic nitrogen compounds increases with higher proton affinity as found in experimental studies [20,21]. The present study has shown that there is no significant barrier for proton transfer from the S–H groups to pyridine at the Mo edge and if one assumes that this is also the case for larger molecules than pyridine, then the proton transfer will only be equilibrium limited. It is, therefore, reasonable to expect that the gas phase proton affinity correlate quite well with the inhibitor strength because a similar proton transfer process is taking place on the catalyst.

While the present investigation has mainly focused on the poisoning of the HYD pathway several of the results also provide insight into the poisoning of the DDS pathway. For example, it is seen that pyridine adsorbs quite strongly in a vacancy site at the S edge. This may be the origin of the poisoning effects by N compounds of the DDS pathway, which dominates for the HDS reaction of rather reactive sulphur compounds like DBT [13].

Promoted catalysts have not been studied, presently, but the present results allow a basis for understanding certain inhibition effects in such catalysts. For Co promoted catalyst, the promoter prefers to be located at the S edge resulting in the formation of the CoMoS phase [13,41,44,57]. This results in the creation of new sites, which may interact with inhibitors. Mo edges will, however, also be present and they will resemble those in unpromoted catalysts. The present results may, thus, provide a starting point for understanding promoted catalysts.

5. Conclusion

In order to develop new catalysts, which can meet the increasing demands for the production of ultra low sulfur transportation fuels, it is necessary to understand in detail the reaction involved in the removal of sterically hindered sulfur containing molecules and how other molecules in the feed may inhibit these reactions. The present results have provided new insight in this regard. It is seen that the poisoning of the important HYD route occurs quite differently from the most commonly accepted proposals in the literature. For example, it is seen that the inhibiting effect by aromatics is not due to the interactions with highly uncoordinated vacancies (like the naked Mo edges) but rather with the fully coordinated molybdenum like the metallic-like brim sites located adjacent to the edge itself. The π-bonding to such sites explains the poisoning by aromatics. This bonding is not much affected by substituents in DBT and this explains why the HYD route is more favored for refractory molecules than the DDS route. The present results show that the fully coordinated brim sites bind H2S very weakly. Thus, the lack of significant inhibition by H2S, which has intrigued researchers for decades, can readily be explained. The strong poisoning by pyridine is observed to be due to an increase in adsorption energy upon protonation of the pyridine molecule. The proton donor is a neighboring S–H Brønsted acid site located at the Mo edge. The pyridine to pyridinium ion reaction is found to be non-activated. Both benzene and pyridine prefers to adsorb at the Mo edge and both acts as poison for the hydrogenation pathway, which support the conclusion that the hydrogenation site is located at the Mo edge. The present results also show that pyridine will poison vacancy sites involved in the direct desulfurization path. In this case, the poisoning occurs via direct coordination and without pyridinium ion formation.

In the future, the present studies should be extended to include promoted systems, support interactions, and other active phase modifications. DFT studies of the HDN reaction like those in [59,60] may also provide insight relevant for understanding the inhibition by nitrogen compounds. Recently, DFT calculations have shown that changes in support interactions influence the binding properties of MoS2-based structures [47]. In fact, such changes may influence the hydrogenation sites, the binding of hydrogen and the apparent acidity of the hydrogen. Thus, support effects are also expected to influence the inhibition by different molecules and the
present type studies may provide a better basis for understanding and controlling the effect of inhibitors.
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Abstract

We present density functional theory (DFT) calculations of reaction pathways for both the hydrogenation (HYD) and direct desulfurization (DDS) routes in the hydrodesulfurization (HDS) of thiophene over the different MoS₂ edge structures, which will dominate under typical HDS reaction conditions. Contrary to the generally accepted view, we find that the HYD reaction path, which involves hydrogenation to 2-hydrothiophene followed by hydrogenation to 2,5-dihydrothiophene and subsequent S–C scission, can occur at the equilibrium Mo(10¯10) edge without the creation of coordinatively unsaturated Mo edge sites. This is related to the presence of the metallic-like brim sites also observed in previous STM studies. It is found that the HYD reaction pathway also can occur at the S(¯1010) edge. At this edge, the equilibrium edge structure itself is not active, and sulfur vacancies must be created for the reaction to proceed. It is found that the effective energy barrier for vacancy creation depends on the H₂ partial pressure. The sulfur vacancies at the S(1010) edge are also found to be active sites for the DDS pathway. This pathway does involve an initial hydrogenation step to 2-hydrothiophene, followed by S–C scission. Analyzing the relative stabilities of reactants and intermediates suggests that a catalytic cycle may involve elementary steps that start at one type of edge and are completed at the other; for example, many intermediates are more stable at the S edge. The regeneration of the active sites is found to be a crucial step for all of the reaction pathways, and the importance of reactions at Mo brim sites is related to the observation that regeneration is least activated here. It is proposed that an important activity descriptor is the minimum energy required to either add or remove S from the different equilibrium edge structures.

© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

As the global energy consumption rapidly increases and environmental legislation becomes stricter, the need to upgrade low-quality oil to clean transport fuels increases. To meet current environmental regulations, refiners must remove even the most refractory sulfur-containing species [1–6]. This is generating increased interest in obtaining a detailed description of the catalytic hydrotreating reactions occurring during desulfurization. Hydrodesulfurization (HDS) has been investigated for many decades, leading to increased insight into the structure of the active catalyst particles, their interactions with the support, the effect of promoters, and the kinetics of the reactions [7]. However, much less is known about the reaction mechanisms and the nature of the active sites, and many different views have been presented [6–12].

Thiophene is a suitable test molecule for studying the HDS reaction because it contains an S atom in a benzene-like ring and also is small. Therefore, thiophene HDS has been the most studied reaction; but there has been considerable debate regarding the mechanism [7,10,13–23]. For instance, it has been difficult to establish to what extent prehydrogenation to dihydrothiophene or tetrahydrothiophene may be necessary before S–C bond cleavage. It also appears that the observed reaction
products depend on the reaction conditions [7,22,23]. Tetrahydrothiophene typically is not an intermediate at atmospheric pressure [23], but it may be a major intermediate at high pressure [17] and low temperature [10], because the formation of tetrahydrothiophene is equilibrium-limited at high temperature [10]. A detailed study of the HDS of 2-methylthiophene at high pressure [22] found that the splitting of the S–C bond in tetrahydro-2-methylthiophene (resulting in the formation of a thiol) is faster than the hydrogenation of the thiophene ring or of the pentene to yield pentane. Thus, the hydrogenation activity of the catalyst appears to be an important feature, which can influence the concentration of the reaction products. The proposed thiol intermediate was not observed, leading to the conclusion that the splitting of S–C bonds in thiols is very fast.

For the larger S-containing molecules like dibenzothiophene, it has been established that two parallel routes exist, a direct desulfurization route (DDS) through biphenyl and a hydrogenation route (HYD) in which one of the benzene rings is hydrogenated first [24]. In order to produce the clean transport fuels demanded today, even the very refractory sulfur compounds like 4,6-dimethyldibenzothiophene must be removed [1,2,4,5,7,19,25,26]. For such molecules, the HYD route may become more important than the DDS route, which dominates for unsubstituted dibenzothiophene [4,27]. Despite the established understanding of the pathways and the overall kinetics, little direct insight has been obtained regarding the reaction mechanisms and the surface sites involved in the DDS and HYD pathways. It has even been difficult to reach agreement on the mode of adsorption of the reactants. For instance, thiophene has been found to either exclusively adsorb in a so-called \( \eta_1 \) mode (e.g., standing up and binding only through S [28,29]) or adsorb primarily in a so-called \( \eta_x \) mode (e.g., lying down, bonded through S and the four C atoms), with only a small fraction of the molecules being present in the \( \eta_1 \) mode [30].

Insight into the mechanism of HDS also has been obtained from numerous studies on activity correlations [7,31,32], which have been taken as evidence for Mo\( \Sigma_2 \) edge vacancies being the active sites in HDS, because vacancy formation generally has been assumed to take place at the Mo\( \Sigma_2 \) edges. In support of this, basal plane surfaces have been observed to be inactive [33]. For hydrogenation reactions, the activity also has been observed to correlate with the number of Mo\( \Sigma_2 \) or WS\( \Sigma_2 \) edges sites [34,35], and vacancies have been concluded to be the active sites for such reactions. However, in general it is difficult to draw firm conclusions from such activity correlations [7], because a variety of other species, like SH groups [36], also may be located at the edges. Further support for the importance of vacancies has been provided from experimental studies of the effect of preduction temperature [37,38]. Moreover, the observed activity correlation with the metal–sulfur bond strength, leading to the formulation of the bond energy model (BEM), suggest that vacancy formation is a key aspect of HDS [39].

Because both HDS and hydrogenation activities have been observed to correlate with the number of Mo\( \Sigma_2 \) (WS\( \Sigma_2 \)) edge sites, some authors have suggested [40,41] that the sites for the DDS route and the HYD route are similar. Indeed, kinetic models based on this proposal can provide a good fit of kinetic results. However, a number of effects strongly suggest that DDS and hydrogenation sites are not the same. For example, the presence of methyl groups in dibenzothiophene may severely reduce the activity for S removal via DDS without significantly affecting the hydrogenation activity [4]. In addition, H\(_2\)S is a strong inhibitor for S removal via DDS but has only a minor effect on hydrogenation [27]. Evidence for different sites for HYD and DDS also comes from studies of the effect of nitrogen compounds [7,26,42–52]. In contrast to the effect of H\(_2\)S, the presence of basic nitrogen compounds is observed to mainly inhibit the HYD route with only a moderate effect on DDS. The inhibiting effect was found to correlate with the proton affinity of the nitrogen compounds [44,45]; this result also suggests that different sites are involved in HYD and DDS. Based on the observation that quite large molecules may be desulfurized via the HYD route, Ma and Schobert [53] suggested that the hydrogenation sites are multiple vacancy sites on the Mo(1010) edges capable of \( \pi \)-bonding the large molecules. The presence of such sites has been discussed in the literature [7], because the single-bonded sulfur atoms created by simply cleaving the bulk structures at the Mo(1010) edges were proposed to be unstable.

Recently, it has become possible to use density functional theory (DFT) methods to address a number of issues relevant for HDS [54–72]. In the first DFT study of Mo\( \Sigma_2 \) and Co–Mo\( \Sigma_2 \) structures, Bykov et al. [71] found that it is energetically very unfavorable to create the “naked” Mo edges, where Mo is exposed at the edge and only 4-fold coordinated, and they concluded that such structures probably are not present under realistic HDS conditions [71]. Subsequent DFT studies have supported this conclusion [56,67,70]. Even though multiple vacancy sites may be very reactive [59,62,64], they are expected to readily react with H\(_2\)S, and reactions involving such sites should be extremely strongly inhibited by H\(_2\)S. Because the hydrogenation reactions are not poisoned by H\(_2\)S, these results show that some other sites must be involved in HYD. The first study of mechanistic aspects of HDS using DFT was carried out by Neurock and Van Santen, who studied the HDS of thio- phene over Ni\(_x\)S\(_y\) clusters [65]. Although the study does not directly relate to Mo\( \Sigma_2 \) catalysts, coordinatively unsaturated Ni sites were found to be very reactive.

Recently, it has been possible to obtain important clues regarding the hydrogenation sites and the HYD pathway from scanning tunneling microscopy (STM) studies [61]. Such studies have provided atom resolved images of the Mo\( \Sigma_2 \) nanostructures; when they are combined with DFT calculations, quite detailed information may be obtained from the images [56, 57,61,73,74]. These combined studies clearly show that naked Mo(1010) edges are not present at ultrahigh vacuum conditions. In contrast, the results show in agreement with the DFT calculations [54,56,63,69,71] that the Mo atoms will tend to maintain the full sulfur coordination of 6. This is achieved by extensive edge reconstruction. Quite surprisingly, it was found that these fully sulfur-saturated Mo(1010) edges of Mo\( \Sigma_2 \) have some sites with metallic character [56,73,75]. These so-called “brim” sites could bind thiophene and were observed to be involved in further hydrogenation reactions [61]. One S–C bond in thiophene appeared to be cleaved at the brim site, and the resulting ad-
sorbed butenethiolate could be observed [61]. This is interesting, because such thiolates or thiols have been proposed to be key intermediates in many of the HDS mechanisms proposed in the literature [7,22]. However, at realistic HDS conditions, this intermediate has not yet been detected, presumably due to its high reactivity. In the STM study [61], the completion of the HDS reaction could not be observed. Because the MoS$_2$ clusters only exposed the Mo(1010) edge, this study [61] did not yield any information about the possible role of S(1010) edges. Also note that the structures observed in the STM experiments might not be those structures, which are stable under reaction conditions [61].

The structures and intermediates present under reaction conditions generally are not accessible for study by direct imaging methods, but they can be studied by DFT calculations. Indeed, it has been found experimentally [57] and theoretically [54,56,63,69,70] that the Mo$_2$S$_2$ edge structures may be very labile, and quite different structures may exist depending on the reaction conditions. In the real HDS catalyst, the Mo$_2$S$_2$ and WS$_2$ structures also may expose the S(1010) edges [57,76]. A key objective of the present study is to examine reactions at the S(1010) edges, which are predicted to be present at reaction conditions.

The present study used DFT to investigate HDS of thiophene. The calculational details are described in Section 2. An important problem with most reaction pathway studies has been that the assumed structures may be very different from those actually present at HDS conditions. Therefore, a key goal of the present study is to perform calculations on the type of structures that will be present during HDS catalysis. Section 3.1 discusses the relevant structures and edge configurations to lay the groundwork for studying the reaction pathway. The energetically most stable structures for both the Mo(1010) edge and the S(1010) edge under typical reaction conditions are described. Sections 3.2–3.4 discuss the results on hydrogenation, S–C cleavage and site regeneration reactions at those edges. These detailed results are subsequently used to discuss some more general themes. The influence of reaction conditions is found to be quite significant, and these aspects are discussed in Section 3.5. Sections 3.6 and 3.7 present an analysis of the hydrogenation and S–C bond scission reactions and interplay between the two different edge sites in those reactions based on the determined reaction paths and the availability of the active sites. Section 3.8 discusses the relative role of different elementary reactions and pathways during HDS of thiophene. To avoid excessive repetition and to aid the presentation of the results, we have summarized many of the detailed results regarding the reaction pathways, the stabilities of the intermediates, and key activation energies in Figs. 3–7 and Table 1. Detailed comments regarding each elementary step and the nature of the intermediates are given in the following sections, and further details are provided in supplementary information.

2. Calculational details

An infinite stripe model, which previously has been proven successful to investigate MoS$_2$-based systems [55,56,77,78], is used to investigate the edges of MoS$_2$ and is depicted in Fig. 1. The infinite stripe exposes both the Mo edge and the S edge. The supercell has 4 Mo atoms in the x-direction and 4 Mo atoms in the y-direction, to allow for important reconstructions with a period of 2 in the x-direction and to allow decoupling of the Mo edge and the S edge in the y-direction. The stripes are separated by 14.8 Å in the z-direction and 9 Å in the y-direction. This model represents MoS$_2$ structures with no support interactions such structures are similar to the type II structures found in today’s high-activity commercial catalysts [78].

The plane wave density functional theory code DACAPO [79,80] was used to perform the DFT calculations. The Brillouin zone was sampled using a Monkhorst-Pack k-point set [81] containing 4 k-points in the x-direction and 1 k-point in the y- and z-directions. The calculated equilibrium lattice constant of a = 3.215 Å and compares well to the experimental lattice constant of 3.16 Å [82]. A plane-wave cutoff of 30 Rydberg and a density wave cutoff of 45 Rydberg were used using the double-grid technique [83]. Ultrasoft pseudopotentials are used except for sulfur, where a soft pseudopotential was used [84,85]. A Fermi temperature of $k_B T = 0.1 \text{ eV}$ was used for all calculations, and energies were extrapolated to zero electronic temperature. The exchange correlation functional PW91 [86] was used. The convergence criterion for the atomic relaxation is that the norm of the total force should be <0.15 eV/Å, which corresponds approximately to a max force on one atom <0.05 eV/Å. The nudged elastic band (NEB) method was used to find energy barriers [87], together with the adaptive nudged elastic band approach [88] and cubic spline fits to the energy and the forces. Figures of atomic structures were created using VMD [89].

Unless notes otherwise, all adsorption energies were calculated using the equation

$$\Delta E_{\text{ad}} = E_{\text{molecule/MoS}_2} - E_{\text{MoS}_2} - E_{\text{molecule(g)}}.$$ 

where $E_{\text{molecule/MoS}_2}$ is the energy of the system with the molecule bound to the surface, $E_{\text{MoS}_2}$ is the energy of the stripe, and $E_{\text{molecule(g)}}$ is the energy of the molecule in vacuum. Molecules in vacuum were calculated using the same setup as for
stripe calculations but using a supercell, which ensures at least 11 Å vacuum between neighboring molecules, using a Fermi temperature of $k_B T = 0.01$ eV, using only the gamma point in the Brillouin zone sampling. For all structural relaxations, the convergence criterion is that the norm of the total force should be $<0.05$ eV/Å.

3. Results and discussion

3.1. The choice of active surfaces and elementary reactions

The starting point of this investigation of HDS of thiophene is the recently improved understanding of the edge configurations at HDS conditions, which has been provided by several DFT studies [54,56,63,69,70]. As a starting point, we use the phase diagrams developed previously [56], which describe the edge structures as function of the chemical potential of S and H. The equilibrium edge configuration at HDS conditions (e.g., $P_{H_2} = 10$ bar, $P_{H_2}/P_{H_2S} = 100$ and $T = 650$ K, which are used throughout the article as an example of HDS conditions) determined in previous work [56] was recalculated with the calculational setup described in Section 2. We find essentially the same structures and adsorption energies as reported previously [56]; these equilibrium edge structures are shown in Fig. 2. HDS conditions vary depending on the crude oil being treated; the hydrogen pressure may vary from 10 to 200 bar, and $P_{H_2}/P_{H_2S}$ also may vary depending on the reactor setup. The structure presented in Fig. 2 is the most stable structure over most of this range, with the exception that there may be more H atoms present at the S edge at high hydrogen pressures. S and H adsorption at sites at the edges of MoS$_2$ introduces structural changes; therefore, the definition of coverage of S and H needs to be refined; in this paper, we define the S coverage as the percentage of S present at the edge, with 100% being the S coverage of the fully sulfided edge (i.e., completely covered by S dimers). Using this definition, the S coverage is 50% at the Mo edge and 100% at the S edge (Fig. 2). Furthermore, we define the H coverage as the fraction of H atoms present per edge unit cell in the $4 \times 4$ structure; for example, 4 H atoms correspond to 100% H coverage. Using this definition, the H coverage in Fig. 2 is 50% at the Mo edge and 100% at the S edge. This definition allows for coverage above 100%, when more than four H atoms are present per unit cell. It should be emphasized that the structure for each “coverage” represents a new unique structure, and thus “coverage” should not be understood in the traditional sense, where it is the coverage of identical sites.

In the literature, “naked” Mo(1010) edges with a coverage of 0% S have been considered as possible sites for hydrogenation reactions [53]. In this configuration, the Mo(1010) edge contains Mo atoms coordinated to only four sulfur atoms, compared with a coordination number of 6 in the bulk. This situation is energetically very unfavourable under HDS conditions. In contrast, we find [56] an equilibrium S coverage of 50% at the Mo edge under HDS conditions. Note that in Fig. 2, the Mo coordination number is 6 at both edges. The H coverage at the S and Mo edges given in Fig. 2 corresponds to $P_{H_2} = 10$ bar. However, we show that it is possible to further increase the H coverage at the S edge by increasing the $H_2$ pressure, resulting in a H coverage above 100% (see atomic configuration 2 in Fig. 4). Such an increase is not possible at the Mo edge due to strong interaction between H atoms, as discussed further in Section 3.5 and also reported previously [78]. Our calculations show that a basic requirement for the removal of S from thiophene and other S-containing compounds is an available site for the adsorption of removed S. In this connection, an interesting finding is that the equilibrium edge configuration at the Mo edge allows for the addition of an S atom, whereas the equilibrium configuration at the S edge is fully covered by S and H atoms and does not allow for such an addition. Therefore, at the S edge, a vacancy must be created before S removal at the S edge.

Experimental studies of thiophene HDS have suggested that various pathways may be involved, and that the relative involvement of these pathways depends on the reaction conditions [7,10]. The elementary reactions in the different proposed reaction pathways include both hydrogenation and S–C bond scission reactions; thus, we have chosen to investigate both elementary hydrogenation and S–C bond scission reaction steps. Many different steps have been considered; to simplify the subsequent discussion, we summarize the elementary reactions investigated in the present study in Table 1, together with the calculated reaction and activation energies. The choice of elementary reactions and intermediates has been guided by recent STM and DFT studies, which have shown that thiophene hydrogenation and S–C scission can occur at the fully sulfided Mo edge [61]. Except for 2-hydrothiophene, all of the other intermediates given in Table 1 have been reported to be present during HDS of thiophene [7,90,91]. The reason that 2-hydrothiophene has not been observed experimentally is most likely related to the fact that it is not a stable molecule in the gas phase. Furthermore, the present study shows that the subsequent hydrogenation of 2-hydrothiophene to 2,5-dihydrothiophene is a nonactivated process.

We investigate both the HYD and DDS pathway of thiophene HDS. We define the difference between the DDS and the HYD pathway so that it is the DDS pathway when the initial S–C cleavage (reaction VI in Table 1) occurs in 2-hydrothiophene after the first hydrogenation step (reaction I in Ta...
Table 1
An overview of the reactions involved in HDS of thiophene including the activation barriers ($E_a$) and energy change ($\Delta E$) of the reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>S edge</th>
<th>Mo edge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_a$ (eV)</td>
<td>$\Delta E$ (eV)</td>
</tr>
<tr>
<td>I</td>
<td>0.80</td>
<td>0.43</td>
</tr>
<tr>
<td>II</td>
<td>0.00</td>
<td>−1.02</td>
</tr>
<tr>
<td>III</td>
<td>0.82</td>
<td>−0.78</td>
</tr>
<tr>
<td>IV</td>
<td>1.63</td>
<td>1.09</td>
</tr>
<tr>
<td>V</td>
<td>0.00</td>
<td>−0.66</td>
</tr>
<tr>
<td>VI</td>
<td>0.21</td>
<td>−1.11</td>
</tr>
<tr>
<td>VII</td>
<td>2HS–* → H2S–* + S–*</td>
<td>1.70(^a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.49(^b)</td>
</tr>
<tr>
<td>VIII</td>
<td>(1/2)H2(g) + * → H–*</td>
<td>−0.57(^a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.11(^b)</td>
</tr>
<tr>
<td>IX</td>
<td>H2S(g) + * → H2S–*</td>
<td>−0.12(^b)</td>
</tr>
<tr>
<td>X</td>
<td>S(g)</td>
<td>0.21(^{g})</td>
</tr>
<tr>
<td>XI</td>
<td>S(g)</td>
<td>−0.59(^{g})</td>
</tr>
<tr>
<td>XII</td>
<td>SH(g)</td>
<td>−0.52(^{g})</td>
</tr>
<tr>
<td>XIII</td>
<td>(g)</td>
<td>−0.05(^{i})</td>
</tr>
</tbody>
</table>

\(^{a}\) Low H2 pressures.
\(^{b}\) High H2 pressures.
\(^{c}\) Calculated as $E_{VII} = \Delta E_1 + E_2$, where $\Delta E_1$ is the energy change of reaction 1: 2H–S (50% H coverage 50% S) + S (0% H and 62.5% S) + S–S (0% H and 62.5% S) → S (25% H coverage 50% S) + HS (50% H and 62.5% S) + H–S–S (50% H and 62.5% S) and $E_2$ is the activation energy of reaction 2: HS (50% H and 62.5% S) + H–S–S (50% H and 62.5% S) → H2S–S (Mo edge 50% S).

\(^{d}\) Adsorption at the Mo edge with 50% S and 25% H.
\(^{e}\) Adsorption at the Mo edge with 50% S and 0% H.
\(^{f}\) Adsorption at the Mo edge with 50% S and 50% H.
\(^{g}\) Adsorption at the S edge with 87% S and 75% H.
\(^{h}\) Adsorption at the S edge with 87% S and 50% H.
\(^{i}\) Adsorption at the S edge with 100% S and 25% H.

In what follows, we summarize the reactions in the HYD pathway as we have investigated them at both the Mo and S edges. The HYD pathway involves reactions I–V and reactions VII–XIII in Table 1. The reactions occur in the following order: X–I–II–III–IV–V–VII–IX. Reaction I in Table 1 hydrogenates thiophene and forms 2-hydrothiophene, which is then further hydrogenated (reaction II) to produce 2,5-dihydrothiophene.
The removal of S from 2,5-dihydrothiophene proceeds via initial S–C bond scission (reaction III) with cis-2-butadienethiolate as a product, followed by cis-2-butadienethiol formation by a H transfer reaction (reaction IV). Then cis-2-butene is the product formed by the final S–C scission (reaction V). In this context, it should be noted that the present study also investigates the S extrusion from cis-2-butadienethiol, because it is an intermediate in the HYD pathway. It is quite likely that cis-2-butene will react further either by hydrogenation to butane or by intramolecular rotation to form trans-2-butene. We do not consider these here because they occur after S removal and are not important for sulfur removal. Further hydrogenation of 2,5-dihydrothiophene to tetrahydrothiophene has not been investigated, because we have assumed that tetrahydrothiophene is a likely intermediate only at high H2 and low temperatures, because the presence of tetrahydrothiophene has been shown to be equilibrium-limited at temperatures typical for HDS conditions [10].

The DDS of thiophene was investigated using the following reaction path: reactions X–I–VI–(IV–V) in Table 1. The DDS pathway was initiated by thiophene adsorption (reaction X), followed by the hydrogenation of thiophene (reaction I), forming 2-hydrothiophene. Then the initial S–C bond was broken (reaction VI) and cis-butadienethiolate was formed. The further removal of S from cis-butadienethiolate was not investigated directly; however, these reactions are assumed to be very similar to reactions IV and V, because the involvement of the carbon chain is insignificant in these reactions, which are dominated by H diffusion and addition. The product of the DDS pathway is cis-butadiene under the assumption that the final S–C bond scission reaction is similar to reactions IV and V. Cis-butadiene may react further by hydrogenation or intramolecular rotation.

The reaction pathways shown in Figs. 3–6 have been constructed under the assumption that H2 in the gas phase is in equilibrium with the H atoms adsorbed at the edge of MoS2. This assumption is justified by the fact that experimentally H2 dissociation is not found to be the rate-determining step [7,10]. Previous DFT studies have found the barrier to be 0.9–1 eV at the Mo edge with 50% S coverage [72,92], however, these studies used a unit cell, which resulted in a H coverage after dissociation equal to 66 or 100%, respectively. The H adsorption energy at the Mo edge is highly dependent on the H coverage [78], and it can be speculated that the barrier changes when the H coverage is lowered to 50%, corresponding to HDS conditions. There have been no studies of the H2 dissociation at the S edge of MoS2; the only similar result is for the S edge promoted with 50% Co and with S coverage of 75%, where the barrier was found to be 0.6 eV [68]. The DFT results indicate that at certain reaction conditions (e.g., low hydrogen pressures), there could be an influence on the apparent activation energy due to H2 dissociation; however, in the present study we have assumed that this is not the case at HDS conditions, and thus the hydrogen addition steps are not included in the reaction pathways. (A complete reaction path in which H addition steps are included is provided in supplementary information.) Furthermore, we contracted the hydrogenation of thiophene reactions (reactions I and II) to one barrier, because we found that only reaction I was activated.

3.2. The HYD pathway at the Mo edge

Using the elementary steps discussed in Section 3.1, we determined the detailed potential energy diagram for the HYD reaction pathway at the Mo edge; the results are depicted in Fig. 3. To arrive at the diagram shown in Fig. 3, we investigated the intermediates in various configurations as part of determining the minimum energy and the optimal reaction pathway. We evaluated the adsorption of the cyclic intermediates both above edge S atoms and in bridge positions between edge S atoms. Furthermore, we investigated both the η1 (binding through the S atom) adsorption mode and the η5 (binding through the π system) adsorption mode. For thiophene, we considered both adsorption modes proposed in the literature based on IR or INS studies [28–30,93] or proposed based on analogous structures observed in organometallic complexes [94]. We find that the preferred adsorption site for 2,5-dihydrothiophene is in between the front row S atoms, which is the location of the brim at the Mo edge at HDS conditions [56]; thus, there is no direct binding to the Mo atoms. Thiophene η1 and η5 adsorption at both the brim site and on top of edge S atoms are very similar in energy (within 0.02 eV); therefore, all of these adsorption modes will be expected to be present at HDS conditions. The present results thus support the conclusion from the INS experiments where both the η1 and η5 adsorption modes were observed [30]. However, the possibility that van der Waals (vdW) forces will stabilize one of the adsorption configurations cannot be ruled out. Such forces are not included in present-day exchange correlation functionals, and thus we cannot assess the importance of vdW forces. It should be emphasized that the present study investigates the adsorption at the equilibrium edge configurations under HDS conditions (50% H coverage, 50% S coverage). Clearly, the adsorption modes will change when the experimental conditions are changed and new edge structures are created. For example, a recent theoretical investigation found that the η1 mode was most stable at a reduced Mo edge with a vacancy [95], but such very reduced Mo edges most likely will be present only in insignificant numbers under HDS conditions.

The HYD pathway at the Mo edge (Fig. 3) is initiated by thiophene adsorption at the brim site (reaction X). Following this, two hydrogenation reactions occur (reactions I and II in Table 1), resulting in the formation of 2,5-dihydrothiophene. Furthermore, the overall barrier of the hydrogenation steps is given by the barrier of reaction I, because reaction II is non-activated. Thus, the reaction product (2-hydrothiophene) of reaction I is not expected to be abundant. This may explain why 2-hydrothiophene has never been observed. The hydrogenation reactions involve H from SH groups, which are present at the Mo edge. The binding energy of H at the 50% S-covered Mo edge depends on the H coverage, as also reported previously [78]; therefore, it will primarily be the H atoms corresponding to 50%, which will participate because H is too strongly bound (−0.7 eV) at lower coverage. H adsorption at coverage >50%
Fig. 3. The Mo-edge thiophene HYD pathway. The reference energy is the equilibrium edge configuration under HDS conditions (Mo edge with 50% S and 50% H) and thiophene in the gas phase. The atoms have the following color scheme: yellow, sulfur; blue, molybdenum; cyan, carbon; black, hydrogen. Arabic numerals denote intermediates, and Roman numerals denote reactions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

has an endothermic binding energy (0.4 eV) [78] and are not occupied.

The initial hydrogenation steps are followed by reaction III, which breaks the first S–C bond in 2,5-dihydrothiophene and forms cis-2-butenethiolate. Cis-2-butenethiol is formed by H transfer in reaction IV, and finally S is removed by breaking the last S–C bond in the thiol in reaction V. Note that the removal of S from cis-2-butenethiol (reaction V) has a very low barrier (0.1 eV) and that the most difficult step is the initial S–C bond breaking. Removal of S from the thiol leaves behind an S atom. Subsequently, the active site must be regenerated to complete the catalytic cycle. The activation energy of regenerating the active site (reaction VII) is similar to the activation energy of the cleavage of the first S–C bond (reaction III).

STM experiments did not reveal the removal of S from thiolate [61]. This is not in contradiction with the present findings, because the equilibrium edge structure under the STM experimental conditions differs from that under reaction conditions. Under the STM conditions, the edges are completely covered with sulfur dimers (100% sulfur coverage). This surface does not allow the accommodation of an extra S atom, and thus the reaction stops once thiolate is formed. The present results show that it is of key importance that H atoms are present at the Mo edge at HDS conditions and that these H atoms react readily with thiophene and the intermediates. Thus, the Mo edge configuration present at HDS conditions is more suitable for HDS reactions than the highly sulfided Mo edge present at STM experimental conditions. The relative importance of the different hydrogenation reactions, the S–C bond scission reactions, and regeneration of the active site are explored further in Sections 3.5–3.8.

3.3. HYD pathway at the S edge

In the preceding section, we dealt with the HYD reaction pathway at the Mo edge. Under realistic HDS conditions, MoS2 is likely to expose S edges as well, and possible reactions at this edge must also be considered [54,57]. The calculated potential energy diagram of the HYD reaction path at the S edge is shown in Fig. 4. It consists of reactions I–V and reactions VII–XIII in Table 1.

After vacancy creation, the HYD pathway continues with adsorption of thiophene (reaction X) at the vacancy (corre-
Fig. 4. The S-edge thiopene HYD pathway. The reference energy is the equilibrium edge configuration under HDS conditions (S edge with 100% S and 100% H) and thiophene in the gas phase. The color scheme for the atoms is the same as in Fig. 1. Arabic numerals denote intermediates, and Roman numerals denote reactions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

sponding to 75% S coverage and 75% H coverage); this is endothermic (0.2 eV at 75% H coverage and 0.0 eV at 50% H coverage). The present adsorption mode is an end-on $\eta_1$ adsorption through the sulfur atom. Thus, thiophene adsorption will occur only if the van der Waals forces (which are not included in the present exchange correlation functional) are strong enough to give an exothermic adsorption energy; otherwise, thiophene hydrogenation and adsorption may occur in a concerted manner. Thus we expect that thiophene will be observed in high concentration only at the S edge in $\eta_1$ adsorption mode at low temperatures or at edges far from HDS equilibrium edge configurations with vacancies and low H coverage. This is in agreement with a recent theoretical study of thiophene adsorption at the S edge of stacked MoS$_2$ that found it to be strongest at the S edge with multiple vacancies or 0% H coverage [95]. The thiophene coverage at the vacancy sites is expected to be very small at HDS conditions, due to the endothermic adsorption energy (0.2 eV). The first hydrogenation reaction (reaction I), resulting in the formation of 2-hydrothiophene, had a higher barrier than the same reaction at the Mo edge (0.8 eV vs 0.6 eV), and the second hydrogenation reaction was also nonactivated at the S edge vacancy. The higher reaction barrier of the first hydrogenation step is ascribed to the stronger binding energy of H at the S edge. In fact, the results show that the SH bond strength is a key parameter for all the hydrogenation reactions including the reaction involved in site regeneration. The hydrogenation reactions are followed by reactions III, IV, and V, where the two S–C bond scission reactions (reactions III and V) have lower barriers than at the Mo edge, whereas the creation of cis-2-butenethiol has a higher barrier (reaction IV). The highest barrier involved in the HYD pathway is the initial vacancy and the H$_2$S formation step.

We investigated to what extent it could be possible that adsorption and hydrogenation could occur without the presence of an S vacancy at the S edge. For this purpose, we evaluated the S edge with 100% S and 75% H, which is a slightly lower H coverage than the equilibrium edge configuration (100% H), to leave room for thiophene adsorption. Thiophene adsorption at the S edge with 100% S and 75% H is in fact slightly exothermic (~0.1 eV). But this adsorption energy is smaller than the H adsorption energy (~0.6 eV) at the same site. Thus, H atoms will adsorb predominantly at these sites and create the equilibrium structure, and the adsorption of thiophene is favored only at reaction conditions, where hydrogen pressure is low and thiophene pressure is high. Nevertheless, a full microkinetic model must be developed before the catalytic role of the “nonvacancy” sites can be evaluated in detail.

The relative catalytic importance of the hydrogenation reactions, S–C bond scission reactions, and regeneration of the active site at the S and Mo edge are further discussed in Sections 3.5–3.8.

3.4. DDS pathway at the Mo and S edges

As discussed in Section 3.1, the DDS pathway is characterized by the initial S–C scission reaction occurring immediately after the formation of 2-hydrothiophene. Thus, the first step after adsorption of thiophene (reaction X) is hydrogenation to 2-hydrothiophene (reaction I), followed by S–C bond scission (reaction VI) to cis-butadienethiolate. The final S removal from cis-2-butadienethiolate is assumed to be similar to the final S
removal from cis-2-butenethiolate. The calculated potential energy diagrams of the DDS pathway at the Mo edge and the S edge are shown in Figs. 5 and 6, respectively. At the equilibrium Mo edge (50% S coverage and 50% H coverage), the DDS pathway is initiated by hydrogenation (reaction I), followed by S–C bond scission (reaction VI). The DDS pathway at the equilibrium S edge (100% S coverage and 100% H coverage) must (as discussed in Section 3.3) be initiated by vacancy formation (reaction VII). This is then followed by adsorption of thiophene (reaction X), the initial hydrogenation step (reaction I), and S–C bond scission (reaction VI). The barrier of reaction VI is 0.2 eV at the S edge, which is 0.9 eV lower than the barrier at the Mo edge. The present results indicate that the S edge vacancy site has a higher activity in elimination reactions of S–C bonds, which could indicate that the S edge vacancy site more readily eliminates the S–C bond in the DDS of DBT and similar molecules. The availability of the active site and the relative importance of the S and Mo edge in DDS are discussed in Sections 3.1 and 3.7.

3.5. The influence of hydrogen and H$_2$S pressure on the availability of the active sites

The brim site at the Mo edge and the vacancy site at the S edge are fundamentally different, and the interplay between the sites will depend on the relative availabilities of the sites. The Mo edge brim site is present at the equilibrium edge configuration, which has 50% S coverage and 50% H coverage, and the site is located in between the front-row S atoms with a neighboring H atom. In contrast to the readily available brim site, a large concentration of vacancy sites is not present at the S edge. Table 1 and Fig. 4 show that the energy required to remove S from the S edge by creating H$_2$S depends on the H$_2$ pressure, in the sense that at high H$_2$ pressures, the coverage of weakly bound H atoms becomes quite large, and this H gives a lower barrier for vacancy formation than the more strongly bound H. At low H$_2$ pressure, and thus at low coverage of weakly bound H atoms, the overall barrier of H$_2$S formation is given by the lowest of $E_{\text{overall}} = E_a^{\text{strong}}$ and $E_{\text{overall}} = E_a^{\text{weak}} + \Delta E$, where $E_a^{\text{weak}}$ is the activation energy of H$_2$S formation involving the weakly bound H atoms, $E_a^{\text{strong}}$ is the activation energy of H$_2$S formation involving the strongly bound H atoms, and $\Delta E$ is the energy difference in binding energy between the weakly and strongly bound H atoms. At high H$_2$ pressure, and thus at high coverage of the weakly bound H atoms, the overall energy barrier is given by $E_{\text{overall}} = E_a^{\text{weak}}$. In the current work, high coverage is defined as 0.8, which corresponds to approximately 80 bar hydrogen pressure. Quantification of high coverage could be possible using a microkinetic model. The H binding energy is $-0.6$ eV when only a single H is bound to each S dimer, whereas an additional H added to an S dimer has a binding en-
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Fig. 6. The S-edge DDS pathway of thiophene. The reference energy is the equilibrium edge configuration at HDS conditions (S edge with 100% S and 100% H) and thiophene in the gas phase. The color scheme for the atoms is the same as in Fig. 1. Arabic numerals denote intermediates, and Roman numerals denote reactions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. H and vacancy coverages at 650 K. (a) Contour plot of the H coverage as a function of the partial pressure of hydrogen and H binding energies. The dotted line marks the binding energy of weakly bound H atoms. (b) H coverage of weakly bound H at the S edge dimers. (c) Coverage of vacancies at high and low hydrogen pressure.

As discussed above, the creation of vacancies at the S edge involves reactions with H atoms, with the amount of vacancies depending on the partial pressure of hydrogen and the H coverage. Fig. 7c shows an estimate of the coverage of vacancy sites at the S edge under different reaction conditions. High H2 pressure refers to the regime in which only the weakly bound H is involved in vacancy formation, and low H2 pressure refers to the regime in which only strongly bound H is involved in vacancy formation. The calculations are based on the dissociative H2S adsorption energy and assume that equilibrium is reached and that the H2S entropy of the adsorbed state is 0 eV/K. For a particular choice of conditions like...
(P\textsubscript{H\textsubscript{2}} = 10 bar, P\textsubscript{H\textsubscript{2}}/P\textsubscript{H\textsubscript{2}S} = 100, and T = 650 K), which correspond to the low-pressure region, there is a vacancy coverage of 0.0001; however, as can be seen in Fig. 7c, this changes with reaction conditions, and the coverage of vacancy sites at the S edge typically will be in the range of 10\textsuperscript{-6}–0.1. This is much lower than the coverage of Mo edge brim site, which is close to 100%. The difference in availability of active sites has important catalytic consequences, and the active sites at the S edge must be far more active than the Mo edge brim site to play any role in HDS reactions.

### 3.6. Hydrogenation reactions

The HYD pathway is especially important for the HDS of larger molecules like DBT and is the dominating reaction pathway for the desulfurization of 4,6-DMDBT [4,7,19,27]. Although the present investigation deals with desulfurization of the much simpler and more reactive thiophene molecule, many of the hydrogenation steps observed presently likely will also be important for the key features of the hydrogenation steps of the aromatic rings in the more complex molecules. Here we analyze the relative importance of the S edge vacancy site and the Mo edge brim site in hydrogenation reactions, then examine to what extent the elementary reactions and hydrogenation reaction pathways presented in the preceding sections may describe the kinetic observations reported in the literature.

Thiophene is found to bind quite weakly (≈0.1 eV) to the Mo edge brim site, but the bond is still 0.3 eV stronger than that at the S edge vacancy site. These adsorption energies will become more exothermic if van der Waals forces can be included. Moreover, the barrier for the initial hydrogenation elementary step at the Mo edge brim site is 0.2 eV lower than at the S edge vacancy site. Based on this and the higher number of active sites at the Mo edge, it is concluded that hydrogenation reactions most likely occur at the Mo edge brim site. The difference in hydrogenation activation energy between the Mo edge brim site and the S edge vacancy site is probably related to the different H binding energy at the two edges. H is bound more weakly at the Mo edge than at the S edge. The differential desorption energy of 0.5 H\textsubscript{2} from the equilibrium structures is 0.3 eV/(0.5 H\textsubscript{2}) at the Mo edge, compared with 0.6 eV/(0.5 H\textsubscript{2}) at the S edge. Thus hydrogen may be bound too strongly at the S edge, which could explain why the H transfer processes involved in hydrogenation of thiophene on the Mo edge in Fig. 3 have barriers only equal to or very close to the thermochemical differences, whereas Fig. 4 shows that there are significant barriers at the S edge.

It has been reported that hydrogenation reactions are not significantly poisoned by H\textsubscript{2}S [27]. This has been difficult to reconcile with vacancies as the active sites, but the present finding that the hydrogenation reactions occur at the Mo brim sites without involving a vacancy explains the low inhibiting effect of H\textsubscript{2}S on hydrogenation.

The literature reports that the HYD pathway is most important for sterically hindered molecules like 4,6-DMDBT [4,7,27]. Therefore, the hydrogenation site must be able to adsorb the sterically hindered molecules. The Mo edge brim site is a very open site that can adsorb thiophene in both the η\textsubscript{1} and η\textsubscript{5} modes. These adsorption modes are of such a character that analogue adsorption of DBT or 4,6-DMDDBT is probably not sterically hindered. However, the vacancy site at the S edge is subject to steric constraints. This further supports the aforementioned conclusion that these sites are not expected to be involved in the hydrogenation of both smaller and larger sulfur-containing molecules.

During real feed HDS, the catalysts are also exposed to high concentrations of aromatics and different types of nitrogen-containing compounds [1,2]. The present findings elucidate the inhibition mechanism of the HYD pathway, in which such heterocyclic organic compounds are found to inhibit hydrogenation. Recently, we have investigated the inhibiting effect of basic nitrogen compounds using pyridine as an example. We found that pyridine is an inhibitor [58], because it not only can adsorb like benzene to the brim site, but also is able to react with H\textsuperscript{+} from neighboring SH groups, resulting in the formation of a pyridinium ion, which adsorbs more strongly than pyridine. The thiophene adsorption energy is ≈0.1 eV, significantly lower than that of the pyridinium ion (≈0.6 eV) [58]. These results allow us to explain the role of pyridine as an inhibitor and to understand the different observed kinetics of feeds including basic nitrogen-containing organic compounds.

### 3.7. S–C bond scission reactions

We investigated S–C scission reactions belonging to either the HYD or the DDS pathway. The distinction between the HYD and the DDS pathways is that in the DDS pathway, scission of the S–C bond (reaction VI) occurs after the first hydrogenation reaction (reaction I), whereas in the HYD pathway, S–C scission occurs after further hydrogenation (reaction II) of 2-hydrothiophene into 2,5-dihydrothiophene. We investigated the S–C scission reaction for three different S–C scission reactions: in 2-hydrothiophene (leading to DDS), in 2,5-dihydrothiophene, and in cis-2-butenethiolate. The latter two steps are the first and second S–C scission steps involved in the HYD pathway. In Sections 3.2–3.4 we discuss how the HYD or DDS pathways can occur at either the Mo or S edge. However, the reactants and intermediates are not forced to go through all of the elementary reactions at one edge exclusively, because the intermediates may move from one site to another, either by surface diffusion or by desorption and gas-phase diffusion. The likelihood of moving from a site at one type of edge to a site at another through desorption and gas-phase diffusion depends on the relative adsorption energy of the intermediates. The green lines in Figs. 3 and 4 indicate the adsorption energies of reactants and intermediates (reactions X–XIII); the adsorption energies are also tabulated in Tables 1 and 2. We see the quite general trend that all of the intermediates adsorb at the S edge vacancy site rather than at the Mo edge; in contrast, the reactant thiophene adsorbs most strongly at the Mo edge brim site. Therefore, it is possible that some of the elementary reactions may start at the Mo edge brim, followed by desorption of intermediates and readsoption at the S edge, where the reaction may be completed.
Later we discuss where the three different S–C reactions will occur, how reaction conditions influence the relative importance of the Mo edge brim site and the S edge vacancy site, and the interplay between these sites. The S–C scission in 2-hydrothiophene (reaction VI) is an intramolecular elimination reaction involved in DDS that does not involve a hydrogen from a neighboring –SH group as for the other S–C scission reactions investigated. The activation energy is 0.2 eV at the S edge vacancy site and 1.1 eV at the Mo edge brim site (see Table 1). The low barrier at the S edge vacancy site indicates that this site is able to break S–C bonds by elimination, whereas the high barriers at the Mo edge brim show that this site is not well suited for the elimination reaction. It should be emphasized that reaction VI occurs after the initial hydrogenation reaction (reaction I), and, as mentioned in Section 3.6, this reaction occurs primarily at the Mo edge brim. But the DDS path cannot easily continue at this edge, because reaction VI has a high barrier at the Mo edge brim site, and this reaction is competing with the further hydrogenation reaction (reaction II) involved in the HYD pathway. However, the DDS of thiophene possibly can occur if 2-hydrothiophene can move from the Mo edge to the S edge by surface diffusion. Thus, a region with high reactivity could be close to the corner region between a Mo edge and an S edge. Another possibility is that 2,5-dihydrothiophene formed at the Mo edge brim site desorbs and readsorbs at a S edge vacancy, where it is dehydrogenated to form 2-hydrothiophene before S–C scission occurs (reaction VI). In all situations, the results suggest that the S–C scission in the DDS pathway occurs at the S edge vacancy, which is consistent with the fact that the DDS pathway is strongly inhibited by H₂S [7]. The relative rate of the DDS pathway compared with the HYD pathway seems to be quite low due to the low barriers for the competing hydrogenation reaction of 2-hydrothiophene (reaction II), but a more quantitative assessment of the relative rate of the DDS and the HYD pathway requires development of a complete microkinetic model. The present results, which show that the elimination step VI has a low barrier, indicate that the S edge vacancy site also could be the active site for other types of S–C elimination reactions, such as for thiols or S–C bond scission in the DDS mechanism of DBT or 4,6-DMDBT. It also can be speculated that the S edge vacancy site may be able to eliminate both S–C bonds in 2,5-dihydrothiophene and form butadiene in a reaction mechanism similar to that found for very small clusters [60].

Furthermore, the present findings support the proposal that an S edge vacancy site is needed to remove S from DBT and 4,6-DMDBT [56,66].

Along with the intramolecular elimination reactions involved in DDS, we also studied the hydrogenolysis reactions involved in the HYD pathway that occur when S–C bonds are broken in 2,5-dihydrothiophene and cis-2-butene thiolate. The S extrusion from cis-2-butene thiolate consists of two elementary steps: the transfer of H from an SH group to the sulfur in cis-2-butene thiolate (reaction IV) and the subsequent S–C scission reaction (reaction V). The H transfer step (reaction IV) turns out to be of key importance. It has a much lower barrier at the Mo edge brim site than at the S edge, which we propose to be related to the weaker binding of H atoms at the Mo edge (see Section 3.6). In contrast to the H transfer step, the S–C scission reaction has the highest barrier at the Mo edge brim site. This appears to be analogous to the situation for step VI. The final S–C scission (reaction V) likely also will occur at the Mo edge brim site, as shown in Fig. 3, even though it has a 0.1 eV higher barrier than at a S edge vacancy site. The rate of S extrusion from cis-2-butene thiolate at the S edge vacancy site will be determined by the H transfer step. S extrusion from cis-2-butene thiolate at the S edge vacancy site is competing with the backward reaction of step III, which leads to the formation of 2,5-dihydrothiophene. The barrier of 2,5-dihydrothiophene formation is similar to the barrier of H transfer (reaction IV); thus, 2,5-dihydrothiophene may be formed and subsequently desorbed and readsorbed at the Mo edge, where cis-2-butene thiol formation can occur. The other possibility is that cis-2-butene thiolate moves to the Mo edge by surface diffusion. We did not calculate the corresponding diffusion barriers, but they can be estimated by the energy required to move cis-2-butene thiolate from a vacancy site to a site next to the vacancy, which is 1.1 eV.

From the foregoing discussion, we can conclude that the Mo edge brim site is the primary site of cis-2-butene thiol formation. In view of the results shown in Fig. 7 and the discussion in Section 3.5, it can be speculated that the H transfer step and H transfer steps in general can occur more easily at the S edge vacancy site under high hydrogen partial pressure, where weakly bound H atoms are present.

Interplay between the Mo edge brim site and the S edge vacancy site is important for the desulfurization of cis-2-butene thiolate. For example, the final S–C scission step may not occur if 2-hydrothiophene can move from the Mo edge to the S edge vacancy site.

### Table 2
Differential adsorption energies of the intermediates in thiophene HDS

<table>
<thead>
<tr>
<th>H coverage</th>
<th>0.5 H₂ (eV)</th>
<th>Thiophene (eV)</th>
<th>2,5-Dihydrothiophene (eV)</th>
<th>Cis-2-butenethiol (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S edge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100% H, 100% S</td>
<td>−0.11</td>
<td>0.21</td>
<td>−0.59</td>
<td>−0.52</td>
</tr>
<tr>
<td>75% H, 87.5% S</td>
<td>−0.56</td>
<td>0.12</td>
<td>−0.85</td>
<td>−0.62</td>
</tr>
<tr>
<td>50% H, 87.5% S</td>
<td>−0.48</td>
<td>−0.09</td>
<td>−0.12</td>
<td></td>
</tr>
<tr>
<td>Mo edge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% H, 50% S</td>
<td>−0.07a</td>
<td>(−0.02)b</td>
<td>−0.12</td>
<td></td>
</tr>
<tr>
<td>25% H, 50% S</td>
<td>−0.33</td>
<td>−0.09</td>
<td>−0.12</td>
<td></td>
</tr>
</tbody>
</table>

a Perpendicular adsorption.
b Parallel adsorption.
occur at the S edge vacancy even though the cis-2-butenethiol intermediate is formed at the Mo edge site. Such interplay between the S and Mo edges requires that cis-2-butenethiol move via surface diffusion or desorb from the Mo brim site. The present study found that cis-2-butenethiol will easily desorb due to the weak binding (~0.1 eV) at the Mo edge brim site. In this connection, it is interesting to note that thiols have been found as intermediates in the HDS of thiophene [90]. Because of their high reactivity, they are expected to be present in very small concentrations, as also has been observed experimentally [22,90].

The rate of S removal from cis-2-butenethiol will depend on the coverage of cis-2-butenethiol at the Mo edge brim site and the S edge vacancy site. At present, the coverage of cis-2-butenethiol cannot be calculated with high accuracy, due to the lack of thermodynamic data on gas-phase butane thiols; nonetheless, the relative coverage can be estimated. This coverage is a function of the Gibbs free energy of adsorption. Assuming that the entropy of cis-2-butenethiol [96] in the gas phase is similar to the entropy of cis-2-pentene, and using the upper limit of the entropy loss (found by assuming that all of the entropy is lost upon adsorption), $-T\Delta S_{\text{adsorb}}$ is 2.3 eV at 650 K and 1 atm. Thus, the entropy loss dominates the Gibbs free energy of adsorption, and the coverage of cis-2-butenethiol will be low. The large positive Gibbs free energy leads to the following simplification

$$\theta = K \cdot P / (1 + K \cdot P) \approx K \cdot P,$$

where $K$ is the equilibrium constant ($K = \exp(-\Delta G/k_B T)$), $P$ is the partial pressure of the reactant or intermediates, and $\theta$ is the coverage of the reactant or intermediates. Assuming that the entropy loss is similar at the two edges, the relative coverage is given by

$$\theta_{\text{S edge}}/\theta_{\text{Mo edge}} = \exp(-\Delta E_{\text{S edge}} - \Delta E_{\text{Mo edge}})/(k_B T),$$

where $\Delta E_{\text{S edge}}$ is the adsorption energy at the S edge, $\Delta E_{\text{Mo edge}}$ is the adsorption energy at the Mo edge, and $k_B$ is the Boltzmann constant.

The adsorption energy of cis-2-butenethiol is most exothermic at the S edge vacancy site: between ~0.5 and ~0.6 eV, depending on H coverage. In contrast, it is ~0.1 eV at the Mo edge brim site. Consequently, the coverage is 3 orders of magnitude larger at the S edge vacancy site. The activity for the final S–C scission is approximately 10 times higher at the S edge vacancy site than at the Mo brim site (a barrier difference of 0.12 eV). Combining this with the higher coverage of cis-2-butenethiol at an S edge vacancy site means that the S edge vacancy site is approximately $10^4$ times more active for the HDS of cis-2-butenethiol than the Mo edge brim site. The same analysis for 2,5-dihydrothiophene leads to the conclusion that the S edge vacancy site is approximately $10^6$ times more active in the initial S–C bond scission of 2,5-dihydrothiophene than the Mo edge brim site.

Consequently, the S edges will contribute more to the overall activity than the Mo edge if the S edge vacancy coverage is larger than approximately $10^{-4}$, which (as shown in Fig. 7c) is the case at high H$_2$ pressure or H$_2$S pressure <0.1 bar. The picture is expected to differ somewhat for species like DBT and 4,6-DMDDBT, in which geometrical hindrance of adsorption plays a larger role. For these species, the difference in adsorption energy between the different sites also may be larger and this also is expected to play a role. It can be added that the relative contributions of the different MoS$_2$ edges also depend on the sulfiding conditions, which influence the relative abundance of the Mo and S edges [57].

The present study, which investigated the reactions at a single MoS$_2$ slab, represents the structures observed in many commercial catalysts quite well. The results indicate that the relative contribution of different pathways and interaction between the S edge and the Mo edge are different in stacked multislab MoS$_2$ structures; for example, in such cases, only the top layer will expose readily accessible brim sites. This may be one reason why it is desirable to have mainly single slab catalysts in commercial catalysis, as well as why differences in activity depending on the degree of stacking degree has been found experimentally to be an important factor [97].

### 3.8. Possible rate-determining steps

The present results suggest that the regeneration of the active site is the crucial step in S removal. Regeneration of the active site at the Mo edge is comparable in energy barrier to the first S–C scission; at the S edge, the regeneration of the active site is the highest barrier involved in the HDS of thiophene. The barrier for regenerating the active site has the lowest value at the Mo edge; however, the barrier at the S edge can be lowered by high H$_2$ pressure, as discussed in Section 3.5. It is well known from the literature that H$_2$S acts as an inhibitor of S removal [7]; our results agree with this observation. The present results indicate that the S edge is inactive at low H$_2$ pressure and that catalytic reactions thus occur at the Mo edge. It is important to note that depending on the type of the active site, it can be either a site at which S is added to the equilibrium edge configuration or a site at which S is removed from the equilibrium edge configuration. Thus, a possible activity parameter could be the minimum energy required to either add or remove S from the equilibrium edge configuration. This insight can form the basis for refining the BEM model using S binding energy as the descriptor.

Various experimental studies have reported apparent activation energies in the ranges of 0.62–0.68 eV [98] and 0.83–1.01 eV [99]. Although a direct comparison to these apparent activation energies must await further study, the barriers found in the present study appear to compare well with the experimental values.

### 4. Conclusions

The present study has identified several HYD and DDS reaction pathways for thiophene HDS at both the Mo edge and the S edge, as summarized in Fig. 8. Note that as a starting point, we considered the edge configurations, which are thermodynamically most stable under realistic HDS conditions. These correspond to a Mo edge with 50% S coverage and 50% H
Fig. 8. Schematic overview over the reactions and MoS$_2$ structures involved in the HDS of thiophene. The upper part is a side view of MoS$_2$ perpendicular to the S(1010) edge, with the S and H coverage present at HDS conditions. The middle part is a schematic overview of the reactions involved in HDS of thiophene, including the possible interaction between the S(1010) edge and the Mo(1010) edge. The dotted arrows denote reactions found to be slow. The lower part is a side view of MoS$_2$ perpendicular to the Mo(1010) edge, with the S and H coverage present at HDS conditions.

coverage and an S edge with 100% S coverage and 100% H coverage; these structures are illustrated in Fig. 8.

Considering the elementary steps of thiophene hydrogenation and subsequent S–C bond scission, we have found some significant differences between the Mo and S edges, which can be summarized as follows:

1. H transfer and hydrogenation reactions have lower barriers at the Mo edge brim site (>0.2 eV lower than those at the S edge vacancy site).
2. Thiophene prefers to adsorb at the Mo edge brim site, where the binding is 0.3 eV stronger than at the S edge vacancy site.
3. 2,5-Dihydrothiophene and cis-2-butenethiol prefer to adsorb at the S edge vacancy site, where the binding is >0.4 eV stronger than at the Mo edge brim site.
4. S–C scission reactions have lower barriers at the S edge vacancy site (>0.1 eV lower than at the Mo edge brim site).
5. Regeneration of the active site has a higher barrier at the S edge (>0.5 eV higher than at the Mo edge).

Our results suggest that the HYD pathway is initiated by hydrogenation at the Mo edge, because thiophene preferentially adsorbs at the Mo edge and hydrogenation is energetically unfavorable at the S edge. In contrast, the S–C scission reaction can occur at both the Mo and S edges; which edge is preferred depends on the reaction conditions. Specifically, S–C scission preferably occurs at the Mo edge at high H$_2$S partial pressure and low H$_2$ pressures (P$_{H_2}$ < 80 bar and P$_{H_2}$S > 0.1 bar), whereas the S edge is more reactive at low H$_2$S partial pressure or high H$_2$ partial pressures. This is due to the presence of different forms of adsorbed hydrogen and the resulting changes in the availability of S edge vacancy sites, which exhibit a low barrier for S–C scission.

Because the intermediates (e.g., 2,5-dihydrothiophene and cis-2-butenethiol) prefer to bind at the S edge rather than the Mo edge, it is possible that they diffuse to the S edge after initial
hydrogenation at the Mo edge, because desorption and diffusion are facile. Therefore, we suggest that the edges can catalyze the reaction in interplay between sites; that is, thiophene adsorbs and becomes hydrogenated at the Mo edge and subsequently diffuses to the S edge, where final S–C bond scission occurs. Cis-2-butenethiol is found to be an intermediate in the HYD pathway, and the low barriers of S removal from thiol at both the Mo edge brim site and the S edge vacancy site explain the high reactivity of thiols observed in kinetic and reactivity studies [7].

We find that the DDS pathway is initiated by a hydrogenation step occurring preferentially at the Mo edge, and the subsequent S–C scission occurs at the S edge. The calculated energies and barriers indicate that the DDS pathway is relatively less important than the HYD pathway for MoS2.

The active site for thiophene HDS at the Mo edge is the so-called “brim” site, located 0.8 Å away from the edge. Note that these brim sites are present at the equilibrium edge configuration and thus should not be considered vacancies. In fact, the neighboring Mo atoms are fully coordinated by sulfur (see Fig. 8). Thus, this active site does not have to be created before the reaction can occur, but of course it must be regenerated between cycles. The active site for thiophene HDS at the S edge is a vacancy site that is not present at the equilibrium edge structure (see Fig. 8), but must be created first and subsequently regenerated between cycles. The relative concentration of S edge vacancies is significantly lower than that of the Mo edge brim sites, because the energy barrier involved in the creation of the vacancies is quite large, especially at low H2 partial pressures. Therefore, they are present only at high H2 partial pressures. In their absence (i.e., at low H2 partial pressures), S–C scission must proceed by the energetically less favorable route involving the Mo edge.

Our results suggest that regeneration of the active site is a key step in the extrusion of S from thiophene at both edges. Thus, an important activity descriptor is the energy required to either add or remove S from the equilibrium edge configurations under reaction conditions.

We find that our proposed model for thiophene HDS involving the HYD and DDS pathways clarifies several experimental observations reported in the literature. We identify the Mo edge brim sites as the hydrogenation sites for the aromatic-like thiophene molecule and see that they do not require creation of a vacancy to be active. This explains the experimental observation that H2S does not significantly inhibit hydrogenation of aromatics [7,27]. The present findings also elucidate the inhibiting effect of nitrogen-containing compounds on hydrogenation, because these species were found to preferably bind to the Mo edge brim sites [58]. At these edges, basic nitrogen containing molecules can gain extra stability through protonation by a SH group. Furthermore, the Mo edge brim site is a very “open” site that allows for adsorption of larger molecules without introducing significant steric hindrances. Thus, hydrogenation of, for example, 4,6-DMDBT likely occurs at the Mo edge brim site before desulfurization. Consequently, the S edge vacancy site also may play a large role in final removal of S from hydrogenated DBT and hydrogenated 4,6-DMDBT in a similar mechanism, where the stronger adsorption of hydrogenated intermediates at the S edge vacancy site aids S removal. This is consistent with the observed inhibition of these final steps by H2S [27].

The present results show that HDS of thiophene involves a complicated interplay among edge structures, adsorption energies of reactants and intermediates, activation barriers, and reaction conditions. This may explain why researchers have found it so difficult to concur on the kinetics of thiophene HDS. It is interesting that the present results can form the basis for the development of a microkinetic model of HDS of thiophene that could be a very useful tool in quantifying the contributions of the different edges to thiophene HDS. Knowing the nature of the different sites involved in HDS can guide future design of catalysts with specific HYD/DDS properties. We can speculate that certain additives or supports may stabilize either the S or the Mo edge, and identifying such supports or additives can enable more intelligent catalyst design.
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Density functional theory calculations are presented for CH$_x$, x = 0, 1, 2, 3, NH$_x$, x = 0, 1, 2, OH$_x$, x = 0, 1, and SH$_x$, x = 0, 1 adsorption on a range of close-packed and stepped transition-metal surfaces. We find that the adsorption energy of any of the molecules considered scales approximately with the adsorption energy of the central, C, N, O, or S atom, the scaling constant depending only on x. A model is proposed to understand this behavior. The scaling model is developed into a general framework for estimating the reaction energies for hydrogenation and dehydrogenation reactions.
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The formation of a bond between a molecule and a metal surface is an important phenomenon in a number of processes including heterogeneous catalysis [1], contact formation in molecular electronics [2], and anchoring of biomolecules to solids for sensors and other biomedical applications [3]. The adsorption energy is a key quantity describing the strength of the interaction of molecules with the surface. The adsorption energy can be measured by advanced surface science techniques [4–6]. Alternatively, density functional theory (DFT) offers the possibility of calculating adsorption energies with reasonable accuracy [7–11]. While both experiments and DFT calculations are feasible for a limited number of systems, they can hardly be performed in detail for all potentially interesting adsorption systems. There is therefore a need for simple models with the ability to estimate bond energies in a first screening of interesting systems. A successful model will also expose the important factors determining the strength of an adsorbate-surface bond. In the present Letter we will develop such a model for hydrogen-containing molecules.

We use DFT calculations to derive a number of correlations between adsorption energies, and we then present a model to explain them. The model shows how the adsorbate valency, together with the properties of the d electrons of the surface, determines the adsorption energy. We further develop the scaling model into a method for estimating hydrogenation or dehydrogenation reaction energies for organic molecules on transition-metal surfaces. The model is tested against full DFT calculations for reactions of hydrocarbons, alcohols, thiols, and amino acids.

First, we present results of extensive DFT calculations of the adsorption energies of CH$_x$, x = 0, 1, 2, 3, NH$_x$, x = 0, 1, 2, OH$_x$, x = 0, 1, and SH$_x$, x = 0, 1 on a range of close-packed and stepped metal surfaces. The study involves the close-packed fcc(111), fcc(100), hcp(0001), and bcc(110) surfaces, and the stepped fcc(211) and bcc(210) surfaces. Each of the surfaces is modeled by a (2 × 2) or a (1 × 2) surface unit cell for the close-packed and stepped surfaces, respectively. Each slab has a thickness of three layers in the direction perpendicular to the close-packed surface. These slabs are thick enough to capture the trends in the chemisorption energetics. The adsorbates and the topmost layer are allowed to relax fully in all configurations, and in the case of Fe, Ni, and Co, spin polarization is taken into account. The binding energies of the different species have been taken for the most stable adsorption sites on all surfaces. The RPBE functional [12] in the generalized gradient approximation is used to describe exchange and correlation effects. The calculational method and setup is described in Ref. [13].

Figure 1 summarizes the results of the DFT calculations. We find for all the molecules studied that the adsorption energy of molecule AH$_x$ is linearly correlated with the adsorption energy of atom A:

$$\Delta E_{AH} = \gamma \Delta E_A + \xi.$$  \hspace{1cm} (1)

There is some scatter around the linear relations, but we note that while the adsorption energies vary by several electron volts over the range of metals considered here, the mean absolute error (MAE) is only 0.13 eV. Some of this scatter is related to differences in adsorption sites for adsorbates with different amounts of hydrogen. CH$_x$, for instance, typically prefers a onefold adsorption site on the close-packed surfaces while C prefers the threefold site. If we were to use the adsorption energy of C in the onefold adsorption site as the reference, the quality of the correlation becomes significantly better (MAE = 0.06 eV); see Fig. 2. We also find that when we use a reference with the same configuration as the molecule of interest, the scaling behavior includes alloys with the same accuracy as for the elemental metals (Fig. 2).

The main observation from Figs. 1 and 2 is that the slope of the linear relationship $\gamma$ in Eq. (1) is given to a good approximation by the number of H atoms in AH$_x$ as $\gamma(x) = (x_{\text{max}} - x)/x_{\text{max}}$, where $x_{\text{max}}$ is the maximum number of H atoms that can bond to the central atom A ($x_{\text{max}} = 4$ for...
A = C, $x_{\text{max}} = 3$ for $A = N$, and $x_{\text{max}} = 2$ for $A = O, S$). Since ($x_{\text{max}} = x$) is the valency of the $AH_x$ molecule, we conclude that for the four families of molecules considered the slope only depends on the valency of the adsorbate. In the following we will consider a model that allows us to understand the origin of this effect.

For some of the considered systems, simple valency or bond-counting arguments \cite{14} can explain the results: Comparing CH, CH$_2$, and CH$_3$ on the close-packed surfaces, we generally find CH (with a valency of 3) to prefer threefold adsorption sites, CH$_2$ (valency of 2) to prefer twofold adsorption, and CH$_3$ (valency of 1) to prefer onefold adsorption. The implication of these trends is that unsaturated bonds on the carbon atom form bonds to surface metal atoms; in effect, each unsaturated $sp^3$ hybrid on the central C atom binds independently to the $d$ states of the nearest neighbor metal atoms, consistent with the slopes in Fig. 1. However, this picture cannot include adsorbed atomic C. Adsorbed C also adsorbs in a threefold site (neglecting long range reconstructions), but it does not have four bonds as would be needed to explain all the C data in Fig. 1. We also note that the overall scaling behavior is independent of the adsorption geometry and hence the details of the bonding; see Fig. 2. The scaling in Figs. 1 and 2 must therefore have a more general explanation that includes the argument above for CH, CH$_2$, and CH$_3$ as a special case.

We will base our analysis on the $d$-band model which has been used quite successfully to understand trends in adsorption energies from one transition metal to the next \cite{8,15–19}. According to the $d$-band model, it is useful to think of the formation of the adsorbate-surface bond as taking place in two steps. First, we let the adsorbate states interact with the transition metal $sp$ states, and then we include the extra contribution from the coupling to the $d$ states:

$$\Delta E = \Delta E_{\text{sp}} + \Delta E_d. \quad (2)$$

The coupling to the metal $sp$ states usually contributes the largest part of the bonding and involves considerable hybridization and charge transfer. In terms of variations from one transition metal to the next it can, however, be considered to be essentially a constant; the $sp$ bands are broad, and all the transition metals have one $sp$ electron per metal atom in the metallic state \cite{20}. According to the $d$-band model, the main contribution to the variations in bond energy from one transition metal to the next comes from the coupling to the metal $d$ states; the $d$ states form narrow bands of states close to the Fermi level, and the width and energy of the $d$ bands vary substantially between transition metals. According to the $d$-band model, all the variations among the metals observed in Fig. 1 should therefore be given by $\Delta E_d$. That means that the $x$ dependence of $\Delta E_{\text{AH}_x}(x)$ must be given by the $d$ coupling alone: Let us assume for the moment that the $d$ coupling for $AH_x$ is proportional to the valency parameter $\gamma$ defined above:

$$\Delta E_{\text{AH}_x}^{d} = \gamma(x)\Delta E_{d}^{A} \quad (3)$$

Using Eq. (1), this will lead to the kind of relationship in Fig. 1. We can write the adsorption energy of molecule $AH_x$ in terms of the adsorption energy of molecule $A$ as

\begin{align*}
\Delta E_{\text{AH}_x} & = \Delta E_{\text{sp}} + \gamma(x)\Delta E_{d}^{A} \\
& = \Delta E_{\text{sp}} + \gamma(x)\frac{E_{d}^{A}}{x(x-1)}/2
\end{align*}
\[ \Delta E^{AH} = \Delta E_{d}^{AH} + \Delta E_{sp}^{AH} = \gamma(x) \Delta E_{d}^{A} + \Delta E_{sp}^{AH} = \gamma(x) \Delta E^{A} + \xi, \]  

where \( \xi = \Delta E_{sp}^{AH} - \gamma(x) \Delta E_{sp}^{A} \) is independent of the metal in question. The parameter \( \gamma \) can be read off Fig. 1 for each \( AH \) combination; see Eq. (1). The parameter \( \xi \) can be obtained from calculations on any transition metal. In the following all model data presented are obtained using Pt(111) as the reference system.

The basic question remains, why the coupling to the \( d \) states should scale with the valency of the adsorbate as in Eq. (1). We cannot provide a general rigorous proof of the scaling, Eq. (1), and most likely no such proof exists—the scatter in Fig. 1 indicates that the linear relationship is only approximate. What we will do, however, is show that Eq. (1) should hold approximately for the kind of systems investigated in Fig. 1.

The coupling of the adsorbate states to the \( d \) band has two contributions [15,16,21], \( \Delta E = \Delta E_{d}^{hyb} + \Delta E_{d}^{orth}. \) The first term describes the energy change associated with the formation of bonding and antibonding states. Since the \( d \) coupling can often be described in second order perturbation theory [8,15,21], we can write \( \Delta E_{d}^{hyb} \approx \Delta E_{d}^{orth} \approx V_{ad}^{2}, \) where \( V_{ad} \) is the Hamiltonian matrix element between the adsorbate and the metal \( d \) states [21]. If there is more than one adsorbate state, the total interaction energy will scale with the sum of contributions from the adsorbate states, \( V_{ad}^{2} = \sum V_{ad}^{2}. \) We suggest that \( V_{ad}^{2} \) is a function of the density outside the adsorbate and the surface where the electron density from the surface around the \( C \) atom is \( n_{surf} = n_{0}. \) Now add \( H \) atoms to the C atom. Each \( H \) atom will provide electron density to the \( C \) atom, and the electron density needed from the surface to reach \( n = n_{0} \) is smaller. For a fixed adsorption site (one-, two-, or threefold), the bond length between the surface atoms and the \( C \) atom must therefore increase. Alternatively, the adsorption site can change as in the case of \( CH, CH_{2}, \) and \( CH_{3} \) discussed above. In that case we would then expect the \( C \)-metal bond length to be independent of \( x, \) since the change in metal coordination number corresponds exactly to the increase in the \( H \) coordination number for this sequence of systems. This is precisely what we find in the calculations. Returning to the general case, the electron density from the surface \( n_{surf} \) needed to obtain \( n = n_{0} \) will continue to decrease as the number \( x \) of \( H \) atoms increases. When \( x = 4 \) the \( H \) atoms must contribute all the electron density needed for the central \( C \) atom, \( 4n_{0} = n_{0}, \) since a methane molecule does not bind to the surface at all (neglecting van der Waals interactions). The density contribution from the surface at the equilibrium site for \( CH_{4} \) is therefore

\[ n_{surf} = \left( x_{max} - x \right) \frac{n_{0}}{x_{max}} = \gamma(x) n_{0}. \]  

The linear dependence on \( x \) in Eq. (5) is based on the reasonable assumption that the contribution to the electron density is the same for all \( x \) \( H \) atoms, and that the total density should add up to \( n_{0} \) [25]. The electron density \( n \) can be viewed as a generalized bond order [26,27], and the requirement that \( n = n_{0} \) then an example of bond order conservation.

Since we are using EMT to model the \( sp \) contribution to the bonding, \( n_{surf} \) denotes the \( sp \) electron density outside the surface. The decay length of \( n_{surf} \) outside the surface is given asymptotically by the work function (the energy of the Fermi level relative to vacuum). Since the \( d \) states have energies close to the Fermi level as well, their decay length is roughly the same. That means that to a first approximation \( V_{ad}^{2} \) scales with \( n_{surf}. \) We have therefore shown that the following relations hold approximately,

\[ \Delta E_{d}(x) \cong V_{ad}^{2}(x) \cong n_{surf}(x) \cong \frac{x_{max} - x}{x_{max}} = \gamma(x), \]  

which implies Eq. (1).

Given the understanding provided above, we can try to generalize the findings in Fig. 1. For any hydrogenation or dehydrogenation reaction of molecules bonding to a transition-metal surface via \( C, N, O, \) or \( S \) atoms, we should be able to estimate the reaction energy for all transition metals given the reaction energy for just one metal. For each atom \( A_{i}, i = 1, \ldots, N \) bonding to the surface, we determine the change \( \Delta \gamma_{i} \) in the valence parameter during the reaction, and we can then estimate variation in the bond energy for the full system from the variations in the bond energies of the \( A_{i}. \)
The change in the ξ parameter for the particular reaction needs to be calculated once and for all by calculating the reaction energy for one single metal. In Fig. 3, we compare the model to complete DFT calculations for hydrogenation reaction energy for one single metal. In Fig. 3, we compare the model data have been generated using calculated Pt(111) dehydrogenation reactions plotted against the model predictions.

\[
\Delta E = \sum_{i=1}^{N} (\Delta \gamma_{i} \Delta E_{A} + \Delta \xi_{i}) = \sum_{i=1}^{N} (\Delta \gamma_{i} \Delta E_{A}) + \Delta \xi. \tag{7}
\]

The agreement between the model and the full DFT calculations indicates that the model has the power to describe both the absolute magnitude and the trends in reaction energies for hydrogenation or dehydrogenation reactions of a number of organic molecules on transition-metal surfaces. We note that the scaling relations can easily be generalized so that the adsorption energy of any hydrogenated species \(AH_y\) is used as the reference instead of \(A\).

By combining the present model with the Brønsted-Evans-Polanyi-type correlations that have been established between activation barriers and reaction energies for surface reactions [8,10,11], it will be possible to estimate the full potential energy diagram for a surface catalyzed reaction for any transition metal on the basis of the C, N, O, and S chemisorption energies and a calculation for a single metal. We suggest that this will be a useful tool in screening for new catalysts. Such estimates can subsequently be followed up by full DFT calculations and experiments for the most interesting systems.

The Center for Atomic-scale Materials Design is sponsored by the Lundbeck Foundation. Additional support from the Danish Research Councils and the Danish Center for Scientific Computing are also acknowledged.

---

[25] NH₃, H₂O, and H₂S do bind weakly to the surface. This bonding by lone pairs cannot be described in the simplest EMT model. The bond lengths to the surface of the fully hydrogenated species are, however, significantly larger than for any of the less hydrogenated species, and the density contribution from the surface is small. This is therefore a small correction to the scaling picture developed here.
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Abstract

In this study, we used scanning tunneling microscopy (STM) and density functional theory (DFT) to investigate the atomic-scale structure of the active Co- or Ni-promoted MoS2 nanoclusters in hydrotreating catalysts. Co-promoted MoS2 nanoclusters (Co–Mo–S) are found to adopt a hexagonal shape, with Co atoms preferentially located at (0101) edges with a 50% sulfur coverage. The first atom-resolved STM images of the Ni-promoted MoS2 nanoclusters (Ni–Mo–S) reveal that the addition of Ni also leads to truncated morphologies, but the degree of truncation and the Ni sites are observed to depend on the nanocluster size. Larger clusters (type A) are structurally similar to Co–Mo–S exposing fully Ni-substituted (0101) edges with a 50% S coverage. Smaller clusters (type B) show dodecagonal shapes terminated by three different edges, all of which contain Ni-promoter atoms fully or partially substituting the Mo atoms. The findings may shed more light on the different selectivities observed for the Co- and Ni-promoted hydrotreating catalysts.

Keywords: Hydrotreating; Hydrodesulfurization; Hydrodenitrogenation; HDS; Model catalyst; Scanning tunneling microscopy; STM; Molybdenum disulfide; MoS2 nanoclusters; Morphology; Promoters; Ni–Mo–S; Co–Mo–S

1. Introduction

The catalytic removal of sulfur and nitrogen impurities from oil compounds by hydrotreating is a key process in modern industrial oil refining that is currently receiving considerable attention due to the increasing demand for clean fuels. To meet present and future requirements for fuels with low impurity levels, more active and selective catalysts are being requested by oil refineries [1–4]. Consequently, intense research efforts are being directed toward improving the MoS2-based hydrotreating catalyst that have been widely applied in this area for more than half a century [5–7].

The commercial hydrotreating catalysts consist of promoted MoS2 or WS2 particles distributed on a high-surface area support, such as alumina. It is well established that the MoS2 crystallites in typical high-activity catalysts are present as single-layer S–Mo–S slabs with an average size of 2–3 nm under operating conditions [5]. Furthermore, it is well established that Co or Ni added to the MoS2 increases the reactivity of the catalysts, and because only a small fraction of Co or Ni relative to Mo is needed, they are considered promoters rather than catalysts in their own right. For both promoters, the overall hydrotreating activity generally increases by more than an order of magnitude, and the specific selectivities of the sulfided CoMo or NiMo catalysts change with respect to hydrodesulfurization (HDS), hydrodenitrogenation (HDN), and hydrogenation.
Fig. 1. (a) Illustration of the phases in a sulfided Co–Mo catalyst. (b) Ball model of a bulk-truncated, hypothetical hexagonal MoS₂ nanocluster exposing the (0001) basal plane.

(HYD). Thus, the effect of the two promoters may be quite different [5,8].

Many studies have been carried out to correlate the structure of the active promoted phases in catalysts to the reactivity [5, 9–17], and general consensus has been reached in the literature on the so-called “Co–Mo–S” model [5]. This model originates from the finding that Co atoms may be located at the edge positions of MoS₂ nanostructures [18,19], and the observations that the Co–Mo–S structures are responsible for the promotion of the reactivity [19,20]. Co is present in three different phases in the catalyst (Fig. 1a). The catalytically most interesting Co–Mo–S phase has an MoS₂-like texture, into which Co atoms are incorporated. Co–Mo–S is non-stoichiometric with respect to the Co/Mo ratio, and no unit cell can be defined in the crystallographic sense. For unpromoted MoS₂, it has long been known that only the edges, not the basal plane sites, are active [5,21,22], and thus it has been proposed that the Co atoms located at edge positions create new and more active sites by, for example, providing active sites in the form of sulfur vacancies at or next to the Co sites [18,19,23,24]. But the exact origin of the promoting role of Co remains a matter of intense debate, since most analysis tools provide only indirect evidence of the location of Co in Co–Mo–S structures [12,25–28]. Fewer structural studies have been performed for the Ni-promoted system [29–31]. It is generally believed that a Ni–Mo–S phase exists with a structure similar to Co–Mo–S, but no direct experimental information is available on the location of the Ni promoters on Ni–Mo–S. Theoretical studies based on slab models [32–37] or calculations of cluster structures [38] have been used to investigate the affinities for Co or Ni to replace Mo at the MoS₂ edges, and such studies have also provided information on the sulfur coverage at the edges under experimental and reaction conditions.

Recently, we used high-resolution scanning tunneling microscopy (STM) to investigate the atomic-scale structure of MoS₂ and Co–Mo–S nanoclusters on a gold [39–42] or a graphite model substrate [43]. The main advantage of using STM to study model catalysts is that it provides real-space, atom-resolved microscopy images of the individual nanoclusters, making it possible to resolve some of the above-mentioned important questions related to the detailed structure and morphology of the Co–Mo–S and Ni–Mo–S nanoclusters. In particular, the present study has provided the first experimental microscopy images of single Ni promoter atoms in Ni–Mo–S, along with theoretical support for previous STM studies of Co–Mo–S clusters [39]. Interestingly, we observed significant differences in the morphology and atomic-scale structure of Ni–Mo–S compared with Co–Mo–S; such insights may provide the basis for a better understanding of the differences in activity and selectivity in the two promoted systems. This insight may also shed more light on the observation that direct desulfurization (DDS) and HYD routes in HDS are not always inhibited in the same way in Ni–Mo–S as in MoS₂ or Co–Mo–S in the presence of nitrogen-containing compounds [7,44,45]. This is explained in terms of competitive adsorption on the sites responsible for sulfur extrusion or HYD. We have previously shown that metallic brim states at the edges of unpromoted MoS₂ nanoclusters are active as HYD sites [42,46], whereas sulfur vacancies formed at the edges are active in direct sulfur extrusion. Interestingly, we observed in this study several metallic edge states in the promoted clusters as well, and, given the potential importance of these in HYD reactions, we have provided a thorough electronic structure characterization of these metallic edge states in both Co–Mo–S and Ni–Mo–S.

2. Methods

2.1. Experimental details

The experiments were performed in an ultra-high vacuum (UHV) chamber equipped with standard surface analysis equipment and equipment for depositing refractory metals by e-beam evaporation and for introducing high-purity gases to the chamber. The homebuilt Aarhus scanning tunneling microscope [47] was used for the experiments.

As demonstrated in previous studies for the unpromoted MoS₂ model catalysts [40–42] and the first studies of Co–Mo–S [39], a single crystal Au(111) surface can be used as a suitable model substrate to synthesize highly dispersed ensembles of Co–Mo–S or Ni–Mo–S nanoclusters. Recently, the same surface was used to synthesize other supported sulfide nanostructures [48,49]. STM studies have shown that a graphite
(HOPG) substrate also can be used [43] for the synthesis of MoS₂ nanoclusters and the edge structure of the supported MoS₂ nanoclusters was observed to be identical to MoS₂ supported on gold. But in these studies, the Au(111) substrate was preferred, because it exposes the characteristic herringbone reconstruction [50], providing a regular array of nucleation sites for metal atoms and thereby facilitating a high dispersion of submonolayer amounts of Mo, Ni, or Co into nanoclusters [40, 51–53]. The Au(111) single crystal surface was prepared by cycles of Ar⁺ sputtering, followed by annealing at 900 K for 10 min. This procedure generated a clean and regular Au(111) surface, as judged by Auger electron spectroscopy (AES) and STM. For the synthesis of Co–Mo–S and Ni–Mo–S nanoclusters, the pure metals were evaporated onto the substrate using an e-beam evaporator (Oxford Applied Research, EGCO-4).

Using the approach described in Ref. [39] as the starting point, we investigated a number of synthesis procedures for formation of the mixed phases of both the Ni- and Co-promoted MoS₂ nanoclusters. Using the procedure to form unpromoted MoS₂ nanoclusters as described in Refs. [40,54] and subsequently deposit Co or Ni in a sulfiding atmosphere of 10⁻⁶ mbar of H₂S, we found that this approach did not lead to the spontaneous formation of bimetallic sulfided structures. Instead, well-separated MoS₂ nanoclusters and cobalt-sulfide or nickel-sulfide patches could be identified in atom-resolved STM images. The bimetallic Co–Mo–S and Ni–Mo–S nanoclusters could be formed when Mo was simultaneously deposited together with Co or Ni, respectively, in the sulfiding atmosphere of 10⁻⁶ mbar of H₂S. This step was followed by postannealing at temperatures of 673 K while maintaining the sulfiding atmosphere to further crystallize the nanoclusters. The most efficient method involved deposition of Mo onto the Au(111) surface in a sulfiding atmosphere to form sulfided Mo embryos, followed by co-deposition of additional Mo together with Ni or Co to form a capped layer of bimetallic sulfide. The total coverages in all experiments were calibrated before the S exposure and were estimated to be 10 ± 1% of a monolayer (ML) for Mo and 4 ± 1% ML for Ni and Co.

2.2. Computational details

The theoretical calculations were based on DFT using the generalized gradient approximation for the exchange-correlation part of the total energy functional. The edges of single-layer MoS₂ particles were investigated using a model consisting of semi-infinite slabs of MoS₂ repeated in a supercell geometry, as reported in [32,54,55]. The stripes used for the calculations in this work were composed of repeat units containing one or two MoS₂ units. Each supercell exposed the (1010) edge at one edge and the (10T0) edge at the other. The edges were separated by six unit cells of MoS₂. Promoted structures were obtained by replacing Mo with Co or Ni at the relevant edge positions. In the case of Co, all Mo atoms at the (1010) edge were replaced by Co, which is known to be the most energetically favorable location of Co [34,38,56]. In the case of Ni, locations at both edges were considered and either 50 or 100% of the Mo atoms at the edge were replaced by Ni. Hydrogen adsorption was also investigated, but based on the adsorption energies found, the concentration of adsorbed hydrogen was estimated to be negligible under experimental conditions for all Co–Mo–S and Ni–Mo–S edges investigated. The plane wave DFT code DACAPO [57,58] was used for all calculations. The Brillouin zone was sampled by Monkhorst–Pack sampling [59] using 12 k-points in the x-direction and 1 k-points in the y- and z-directions for the 1 × 6 stripe and 6 k-points in the x-direction and 1 k-points in the y- and z-directions for the 2 × 6 unit-cell. A plane wave cutoff of 30 Rydberg and a density cutoff of 60 Rydberg were used for the Co–Mo–S calculations, and a plane wave cutoff of 25 Rydberg and a density cutoff of 50 Rydberg were used for the Ni–Mo–S calculations. This double-grid technique [60] ensured sufficient accuracy of energies and forces. Ultrasoft pseudopotentials were used for all species except sulfur, for which a soft pseudopotential was used when investigating Co–Mo–S [61,62]. Ultrasoft pseudopotentials were used for all species when investigating Ni–Mo–S, allowing for the lower plane wave cutoff. Fermi smearing with an electronic temperature of k_BT = 0.1 eV/Å was used for all calculations. The PW91 functional [63] was used as an exchange-correlation functional. Co and Ni are both magnetic materials; thus, all calculations were performed spin-polarized. All structures were relaxed until the remaining total force was below 0.1 eV/Å. We carefully checked that our results were well converged with these parameters.

Relative edge free energies for the promoted edges (γ) were used to evaluate the edge stability at experimental conditions and were calculated using the DFT energies and the thermodynamic model introduced by [38,54,64,65] by considering the chemical potentials of sulfur (μ_S) and hydrogen (μ_H) [41,54]. As described in detail in Refs. [41,54], it was necessary to consider chemical potential parameters for both synthesis conditions (sulfiding: μ_S = −0.39 eV, μ_H = −1.08 eV) and vacuum conditions (imaging: μ_S = −0.29 eV, μ_H = −0.49 eV) due to the quench-and-lookup approach in the experiments. For the STM analysis in this paper, simulated STM images were calculated using the Tersoff–Hamann model [66]. The STM simulations were performed as reported in [54] by matching the corrugation of the MoS₂ basal plane to the experimentally measured value of 0.2 Å and then plotting calculated contours of constant local density of the electron states. For some simulations, the effect of the Au substrate also was included, but generally this did not change the qualitative appearance of the edges [55].

3. Results and discussion

The synthesis procedure for the promoted hydrotreating model catalyst produces two significantly different types of surface structures: (i) cobalt- or nickel-sulfide islands at the Au(111) step edges, and (ii) well-dispersed Co–Mo–S or Ni–Mo–S nanoclusters on the terraces of the Au(111) substrate. The growth of cobalt or nickel-sulfide islands at the substrate step edges (Figs. 2a and 2b) arises due to the excess amounts of Ni or Co added relative to the available number of substitutional sites on the MoS₂ nanoclusters. The tendency to form
these sulfides at the step edges is initiated by a high mobility of Co and Ni on the Au(111) surface in the presence of H$_2$S. The structures observed with STM match the (111) facets of Co$_3$S$_4$ and Ni$_3$S$_2$, respectively, but considering the fact that such sulfides do not have an appreciable HDS reactivity [5], the following discussion concentrates on the much more interesting crystalline Co–Mo–S and Ni–Mo–S nanoclusters nucleated on the Au(111) terraces.

The main indicator for the formation of promoted Co–Mo–S and Ni–Mo–S phases is a pronounced change in the equilibrium morphology relative to that of unpromoted MoS$_2$ nanoclusters. The large-scale STM images in Fig. 3 clearly illustrate this change in morphology. The unpromoted MoS$_2$ nanoclusters (Fig. 3a) are mainly triangular while the Co–Mo–S (Fig. 3b) and Ni–Mo–S (Fig. 3c) exhibit truncated morphologies. The unpromoted triangular MoS$_2$ nanoclusters shown in Fig. 3a have previously been characterized in detail [40–42,67], and they are characterized as single-layer MoS$_2$ nanoclusters oriented with the MoS$_2$(0001) facet in parallel to the substrate. The changes observed in the morphology of the promoted clusters relative to the triangular MoS$_2$ nanoclusters formed under the same conditions were invoked only by the presence of promoter atoms (with all other synthesis parameters the same); thus, the observed shift in morphology can be attributed directly to the incorporation of promoters into the MoS$_2$ structure, that is, the formation of Ni–Mo–S or Co–Mo–S structures.

Atomically resolved STM images of Co–Mo–S and Ni–Mo–S nanoclusters also revealed a flat and perfectly crystalline basal plane consisting of hexagonally arranged protrusions with an interatomic spacing of 3.16 Å (Figs. 4a and 7a). The height profile of the clusters corresponded to the values found for the single-layer MoS$_2$ nanoclusters in previous studies [40]; thus, the addition of the promoters left the internal structure of the cluster unchanged as MoS$_2$. Therefore, the truncated morphology of the promoted clusters may be explained by a perturbation of the edge free energy of the two low-index edge terminations of MoS$_2$ driven by the affinity of Co or Ni to replace Mo at the edges.

3.1. Co–Mo–S morphology

The near-hexagonal shape observed for Co–Mo–S implies that two types of low-indexed edge terminations are exposed in the clusters (see Fig. 4a). The exact shape is according to the Wulff-theorem determined by the competition between two low-index MoS$_2$ edges, referred to as the (1010) edge (S edge) and (10$ar{1}$0) edge (Mo edge), as illustrated in Fig. 1b for a hypothetical, single-layer MoS$_2$ nanocluster [5,40,64,68]. The triangular shape observed previously for unpromoted MoS$_2$
Fig. 4. (a) Atom-resolved STM image of Co–Mo–S (51 × 52 Å², \( V_l = 95.2 \) mV, \( I_t = 0.81 \) nA). (b) Ball model of the Co–Mo–S. (c) Side view of the MoS₂(10\( \bar{1}0 \)) edge. (d) Side view of Co-substituted Co–Mo–S(10\( \bar{1}0 \)) edge. S: yellow, Mo: blue, Co: red.

Fig. 5. (a) Ratio of edge free energies (\( \gamma(10\bar{1}0)/\gamma(10\bar{1}0) \)) is connected to the cluster shape. (b) Histogram of relative edge free energies for Co–Mo–S particles, and (c) for Ni–Mo–S.

(3.2) reflected that the ratio of the edge free energies of these edges was greater than a factor of two (\( \gamma(10\bar{1}0) > 2\gamma(10\bar{1}0) \)); that is, only (10\( \bar{1}0 \)) edges (Mo edges) we exposed. The situation is clearly changed for Co–Mo–S and as was shown in Ref. [39], it is possible in atom-resolved STM images to identify both the (10\( \bar{1}0 \)) edge and (10\( \bar{1}0 \)) edge in the Co–Mo–S particles. In the present study, measuring the distribution of both edges for a large number of clusters provides an estimate of the ratio between the edge free energies in Co–Mo–S (10\( \bar{1}0 \)) to be 1.1 ± 0.2; that is, the (10\( \bar{1}0 \)) edge is only slightly more stable in Co–Mo–S (see Figs. 5a and 5b).

3.2. Co–Mo–S edge structure

On the basis of the detailed atomic-scale information provided by the STM images (Fig. 4), a structural model of the Co–Mo–S nanoclusters was proposed in Ref. [39] in which the Co–Mo–S clusters are terminated by (10\( \bar{1}0 \)) edges with no Mo atoms substituted by Co and (10\( \bar{1}0 \)) edges in which all Mo atoms are substituted by Co atoms. The unpromoted (10\( \bar{1}0 \)) edge type in Co–Mo–S, shown in Fig. 4a, is characterized by a row of edge protrusions located with the regular 3.16 Å interatomic distance of MoS₂, but with the edge protrusions clearly located out of registry with the lattice of S atoms belonging to the basal plane. This edge also is identified by the presence of a bright brim (0.4 ± 0.1 Å) located adjacent to the outermost edge protrusions. This appearance is in exact qualitative and quantitative agreement with the (10\( \bar{1}0 \)) edge structure observed for unpromoted MoS₂ triangles [40,41,55].

The morphological change observed with STM for the promoted system is thus induced by the tendency for Co to be located only at the Co–Mo–S(10\( \bar{1}0 \)) edges. As depicted in the ball model in Figs. 4b and 4d, the Co–Mo–S(10\( \bar{1}0 \)) edges are proposed to have a tetrahedral coordination of the Co atoms if the outermost sulfurs are bridge-bonded S monomers. The edge stabilities obtained from DFT calculations in Fig. 6a confirm this configuration, as well as a configuration with 75% sul-
Fig. 6. (a) DFT results for Co–Mo–S(1010) edges (S: yellow, Co: red, (2 × 6 unit cell). (b) STM simulation (1 × 6 unit cell) of the Co–Mo–S(1010) edge with 100, 75, and 50% sulfur. (c) Band structure of the MoS$_2$ slab exposing the 50% S Co–Mo–S(1010) and MoS$_2$(1010). (d) Plot of the wavefunction contours associated with the three metallic edge states in Co–Mo–S.

Further as the most stable structures differing by only 0.02 eV/Å in edge free energy. Edge terminations with sulfur coverage <50% are not considered further, because such configurations were found to be very unstable [36,38,56]. The possibility that Co substitutes only a fraction of the Mo atoms at the Co–Mo–S(1010) edges can also be ruled out, because this would not give rise to the observed regular edge pattern in STM images. A detailed comparison of the experimental image with a simulated edge reveals the structure of the observed Co–Mo–S edge. A grid superimposed on the basal plane S atoms near the Co–Mo–S(1010) edges in the experimental image (Fig. 4a) shows edge protrusions located at positions in registry with the basal plane S lattice. Compared with the position of the bulk lattice, however, a slight displacement of ~0.5 Å perpendicular away from the edge can be seen. The (1010) edge also exhibits a very bright brim parallel to the edge in the row immediately behind the edge protrusions. The brim structure is significantly brighter than that of the (1010) edge, with a height of 0.9 ± 0.2 Å above the basal plane atoms.

Agreement with this appearance in the STM image was obtained only for the simulation of the Co–Mo–S(1010) edge with 50% S coverage (Fig. 6b). This assignment of the structure of the Co-promoted edge is in good accordance with previous STM simulations by Schweiger et al., who also used a calculation of a cluster structure to directly calculate the relative stability of the two edge types in Co–Mo–S as a function of $\mu_S$ [38]. The predicted truncated hexagonal shape was also in agreement with the experiment in Ref. [39].

The STM simulation for the Co–Mo–S(1010) edge shows that protrusions at the edges reflect the position of the monomer S atoms, and that a bright brim is present at the position of the adjacent row of sulfur atoms. These sulfurs are also coordinated to the substituted Co atoms. As in the experimental image, the brim in the simulated image (Fig. 6b) also shows a significant corrugation in cross-sections drawn parallel to the edge. It is important to emphasize that the bright brim in Co–Mo–S does not reflect S atoms located geometrically higher than the basal plane. Our STM simulations and that in Ref. [38] performed without the gold substrate also show that this qualitative appearance is not influenced by the gold substrate. As for the MoS$_2$(1010) edges [54,55], the brim is related instead to a perturbation of the electronic structure at the edges of the clusters and the existence of metallic, one-dimensional edge states.

The edge states in Co–Mo–S are revealed in the electronic band structure diagram shows three bands (denoted I, II, and III$_{Co}$) penetrating into the band gap region of MoS$_2$ and crossing the Fermi level. Edge states I and II pertain to the MoS$_2$(1010) edge and are the same as those reported previously in [55]. In the plot of the wave-function contours in Fig. 6d, the edge state III$_{Co}$ is located directly at the Co-substituted Co–Mo–S(1010) edge. The edge state is localized on the outermost four rows of atoms counted inward from the edge and is responsible for the very intense bright brim. The resemblance of the brim associated with the metallic edge state III$_{Co}$ pertaining to the promoted edge with that of the unpromoted MoS$_2$ nanoclusters is very interesting from a catalytic standpoint, because the metallic brim sites on the MoS$_2$(1010) edges are relatively strong adsorption sites active in HYD and the C–S splitting of thiophene molecules [42,46]. In particular, it is speculated that the close vicinity of the metallic brim sites and edge sites on the Co–Mo–S(1010), which contains intrinsically undercoordinated Co atoms, may provide a favorable environment for reaction.

3.3. Ni–Mo–S morphology

A distinct change of the particle morphology of Ni–Mo–S is also observed relative to that of the unpromoted MoS$_2$ nanoclusters (Figs. 3a and 3c). However, in contrast to the Co-promoted case, two types of Ni–Mo–S clusters are seen. These clusters are distinguished in terms of the size and shape and may coexist on the same sample. The first type (Fig. 7) is characterized by a truncated triangular shape similar to that of the Co–Mo–S nanoclusters. The second (Fig. 8) shows a more com-
Fig. 7. (a) Atom-resolved STM image of type A Ni–Mo–S (61 × 61 Å², $V_t = -600$ mV, $I_t = -0.51$ nA). (b) Ball model of type A Ni–Mo–S. (c) Side view of the MoS$_2$(10T0) edge. (d) Side view of the Ni–Mo–S(1010) edge. S: yellow, Mo: blue, Ni: cyan.

Fig. 8. (a) Atom-resolved STM image of type B Ni–Mo–S (39 × 40 Å², $V_t = -520$ mV, $I_t = 0.44$ nA). (b) Ball model of type B Ni–Mo–S. (c) Side views of Ni–Mo–S(1010), Ni–Mo–S(10T0) and Ni–Mo–S(1120) edges. S: yellow, Mo: blue, Ni: cyan.

Complex morphology that fits a dodecagonal shape. In what follows, the truncated triangular structures are referred to as type A Ni–Mo–S, and the dodecagonal-like nanoclusters are termed type B Ni–Mo–S.

The distribution of type A and type B Ni–Mo–S nanoclusters is very sensitive to the annealing temperature of the preparation. The particle size distribution shown in Fig. 9 illustrates this effect for three synthesis temperatures in the range 673–773 K. At the normal synthesis temperature of 673 K, the size distribution exhibits a quite typical distribution due to nucleation and growth on a uniform substrate. The average size of the nanoclusters is ~800 Å², and a small shoulder is found at higher values. As the temperature is increased, the distribution shifts to a clear bimodal distribution, with a peak remaining close to the original size of ~800 Å² and a much broader peak at higher average size that increases in intensity and shifts to higher values as a function of temperature. The gradual redistribution of the average cluster size is attributed to a higher surface mobility during synthesis at increased temperatures. The correlation between the cluster shape and size indicates that the peak fixed at ~800 Å² is associated exclusively with the dodecagonally shaped type B Ni–Mo–S, whereas the larger clusters exclusively adopt the shape corresponding to the truncated triangular type A Ni–Mo–S. After prolonged sulfidation (up to 1 h), the unexpected bimodal distribution remained the same, indicating that the observations are not the result of kinetic limitations during growth. Interestingly, these observations indicate that the equilibrium shape of Ni–Mo–S (i.e. the ratio of edge free energies) depends on the size of the particles. A surprising variation in edge structure and sulfur coverage as a function of nanoclus-
Fig. 9. Particle size distribution for Ni–Mo–S prepared at three temperatures from 673 to 773 K. Bin size is 200 Å². For clarity, the distribution is fitted with Gaussians assuming a bimodal distribution.

3.4. Type A Ni–Mo–S edge structure

Fig. 7 shows an atomically resolved STM image of a type A Ni–Mo–S particle. The hexagonal morphology observed with STM directly implies that both low-index edge terminations of MoS₂ are exposed in the nickel promoted clusters, i.e. a (10ő10) edge and a (10ī0) edge. The longer edges of the Ni–Mo–S nanocluster in Fig. 7 are observed to be identical to the fully sulfided MoS₂(10ī0) edges (100% S) observed on unpromoted MoS₂ triangles. Thus, for the larger type A Ni–Mo–S, the substitution of Ni promoter atoms appears to be disfavored at the (10ī0) edges under the conditions of the experiment. As shown in Fig. 5c, the ratio between the edge free energies of the Ni substituted Ni–Mo–S(10ī0) edge and the unsubstituted (10ī0) edge is found to be $\gamma_{(10ī0)}/\gamma_{(10ī0)} = 1.3$ for the type A Ni–Mo–S; that is, the relative stability is slightly in favor of the unpromoted (10ī0) edge.

In Fig. 7, the Ni–Mo–S(10ī0) edges in the Ni–Mo–S nanocluster are again observed to contain a very intense brim in the second row behind the edge. A line scan reveals the height of the brim in Ni–Mo–S to be 0.8 ± 0.1 Å, slightly lower than that of the corresponding Co–Mo–S(10ī0) edges. Furthermore, the edge protrusions themselves are observed to be placed in registry with the basal plane atoms, and the outermost protrusions are shifted slightly (~0.8 Å) away from the edge. Edges with alternating Mo and Ni atoms located on the (10ī0) edge have been proposed to be energetically feasible [36], but the present experiments demonstrate no tendency to form edges with a partial Ni-substitution in the type A Ni–Mo–S nanoclusters, which would give rise to patterns in STM linescans with a periodicity larger than the observed single atomic distance. (The situation may be different for type B Ni–Mo–S, as discussed below.) Therefore, we associate the Ni–Mo–S(10ī0) edges in Fig. 7 with a structure in which Ni atoms have completely replaced every Mo atom at the edge positions.

Numerous edge configurations of Ni–Mo–S(10ī0) are possible, and due to the comparatively small differences in energy, we have investigated many of them in detail, simulating the corresponding STM images (Fig. 10b and Supplementary material). The most significantly reduced configurations (0 and 25% sulfur coverage) are found to be energetically unstable and thus not presented here. We also do not see evidence of partially Ni-substituted (10ī0) edges. The three most stable configurations corresponding to 50, 75, and 100% sulfur coverage are shown in Fig. 10a. A fully sulfided Ni–Mo–S(10ī0) edge is the most stable structure in terms of edge free energies, with the 75 and 50% S coverages being about 0.03 eV/Å less stable. Only the simulation of the 50% sulfur coverage is, however, found to match the experimental images of the Ni–Mo–S(10ī0) (Fig. 10b and Supplementary material). This difference may be due to a corner effect that dominates for the rather short cluster edges of an effect of the substrate, which is not accounted for in the DFT calculations. The relative edge free energies for the 50, 75, and 100% S coverage are the same within 0.03 eV/Å, and, given, the short edges (10–20 Å), a small offset in energy due to a corner effect might change the stability. The Ni–Mo–S(10ī0) edge terminations have been investigated by Schweiger et al. [38], who also calculated the equilibrium shape. A similar apparent offset in the energies seems to be present in these studies because the observed 50% S coverage and ratio of edge free energies if Ni–Mo–S type A $(\gamma_{(10ī0)}/\gamma_{(10ī0)}) = 1.3$ is predicted only at a significantly lower chemical potential of sulfur than used in the experiment.

The STM simulation given in Fig. 10b shows the unpromoted MoS₂(10ī0) edge with dimers (upper part) appearing as in previous studies [40,55]. For the Ni–Mo–S(10ī0) edge, the best match is clearly seen for the 50% S coverage, where the protrusions on the Ni–Mo–S(10ī0) edge (lower part) reflect sulfur monomers, and, as observed in the experiment, a very bright brim is located on the sulfurs in the second row behind the edge. Again, the bright brim of the Ni–Mo–S(10ī0) edge can be related to edge states that render the Ni-substituted edge metallic. In the band structure for this edge configuration (Fig. 10c), four bands are seen to cross the Fermi level. From the plot of the wavefunction contours, edge states I and II are found to belong to the MoS₂(10ī0) edge, whereas edge states IIIₙ and IVₙ are located at the Ni-substituted Ni–Mo–S(10ī0) edge. Edge state IIIₙ is similar to edge state IIIₙ of the Co–Mo–S(10ī0) (Fig. 6d) and is the state giving rise to the bright brim. Nonetheless, it is interesting that the edge state IVₙ has...
no Co–Mo–S counterpart. This edge state has a $p_z$-like geometry on the front S atoms. The possibilities that this edge state plays a role in catalysis and that the different activity and selectivity of Ni–Mo–S compared with Co–Mo–S is related to this additional metallic edge state in Ni–Mo–S should be investigated.

In conclusion, it was found that the truncated hexagonal type A Ni–Mo–S clusters are terminated by unpromoted, fully sulfided MoS$_2$(1010) edges and fully Ni-substituted Ni–Mo–S(1010) edges with 50% coverage of sulfur.

3.5. Type B Ni–Mo–S edge structure

The smaller type B Ni–Mo–S clusters (Fig. 8) are characterized by a markedly different cluster shape than type A Ni–Mo–S (Fig. 7). The shape of type B Ni–Mo–S particles can be described as dodecagonal, that is, particles exposing 12 edges. Thus, the shape of type B Ni–Mo–S particles cannot be described as originating from a simple low-index edge-truncated shape of a triangle as in the Wulff-type model in Fig. 1b. Instead, a model that includes edges with higher Miller indices must be included. As shown in Fig. 8, a model in which a MoS$_2$ hexagon exposing Ni–Mo–S(1010)-type edges and Ni–Mo–S(1010)-type edges is truncated at the corners by 6 new edges of the (1120)-type matches the experiment closely. Thus, in the smaller type B Ni–Mo–S, the Ni not only seems to affect the S edges, but also appears to stabilize edges of the (1120) type.

A ball model of a type B Ni–Mo–S cluster is illustrated in Fig. 8b. Note that the cluster in the experimental image (Fig. 8a) contains only 11 edges; that is, only five of six possible corners have been truncated by Ni to form Ni–Mo–S(1120) edges. The Ni-substituted Ni–Mo–S(1010) edges are readily identified in the atom-resolved image in Fig. 8 because they are imaged in the same way as the Ni–Mo–S(1010) edges in the larger type A Ni–Mo–S particles (Fig. 7). Also note that one of the Ni–Mo–S(1010) edges in Fig. 8 exhibits a pattern most likely resulting from partial substitution of Mo with Ni (indicated by a black dashed circle), but this is observed only rarely and thus should be considered more a single defect than a stable structure.

In the STM image in Fig. 11a, the outermost edge region of the type B Ni–Mo–S(1010) edges has a very low intensity. This observation may indicate that sulfur atoms are missing on the (1010) edges compared with the fully sulfided edges observed in type A Ni–Mo–S, Co–Mo–S, and MoS$_2$. To understand the observed structure for type B Ni–Mo–S, further DFT calculations were performed for the (1010) edges. For the theoretical analysis, models of the (1010) edges in which Mo edge atoms are either fully substituted by Ni atoms or partially substituted with alternating Ni on every second site are considered. These configurations represent parts of the (1010) edges terminated with either Ni–Ni or Ni–Mo sections, respectively. The relative edge free energies in Figs. 11c and 11e are calculated with the same reference and thus are directly comparable. The fully Ni-substituted Ni–Mo–S(1010) with 0% sulfur is seen to be most stable. But again, the edge free energy differences relative to the most stable partially substituted edges are of the order of 0.04 eV/Å; thus, for short edges (~10 Å), as in type B Ni–Mo–S, partial substitution cannot safely be neglected. The
fully Ni-substituted edge with 0% sulfur coverage represents the parts of the \((\overline{1}010)\) edge with neighboring Ni–Ni pairs near the corners as shown in (Fig. 11b). The simulation (Fig. 11d) produces a bright region behind the Ni row, as seen in the experiment. These brim regions have a comparable height to the brim on the Ni-substituted \((\overline{1}010)\) edge, as also seen in the experiment; moreover, the outermost edge region in which no S atoms are present indeed has a very low intensity. Due to the higher affinity of Mo to sulfur, the situation is likely different in the middle part of the edge, where both Ni and Mo are present at neighboring sites on the edge. Fig. 11e shows the three sulfur coverages in the range 50–100% found to be most likely edge terminations for an edge exposing alternating Ni or Mo atoms (50% Ni substitution). All three investigated sulfur coverages in the range 50–100% are very close in terms of edge free energy (\(<0.01\text{ eV/Å}\)); however, the STM simulations of the edge with 75% (Fig. 11f, lower part) or 100% sulfur show no clear match with the experimental image. Instead, the 50% S-covered edge (Fig. 11f, upper part) reproduces the experimental STM image, including the bright protrusion behind the Ni site and a depleted intensity behind the Mo site. Furthermore, it is seen that both S atoms adsorbed on Ni or Mo are associated with a very low intensity, as also observed in the experiment. Note that previous DFT studies also found a very small energy difference between an unpromoted and a Ni-substituted \((\overline{1}010)\) edge [38]; a competition between the two promoted and unpromoted edges depending on the experimental conditions was proposed.

Our STM findings clearly reveal that both configurations may coexist on the same edge. This finding implies that the tendency for Ni substitution is linked to the overall cluster size and appears to be predominant only at positions adjacent to a \((1 \overline{1}20)\) edges of the octahedral Ni–Mo–S type B particles.

The short edges on either side of the Ni–Mo–S\((\overline{1}010)\) edge in Fig. 11a appear to be based on the \((1 \overline{1}20)\) edge structure. They are identified by their orientation \(\pm 30\) degrees relative to the \((\overline{1}010)\) and \((\overline{1}010)\) edges and also by the two bright protrusions (see Fig. 8a) separated by \(\sim 5.5\ \text{Å}\), which precisely matches the interatomic periodicity of 5.47 Å in the direction parallel...
to the (11\(\bar{2}0\)) edges of MoS\(_2\) (Fig. 8b). The observation of these edges in equilibrium structures is highly interesting, because such high-index-edge terminations were once considered too energetically unfavorable. The Ni is structurally similar to the Ni on the Ni–Mo–S (10\(\bar{1}0\)) edge but has a lower sulfur coordination, because only S monomers are present on the neighboring Ni–Mo–S (10\(\bar{1}0\)) edge. The more open structure of the corner site may provide an attractive site for hosting reactive sulfur vacancies during reaction conditions, and clearly an improved understanding of the catalytic relevance of such sites in future DFT and STM investigations is important. Typically the (11\(\bar{2}0\)) edges are very short, spanning only a single unit cell, and thus could be considered a corner effect for the finite-size clusters; surprisingly, however, we even observed clusters with (11\(\bar{2}0\)) edges two or three unit cells wide. The abundance of these edge terminations suggests that the (11\(\bar{2}0\)) cluster termination must have comparable edge free energy to the more closely packed (10\(\bar{1}0\)) and (\(\bar{1}0\)10) edges for this cluster size.

Cluster DFT calculations of Ni–Mo–S particles of different sizes could shed more light on the observed size-dependent affinity for Ni substitution and Ni–Mo–S morphology. They also could help determine whether the (11\(\bar{2}0\)) edges should be considered a stable edge termination of Ni–Mo–S or a corner effect that dominates only for the smallest Ni–Mo–S clusters.

### 4. Comparison of Co–Mo–S and Ni–Mo–S structures with X-ray absorption results

It is interesting to compare the present surface science results with previous X-ray absorption fine-structure (XAFS) studies that have provided information on the average interatomic distances and coordination numbers of Co and Ni promoter atoms for supported Co–Mo–S and Ni–Mo–S particles. To avoid the influence from promoter atoms in structures other than Co(Ni)–Mo–S (in, e.g., the alumina support), the structure surrounding the Co and Ni atoms was typically studied on carbon-supported catalysts. For Co–Mo–S, the structural surroundings of the Co present in carbon-supported Co–Mo sulfide catalysts was studied by X-ray absorption near-edge structure (XANES) spectroscopy at the Co K-edge. Comparing XANES spectra of the catalysts with those of Co\(_9\)S\(_8\) and Co\(_2\)S\(_2\) model compounds shows [30,69,70] that the Co atoms in the Co–Mo–S state have a distorted 5- to 6-fold S coordination and that on average, every Co atom is in contact with 2 Mo atoms at a distance of 2.80 Å [30]. Comparing the XANES structure of carbon-supported sulfided Ni–Mo catalysts with well-defined model structures [29,31,71] demonstrates that the Ni atoms have a sulfur coordination number below 6, different from that of an octahedral-like S coordination. The Ni atom in Ni–Mo–S has been suggested to be located in a square pyramid of 5 S atoms at a distance of about 2.21 Å from the S atoms. An EXAFS contribution due to a Mo atom at 2.82 Å from the Ni atom also has been identified [72].

Tables 1 and 2 summarize main XAFS results in the literature for the coordination number and interatomic distances of Co–S, Co–Co, Ni–S, and Ni–Ni obtained from studies of Co–Mo and Ni–Mo sulfided catalysts ([14,69,73–75] and [29,31,71,72]). These tables also present the corresponding interatomic distances and coordination numbers taken from the detailed models of the promoted edges in Co–Mo–S and Ni–Mo–S in the STM experiments and DFT calculations. To allow direct comparison with the XANES values, the STM/DFT values from this study are calculated from the weighted average coordination of all Co or Ni atoms in the Co–Mo–S and type A and B Ni–Mo–S models proposed earlier (Figs. 4, 7, and 8). The average coordination values of the promoters are functions of cluster size and shape (degree of truncation), because corner or edge promoter atoms have a different coordination. This is a particularly important effect for small cluster sizes. There is a general trend toward increasing sulfur coordination when corner sites start to dominate and the promoter-promoter coordination decreases toward 1. The STM experiments typically revealed promoted edges 2 to 6 unit cells wide for both Ni- and Co-promoted edges; therefore, the data range listed in the tables reflects the actual variation in the size and truncation (Fig. 5) of the observed Co–Mo–S and Ni–Mo–S nanoclusters. The interatomic distances in the STM/DFT row are determined from DFT calculations.

The agreement of the Co–Mo–S XANES data with the present findings is good in terms of both coordination number and interatomic distances. The XAFS measurements in general estimate a slightly higher sulfur coordination to Co (\(N_{\text{Co–S}} \approx 4.9–5.5 \pm 1\)) compared with the STM experiments. In this context, however, it is noteworthy that many of the Co–Mo–S clusters have one or more Co atoms substituted at bulk sites (Fig. 4). The Co atoms are six-fold coordinated to sulfur, and the presence of Co bulk inclusions may shift the average Co–S coordination upward. Furthermore, the Co–Co coordination is slightly lower on the fully substituted Co–Mo–S(\(\bar{1}0\)10) edges (\(N_{\text{Co–Co}} = 0.6–1.2 \pm 1\)) compared with the average coordination (corner and edge sites) in the STM-based model

### Table 1

<table>
<thead>
<tr>
<th>Co–Mo–S</th>
<th>Co–Co</th>
<th>Ni–Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{\text{Co–S}})</td>
<td>(d_{\text{Co–S}}) (Å)</td>
<td>(N_{\text{Co–Co}})</td>
</tr>
<tr>
<td>STM/DFT</td>
<td>4.5–5.3</td>
<td>2.10</td>
</tr>
<tr>
<td>EXAFS</td>
<td>4.9–5.5</td>
<td>2.20–2.26</td>
</tr>
</tbody>
</table>

Note. XAFS data are compiled from [14,69,73–75]. Typical uncertainties of the XAFS values are around 20% for nearest neighbors. Interatomic distances (STM/DFT) are based on the calculated structures.

### Table 2

<table>
<thead>
<tr>
<th>Ni–Mo–S</th>
<th>Ni–Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{\text{Ni–S}})</td>
<td>(d_{\text{Ni–S}}) (Å)</td>
</tr>
<tr>
<td>Type A Ni–Mo–S</td>
<td>STM/DFT</td>
</tr>
<tr>
<td>Type B Ni–Mo–S</td>
<td>STM/DFT</td>
</tr>
<tr>
<td>EXAFS</td>
<td>4.7–5.6</td>
</tr>
</tbody>
</table>

Note. XAFS data are compiled from [29,31]. Typical uncertainties of the XAFS values are around 20% for nearest neighbors. Interatomic distances (STM/DFT) are based on the calculated structures.
(N_{Co-Co} = 1.3–1.7). This finding may indicate that Co substitution of Co–Mo–S clusters is incomplete, or that the Co–Mo–S clusters in the industrial alumina-supported catalysts are slightly smaller than those reported in this experiment.

Ni–Mo–S also exhibits good agreement between XANES data and the present STM/DFT results. XANES estimates a Ni coordination number to sulfur of $N_{Ni-S} \approx 4.9–5.5 \pm 1$, which is precisely the value found for the type A Ni–Mo–S particles. In the type B Ni–Mo–S, Ni is substituted at three different type of sites with similar or lower sulfur coordination: the Ni–Mo–S(1010) edges, Ni–Mo–S(10\overline{1}0) edges, and Ni–Mo–S(11\overline{2}0) edges. This produces a slightly lower average S coordination number compared with that for type A Ni–Mo–S. In the case of Ni–Mo–S, we never observed inclinations on the basal plane indicating the presence of six-fold coordinated Ni. The values found for the Ni–S coordination could thus indicate that predominantly Ni–Mo–S type A particles are present in the technical Ni–Mo sulfided catalysts. However, these values are very sensitive to actual cluster size, and comparing the Ni–Ni coordination number shows that type B Ni–Mo–S also can match the STM experiment for this particular parameter.

These findings demonstrate that the proposed models for Co–Mo–S and Ni–Mo–S are fully consistent with the XAFS data for technical sulfided Co–Mo and Ni–Mo catalysts. Nonetheless, we emphasize that more than one preferential site of Ni was not considered in previous models, and in general it is unclear whether one or more Ni–Mo–S morphologies were present in the previous studies. The fact that the XAFS data were obtained on samples exposed to HDS relevant conditions ($H_2/H_2S$ mixture), whereas the structures analyzed in the present study were formed in a highly sulfiding atmosphere, also should be taken into account. Regardless, there is nothing to indicate a lower sulfided state of Ni–Mo–S or Co–Mo–S in the XAFS experiments compared with the STM experiments, because the sulfur coordination is estimated to be slightly higher.

5. Conclusion

This study used STM studies and DFT calculations to investigate the atomic-scale structure and morphology of individual Co–Mo–S and Ni–Mo–S nanoclusters synthesized on a gold substrate as model systems for Co- and Ni-promoted MoS$_2$-based hydrotreating catalysts. In accordance with the widely accepted Co–Mo–S model for the promoted hydrotreating catalyst, we found a distinct tendency for Co and Ni to substitute Mo atoms at edge sites of single-layer MoS$_2$ nanoclusters, which leads to truncation of the cluster morphology relative to unpromoted MoS$_2$. An analysis of atom-resolved STM images showed that the substitution occurred only at very specific edge sites in Co–Mo–S and Ni–Mo–S, and, interestingly, that Ni–Mo–S may exist in different structural modifications.

In Co–Mo–S, Co substitution induced an almost hexagonal morphology compared with that triangular morphology of unpromoted MoS$_2$, and atom-resolved STM images showed that this shift in cluster shape seems to be driven by the tendency for Co to be located only at Co–Mo–S(1010) edge sites. The Co–Mo–S(1010) edges had every edge Mo atom substituted with Co and 50% sulfur coverage. Because in this structure, the sulfur atoms do not occupy the regular MoS$_2$ lattice positions, the Co atoms have a tetrahedral coordination to sulfur. STM images of the Co-promoted edges revealed a very bright brim structure, indicating a modified electronic structure that were related (through DFT calculations) to the presence of a single metallic edge state pertaining to Co–Mo–S.

For Ni–Mo–S, the morphology and affinity for Ni to substitute Mo were found to depend on cluster size. Larger Ni–Mo–S particles (type A Ni–Mo–S) exhibited a truncated triangular shape similar to that observed for Co–Mo–S nanoclusters, whereas the smaller Ni–Mo–S particles (type B Ni–Mo–S) had a dodecagonal shape. The type A Ni–Mo–S structures are terminated by two types of edges. One of these edges is unpromoted and exhibits the same structure as the MoS$_2$(10\overline{1}0) edges; the other is a Ni–Mo–S(1010) edge, at which Ni has fully substituted all edge Mo sites and the edge is covered with 50% sulfur.

STM images revealed a significantly modified electronic edge structure, which in terms of DFT calculations were shown to be related to two distinct Ni–Mo–S metallic edge states, one of which was similar to that in Co–Mo–S and the other which had no Co–Mo–S or MoS$_2$ counterpart. The smaller dodecagonal-shaped type B Ni–Mo–S clusters are terminated by three different types of edges. One of these edge types is exactly the same as the fully Ni-substituted Ni–Mo–S(1010) edge in larger clusters. STM images showed that the other two edges also have Ni atoms substituted at Mo edge sites. One of these is a Ni–Mo–S(10\overline{1}0) edge type that differs from the Ni–Mo–S(10\overline{1}0) edge in the larger particles. The type B Ni–Mo–S(10\overline{1}0) edge underwent partial substitution of Mo by Ni, and sulfur adsorption occurred in only parts of the edge with alternating Mo–Ni sections. The last type of edges in type B Ni–Mo–S is associated with high-index (11\overline{2}0) edge. These edge types are normally not considered to be stable edge terminations in the literature, but the STM experiments show that such edges may be exposed under equilibrium conditions in the type B Ni–Mo–S structures.

Previous spectroscopic and activity correlation studies of unpromoted and Co- and Ni-promoted catalysts have provided evidence of the existence of different types of MoS$_2$, Co–Mo–S, and Ni–Mo–S structures [5]. Differences such as those observed in type I and type II Co–Mo–S structures have been shown to be related to differences in the interaction between the sulfide structure and support. Recent DFT calculations [37, 76] and STM experiments [43] have provided a better atomistic understanding of support interactions. However, it should be stressed that the type A Ni–Mo–S and type B structures observed in the present study have different intrinsic properties which are not related to support interactions or stacking effects of the MoS$_2$ layers. Ni is observed to be located at different types of sites in the two types of structures, and, therefore, they are also expected to have very different chemical and catalytic properties. A key goal of future studies will be to achieve a better understanding of these differences, and
such new insight may lead to a better understanding of HDS, HDN and HDY selectivities as a function of the promoter type.
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Abstract

The present article will highlight some recent experimental and theoretical studies of both unpromoted MoS2 and promoted Co–Mo–S and Ni–Mo–S nanostructures. Particular emphasis will be given to discussion of our scanning tunnelling microscopy (STM), density functional theory (DFT), and high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) studies which have provided insight into the detailed atomic structure. In accordance with earlier theoretical studies, the experimental studies show that the Ni–Mo–S structures may in some instances differ from the Co–Mo–S analogues. In fact, the Co–Mo–S and Ni–Mo–S structures may be even more complex than previously anticipated, since completely new high index terminated structures have also been observed. New insight into the HDS mechanism has also been obtained and complete hydrogenation and hydrogenolysis pathways for thiophene hydrodesulfurization (HDS) have been calculated on the type of structures that prevail under reaction conditions. It is seen that important reaction steps may not involve vacancies, and special brim sites are seen to play an important role. Such studies have also provided insight into inhibition and support effects which play an important role in practical HDS. Recent STM studies have shown that MoS2 clusters below 2–3 nm may exhibit new structural and electronic properties, and a large variety of size-dependent structures have been identified. In view of the large structure sensitivity of hydrotreating reactions this is expected to give rise to large effects on the catalysis.

#2007 Published by Elsevier B.V.
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1. Introduction

In recent years, new legislation regarding the sulfur content in transport fuels has resulted in the demand for ultra low sulfur diesel (ULSD), and this has introduced new challenges for hydrosulfurization (HDS) in the refining industry [1–9]. In addition, the demand for diesel fuels is increasing, and as the availability of light petroleum resources decreases, increasingly heavy feedstocks have to be refined. In order to achieve the higher sulfur conversion, very refractory sulfur compounds, like dialkylated dibenzothiophenes (DBT), need to be removed [1,3–6,10]. It has been known for some time that the conversion of the sterically hindered DBTs mainly proceeds via a pre-hydrogenation route (HYD) rather than the direct desulfurization route (DDS), which dominates for molecules like DBT [3]. However, under industrial conditions, the presence of other compounds in the feed often changes the relative role of the HYD and the DDS pathways. In particular, specific basic nitrogen-containing compounds inhibit HDS, and these compounds are observed to mainly inhibit the HYD pathway [11–13]. Furthermore, H2S is an HDS inhibitor, and interestingly, it mainly inhibits the DDS rather than the HYD pathway [1]. To improve HDS catalysts and gear them to the increasingly heavy feedstocks, detailed understanding of their
mechanistic action is necessary so that targeted modifications can be made.

In order to elucidate the HDS reaction and the two different HYD and DDS pathways in detail, it is important to characterize the active nanostructures and in particular to identify the active sites for the two pathways. Until the early 1980s, very little information was available on the structure of active hydrotreating catalysts. A key discovery was the identification of the MoS$_2$ and Co–Mo–S structures by EXAFS, Mössbauer and infrared techniques, and it was shown that the Co–Mo–S structure was responsible for the promotion of catalytic activity [14–18]. These results revealed that Co–Mo–S (and also Ni–Mo–S) structures are small MoS$_2$-like nanocrystals, where the promoter atoms are located at the edges of the MoS$_2$ layers. The results furthermore suggested that Co atoms are located in the same plane as Mo, but that their local coordination is different. In spite of the significant progress, it was for a long-time difficult to address the issue of the detailed edge structure of unpromoted and promoted MoS$_2$, as no atomic-resolved structures could be obtained. As a consequence, it has also been difficult to understand the nature of HYD and DDS pathways and sites. Recently, we have achieved a large breakthrough in the structural studies of the active nanostructures in HDS using scanning tunnelling microscopy (STM) to image the real-space structure of MoS$_2$ nanoclusters grown on flat model substrates. With the STM, it was possible for the first time to reveal the equilibrium morphology of the nanoclusters. Furthermore, atomic-resolution STM images made it possible to elucidate the detailed structure of the catalytically important edges, the sulfur coverage and the location of sulfur vacancies, which are normally considered to be active sites [19]. In further studies, we have also managed to synthesize and characterize the atomic-scale structure of Co–Mo–S and Ni–Mo–S and thereby it has been possible to obtain information on the location of the Co and Ni promoter atoms [20,21]. Recently, MoS$_2$, WS$_2$, and promoted structures were studied by another new technique, high-angle annular dark-field scanning tunnelling electron microscopy (HAADF-STEM), and additional information on the morphology of MoS$_2$- and WS$_2$-based nanostructures could be obtained [22–24]. In most of the STM studies, gold was used as a support of the sulfide nanostructures. Since gold is a weakly interacting support, the studies have provided important insight into the intrinsic properties of the nanostructures. In industrial HDS catalysts, the support usually plays a significant role and the STM studies have recently been extended to carbon-supported systems [25]. Many earlier studies have indicated that hydrotreating reactions are extremely sensitive structure [1]. One may therefore expect that the reactions will depend strongly on the particle size, but not much has been known about such effects. Recently, STM has for the first time provided us with atom resolved images of MoS$_2$ clusters of different sizes [26]. Many size-dependent structural and electronic changes were observed and such effects must clearly also be taken into account when addressing the catalysis.

Fig. 1. (a) Top: Atom-resolved STM image (51 Å × 52 Å, $I_t = 0.81$ nA and $V_t = -95.2$ mV) of a hexagonally truncated Co–Mo–S nanocluster supported on Au(1 1 1). The superimposed white dots illustrate the registry of protrusions on both types of edges. Bottom: A ball model (top and side views, respectively) of the Co–Mo–S nanocluster based on DFT calculations. (b) Top: Atom-resolved STM image (61 Å × 61 Å, $I_t = 0.51$ nA and $V_t = -600$ mV) of a hexagonally truncated type A Ni–Mo–S nanocluster supported on Au(1 1 1). Bottom: A ball model (top and side views, respectively) of the Ni–Mo–S type A nanocluster based on DFT calculations. (c) Top: Atom-resolved STM image (39 Å × 40 Å, $I_t = 0.44$ nA and $V_t = -520$ mV) dodecagonally shaped type B Ni–Mo–S nanocluster supported on Au(1 1 1). Bottom: A ball model (top and side views, respectively) of the Ni–Mo–S type B nanocluster based on DFT calculations. (Mo: blue; S: yellow; Co: red; Ni: cyan). Adapted from [21]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
First principles modelling techniques, like density functional theory (DFT), have over the last decade provided increasing insight into atomic structure and reactivity of the active phases of HDS catalysts. DFT can often provide information that is complementary to the multitude of experimental information, and the synergy of theoretical and experimental approaches can thus give a very detailed picture of catalyst structure and reactivity. After our initial studies of Co–Mo–S [27–29], we have recently used this approach in a series of studies, where STM and DFT were combined to obtain insight into the structure of unpromoted and promoted MoS₂ under different conditions [30–33,21]. The general approach of combining DFT with the chemical potential of the gas phase can be used to connect DFT calculations performed at 0 K and in vacuum to reaction conditions with relevant temperatures and pressures [34–39].

The very powerful combination of STM experiment and DFT calculations has led to several important findings in our studies, and one of the most significant results was the discovery of the so-called brim states and their role in HDS catalysis. It was found that the Mo edge exhibits a special electronic edge state, which can easily be identified in STM images of the nanoclusters as a very bright brim extending along the edges (see e.g. Fig. 1). These brim states arise from a perturbation of the electronic structure near the edges relative to the interior part of the clusters. Detailed analysis using DFT revealed the presence of edge states, which are metallic states that are localized at the cluster edges and give rise to the brim states [30]. Quite surprisingly, it was observed that these states possess reactivity towards the hydrogenation of thiophene, which could be observed using STM [31,32]. Thus, insight into these sites is essential for understanding hydrotreating reactions.

The ever increasing computational power makes it possible to study increasingly complex systems, and in recent years a number of reports on catalyst-support interactions have been published [40–44]. Also, the reaction pathway of thiophene and thiophene derivatives on MoS₂ have been studied by us [45] and several other groups [46–49] and thus, we can begin to understand reaction pathways and find descriptors for catalytic activity.

In this review, we will highlight some of the above-mentioned developments. In Section 2, we discuss the recent STM and DFT studies of promoted CoMoS and NiMoS structures as well as HAADF-STEM studies on unpromoted and promoted MoS₂ and WS₂. In Section 3, we summarize the results concerning support interactions and in Section 4 we discuss recent developments concerning reaction pathways and inhibition. In Section 5, recent STM results regarding size effects are described.

2. Structure of MoS₂, Co–Mo–S and Ni–Mo–S

According to the now well-accepted Co–Mo–S model for the promoted MoS₂ hydrotreating catalysts, the Co and Ni promoter atoms are located at edge positions of MoS₂ nanostructures. Their substitution of Mo at edge sites is believed to enhance vacancy formation and the creation of new and more active sites. Several studies have been carried out to correlate the structure of the active promoted phases to the activity [1,15,17], but the exact location and coordination of the promoter atoms have been debated extensively [1,4,50–54]. Lack of structural insight has hampered the progress. Consequently, the origin of the promoting effect of Co and Ni is still not fully understood, and in particular it has been interesting to resolve the origin of the different specific selectivities with respect to hydrodesulfurization (HDS), hydrodenitrogenation (HDN) and hydrogenation (HYD) for the two types of promoted systems [1,3,4,8,10,55].

Following the initial STM studies of unpromoted MoS₂ nanoclusters [19], we have used STM to reveal the atomic scale structure of both Co–Mo–S [20] and more recently Ni–Mo–S [21]. Fig. 1 shows the STM images of Co–Mo–S and Ni–Mo–S nanoclusters. One can see that the main indicator of the formation of promoted Co–Mo–S and Ni–Mo–S phases is a distinct change in morphology compared to the unpromoted MoS₂ nanoclusters, which under similar synthesis conditions have a very regular triangular shape. This change in morphology is concluded to be mainly driven by the preference for the promoter atoms (Co and Ni) to substitute certain sites. In many instances, there is a preference for the substitution at the (0 1 1 0) S edges of MoS₂ rather than at the (1 0 0) Mo edges which under similar conditions are the only edges exposed in the unpromoted triangular clusters.

The above situation is illustrated for Co–Mo–S in Fig. 1a, which shows that the nanocluster adopts a clear hexagonally truncated shape, indicating that both (1 0 1 0) Mo edges and (0 1 1 0) S edges are present. One type of edge in the Co–Mo–S structure is found to be identical to that observed for the unpromoted MoS₂ triangles [19], with the outermost row of protrusions out of registry with the basal plane S atoms and a clear bright brim along the edge. This type of edge can therefore be identified as a (1 0 1 0) Mo edge. The other edges must according to the symmetry be the (0 1 1 0) S edges. This type of edge is seen to exhibit an even brighter brim structure in which individual protrusions can be identified. The periodicity of one lattice distance along the brim indicates that Co atoms have replaced all Mo atoms at the S edge creating a (1 0 1 0) Co–Mo–S edge. It is, however, not straightforward to identify the exact edge structure and sulfur termination exclusively from STM images. We have therefore performed DFT calculations to identify the edge termination of the (1 0 1 0) Co–Mo–S edges [21], and simulated STM images show that only a 50% sulfur covered edge is consistent with the experimental STM images. Furthermore, this theoretical analysis reveals that a metallic edge state (brim state) is responsible for the very bright brim observed at the promoted edge. This resulting local structure around the Co atoms is in good agreement with previous spectroscopic measurements [51,56,57].

The edge truncation effects observed in the STM studies are more complex for the Ni–Mo–S nanoclusters [21]. In addition, the nature of the truncation for the Ni–Mo–S system was seen to depend on the cluster size. The larger type A clusters are characterized by a hexagonally truncated shape similar to that
of the Co–Mo–S nanoclusters (See Fig. 1b). The smaller type B clusters, on the other hand, have a more complex dodecagonal morphology (See Fig. 1). The Ni–Mo–S type A structures are terminated by two types of edges. As for the Co–Mo–S case, the Ni–Mo–S type A clusters expose both an un promoted (1 0 1 0) Mo edge and a new (1 0 1 0) Ni–Mo–S edge structure, in which Ni has fully substituted all edge Mo sites. In order to understand the structure and properties of this edge in detail, we have again used DFT. The DFT-based simulated STM images show that only an edge with 50% sulfur coverage is energetically favourable and consistent with the experimental images. The structure of Ni–Mo–S type A, which is depicted in the ball model in Fig. 1b, is thus similar to that of Co–Mo–S. The DFT calculations of the (1 0 1 0) Ni–Mo–S edge show that the bright brim observed with STM is related to two distinct Ni–Mo–S metallic edge states. One of the metallic Ni–Mo–S edge states is similar to the one in Co–Mo–S, but the other one has no MoS2 or Co–Mo–S counterpart [21,30] and it is possible that this edge state plays a catalytic role and is responsible for differences in catalytic activity and selectivity between Co–Mo–S and Ni–Mo–S. The smaller dodecagonally shaped type B Ni–Mo–S clusters (Fig. 1c) are structurally more complicated and are seen to be terminated by three different types of edges. Two of the edge types can be identified as the same fundamental types as the (1 0 1 0) Mo edge and the (1 0 1 0) Ni–Mo–S edge also found in the type A Ni–Mo–S clusters. However, the STM images show bright protrusions on the Mo edges indicating that Ni atoms also have substituted at Mo edge sites creating (1 0 1 0) Ni–Mo–S edges (Fig. 1c). Comparing the experimental STM images with simulated STM images from DFT, we conclude that type B (1 0 1 0) Ni–Mo–S edges have a partial substitution of Mo by Ni, and only the parts of the edge with alternating Mo–Ni sections are seen to have sulfur adsorbed [21]. The last type of edge present in type B Ni–Mo–S is associated with a high-index (1 1 2 0) edge. The presence of such edges is quite surprising, since previously, such edges have not been considered as stable edge terminations in Co–Mo–S or Ni–Mo–S structures. The STM experiments and the HAADF-STEM measurements discussed below are the first experimental evidence that such edges may be present under sulfiding conditions.

The presented observations suggest that the promoting role of Co and Ni may be two-fold. The change in the electronic structure as indicated by the modified brim and the lower S coordination on the promoted (1 0 1 0) Ni–Mo–S edges may be an attractive situation enabling adsorption of sulfur-containing molecules. Furthermore, the presence of Ni–Mo–S type B clusters clearly demonstrate that there may be major differences in the morphologies of Co–Mo–S and Ni–Mo–S catalysts exposed to similar sulfiding environments, and this may be a key to explain the different selectivities of the two systems in the hydrotreating processes.

Recently, we have employed high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) to obtain morphological information on unpromoted and promoted WS2 and MoS2 structures and to gain more insight into the changes induced by the promoter atoms [22–24]. Traditionally, researchers have been using high-resolution transmission electron microscopy (HRTEM) to obtain morphological insight into HDS catalysts [58–72]. However, it has been difficult to get such insights from HRTEM measurements since single S–Mo–S layers are typically only imaged when they are oriented approximately edge-on relative to the electron beam, i.e. the layers are viewed as lines in the images. In contrast, HAADF-STEM uses electron scattering at high angles to create a Z-contrast image with Z denoting the atomic number. This situation is especially advantageous for heavy elements and in the first study [22], we investigated WS2/C catalysts and observed that even single WS2 layers could be imaged with the beam along the c-axis. In this way, the morphology of the layers could be directly imaged. In accordance with the STM results, we observed that the shape of the nanostructures may deviate significantly from the hexagonal morphology observed for bulk crystals. Recently, we have applied this method to MoS2, Co–Mo–S and Ni–Mo–S structures [24] and some of the resulting HAADF-STEM pictures are shown in Fig. 2. It can be seen that in spite of the high sulfiding temperature (1073 K), many of the single layer clusters still contain irregularities and defects, which distinguish them from the much more regular STM images of MoS2 on Au(1 1 1). Also in industrial catalysts, the structures may have defects and layers are often curved [1]. It should be remarked that the clusters observed here are larger

Fig. 2. HAADF-STEM images of (a) MoS2, (b) Co–Mo–S and (c) Ni–Mo–S clusters supported on a thin graphite sheet oriented approximately perpendicular to the line of observation. The image (c) displays accidental overlap of clusters located along the same line of observation, possibly clusters located at opposite sides of the same graphite sheet. Adapted from Ref. [24].
than the ones in the STM study on Au(1 1 1). We find that most of the imaged clusters are single-layer clusters, as also shown by edge-on images presented in [22]. For the unpromoted MoS_2 structures, we find that the predominant shape is a truncated hexagon. From comparison with the STM images of MoS_2 on Au(1 1 1) [19] and with DFT calculations on edge stability [38], one can assume that predominantly Mo edges are exposed and they therefore correspond to the longer edges observed in the images. The promoted Co–Mo–S and Ni–Mo–S structures were also investigated and they are depicted in Fig. 2b and c, respectively. In accordance with the STM results it is found that promotion changes the morphology of the nanoclusters and that their shape becomes significantly more hexagonal. Furthermore, some of the hexagons appear with rounded corners, which indicate that high-index edge terminations are exposed also in the case of Co–Mo–S. These results differ from the Co–Mo–S and Ni–Mo–S structures on Au(1 1 1) studied by STM [21], where only Ni–Mo–S was observed to expose higher-index edge terminations. This difference may be due to the different supports as well as different preparation and sulfidation methods. The STM samples have been prepared by gas phase metal deposition onto a gold surface, whereas the HAADF-STEM samples have been prepared by impregnation of carbon powder followed by sulfidation. It is not surprising that the choice of such methods may greatly influence the structure of the catalyst [1]. However, considering the different synthesis methods and supports, it should be emphasized that many of the observed structure and the morphology changes induced by Co and Ni in the STM and HAADF-STEM experiments are rather similar. Regarding the possible role of the support, it should be noted that we recently have studied MoS_2 structures on graphite by STM [25], and these results are discussed in the following section.

### 3. Support interactions

The role of support interactions has been an important topic in catalysis research for many years, since the catalytic properties of MoS_2 are significantly influenced by the support [1]. The most common support is high-surface area alumina, since it allows for the production of small stable nanoclusters of MoS_2. Preparation conditions influence the activity significantly, e.g. it has been observed that an increase in sulfidation temperature resulted in the formation of modified Co–Mo–S structures [73], which had a significantly higher activity than those prepared at lower temperatures. These structures were termed Type II Co–Mo–S as opposed to the Type I Co–Mo–S structures formed at lower temperatures. Extensive characterization studies using EXAFS, FTIR and a multitude of other techniques [74–78] have suggested that Type I Co–Mo–S structures contain Mo–O–Al linkages with the support, whereas no such linkages are present in Type II structures. The Co promoter atoms are not involved in the formation of these linkages, as could be shown by Mössbauer spectroscopy [79,80]. Many studies have shown that catalysts with Type II structures often contain multilayer Co–Mo–S nanoclusters. In this case, only the layers close to the support may be bound to the latter by linkages, whereas the other layers only interact weakly by van der Waals forces and thus exhibit Type II-like activity. One way to avoid the Type I linkages is to increase the sulfidation temperature, but this has a number of unwanted side effects, e.g. sintering and loss of surface area. A different approach is to avoid the formation of linkages altogether and form directly Type II structures, and several studies have shown that this indeed is possible e.g. by the use of chelating ligands or additives [80–82]. It has also been shown that Type II structures may dominate when employing weakly interacting supports as e.g. carbon [1].

It is of significant interest to understand these support effects in detail, and theoretical modelling with density functional theory has been of great use to investigate these aspects. A few earlier [40,41] and several recent studies [43,44] have investigated support effects by modelling promoted and unpromoted MoS_2-based cluster structures on different facets of γ-Al_2O_3, and in the latter studies different adsorption geometries and configurations were mapped out in great detail. Such investigations are complicated further by the fact that the precise location of non-spinel sites in γ-Al_2O_3 is not completely known and still under discussion [83–87].

In a recent study [42], we have investigated a simplified system, where we modelled the linkages by hydroxyl groups,

![Fig. 3. The investigated structures for the position of oxygen linkages. The corresponding energies are listed in Table 1. Color code of the atoms: sulfur (yellow), molybdenum (blue), oxygen (red), hydrogen (white). Adapted from Ref. [42]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)](image-url)
concentrating exclusively on the chemical impact of support linkages without considering steric issues. We found that linkages have a thermodynamic preference for the S-edge, as illustrated in Table 1 and Fig. 3. Furthermore, vacancy formation, both at the linkage sites themselves and in the immediate vicinity, is energetically much more expensive and therefore not favoured. We also found that the electronic structure of the linkage sites as well as hydrogen adsorption differs significantly from that of the S-edge without linkages. These findings could explain several experimental observations: In previous high temperature sulfidation studies [16,79] it was found that the temperature at which the support linkages can be broken, i.e., the Type I to Type II transition temperature, depends on the Co loading. For low Co content, the Type I to Type II transition takes place at a higher temperature than for high Co content, and for unpromoted MoS2, the transition was not observed at all in the employed temperature region. Combining our results with the results that Co primarily is located at the S-edge (see previous section), these results are easy to understand: Linkages and Co are likely not located at the same site, and therefore at high Co content (or higher coverage of the S-edge by Co), there are fewer linkages that have to be broken and thus the transition temperature is lower. In some systems, the transition occurred at the temperature at which edge saturation had occurred. This simplified support interaction model thus allowed us to gain some insight into important phenomena which had remained unexplained for two decades. The results also showed that the linkages may also significantly influence the brim sites which play an important role in the catalysis (see Section 4).

The choice of substrate can be, as discussed above, used as a means of influencing catalyst structure and properties, and in this regard, graphite is highly interesting since Type II structures are formed [88] and indeed, carbon-supported MoS2-based hydrotreating catalysts exhibit a very high HDS reactivity [88,18,89,90]. This motivation has recently led us to apply STM to investigate the atomic-scale structure and morphology of MoS2 nanoclusters synthesized on a graphite (HOPG) substrate [25]. Due to a very weak bonding and high mobility of Mo to the graphite it was not possible to synthesize highly dispersed MoS2 clusters on the clean single crystal HOPG surface. Instead, a HOPG substrate, pretreated by ion bombardment, was used since this created a low density of surface defects capable of stabilizing well-dispersed nanoclusters. Not surprisingly, both the crystallinity, morphology, and stacking of the MoS2 nanostructures were found to be dependent on the subsequent annealing temperature. Clusters synthesized at 1000 K consist predominantly of a single S–Mo–S layer, whereas the clusters synthesized at 1200 K exclusively grow as stacked multilayer clusters containing typically 2–6 S–Mo–S layers. Atom-resolved STM images of both the single- and multilayer clusters reveal a well ordered MoS2 basal plane structure in the interior consisting of hexagonally arranged protrusions with an average interatomic spacing of 3.15 Å, in perfect agreement with the interatomic spacing of the S atoms in the (0 0 0 1) basal plane of bulk MoS2.

The preferential shape of small single-layer MoS2 nanoclusters is observed to be hexagonal (see Fig. 4). However, the morphology of large single-layer clusters is significantly more complex due to pinning of the cluster edges to defects. Such effects were also observed by HAADF-STEM [22–24]. The interface structure between the S–Mo–S layer and the HOPG is obtained in atomic detail in the STM images of the single-layer clusters. In this way it was possible to pinpoint the anchoring sites of the MoS2 nanoclusters as surface defects preferentially located directly underneath the nanoclusters edges and not the basal plane. The multilayer clusters are also predominantly shaped as hexagons (See Fig. 4b). This is not surprising since adjacent layers, in the 2H stacking commonly encountered in bulk MoS2, are translated and rotated 60° around the c-axis. The result is that Mo atoms in one layer are placed on top of S atoms in the next layer and a multilayer cluster will therefore expose Mo edges and S edges in an alternation fashion, and any difference in edge free energy thus tends to cancel out.
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Fig. 4. (a) STM image (430 Å × 430 Å, $I_t = 0.23$ nA and $V_t = -1250$ mV) of single-layer MoS2 nanoclusters on HOPG. The insert shows a zoom-in on a cluster (b) STM image (1000 Å × 1000 Å, $I_t = 0.19$ nA and $V_t = -1250$ mV) of multilayer MoS2 nanoclusters on HOPG. The insert shows a zoom-in on a cluster clearly showing the hexagonal shape. (c) Top: Atom-resolved STM image (36 Å × 35 Å, $I_t = 0.23$ nA and $V_t = -7.9$ mV) showing the atomic-scale structure of the (1 0 1 0) Mo-edge on a multilayer cluster. The superimposed grid on the basal plane sulfur atoms shows that protrusions at the edge are out of registry. Bottom: A ball model (top and side view, respectively) of the Mo-edge fully saturated with sulfur dimers corresponding to the experiment. (d) Top: Atom-resolved STM image (41 Å × 37 Å, $I_t = 0.19$ nA and $V_t = 0.6$ mV) of the (1 0 1 0) S-edge. The grid shows that protrusions on the S-edge are imaged in registry. Bottom: A ball model of the fully sulfided S-edge and with a fractional coverage of S–H groups representing the experimental image of the S-edge (Mo: blue; S: yellow; H: gray). Adapted from Ref. [25]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
The top layer of the multilayer clusters is not perturbed by the defects in the HOPG and can thus be used to obtain interesting atom-resolved information. One of the two edge types has the outermost row of protrusions out of registry with the basal plane S atoms and a clear bright brim along the edge (Fig. 4c). This type of edge is thus completely identical to the edges observed for the unpromoted MoS2 triangles [19] and this type of edge is therefore identified as a Mo edge fully saturated with sulfur dimers. Importantly, the atom-resolved STM images provide solid evidence for one-dimensional metallic brim sites on the graphite-supported MoS2, which as discussed further in Section 4 play an important role in the catalytic properties of single-layer MoS2 [31,32]. Thus the brim sites are not special for the gold supported systems but likely to be an important feature of all MoS2- and WS2-based catalysts on different supports.

The other type of edge must according to the symmetry be a S edge (Fig. 4d). This type of edge was not previously observed under the same sulfiding conditions for the Au supported system, since only Mo edges are exposed for the single layer MoS2 triangles under such conditions [19]. However, the appearance of the edge with the outermost row of protrusions in registry with the basal plane S atom and clearly resolved protrusions along the brim resembles the S edges imaged for hexagonal MoS2 clusters synthesized in a mixture of H2 and H2S [33]. The S edges formed under these conditions are fully sulfided with hydrogen adsorbed in the form of S–H groups [34,38,91,33]. The similarities suggest that the multilayer clusters also expose this kind of S edges and it thus seems plausible that the intensity variation observed along the brim (Fig. 2d) is due to a partial hydrogen adsorption. The observation of hydrogen adsorbates at the clusters edges is highly interesting from a catalytic point of view, since both adsorption of the S-containing molecule and dissociation of H2 are required to facilitate the HDS reaction, as will be discussed further in the following section.

4. Hydrogenation and direct desulfurization reaction routes

As discussed in Section 2, STM images have clearly revealed that MoS2, Co–Mo–S, and Ni–Mo–S expose bright brims at the edges [19,20,21]. Using DFT, these brims have been shown to be the result of one or more metallic edge states [30,38]. Combined STM and DFT studies have investigated thiophene HDS over MoS2 particles at STM conditions, and it was found that fully sulfided MoS2 particles which have a bright brim are able to hydrogenate thiophene and make 2,5-dihydrothiophene. Furthermore, it is important to note that at these sites one is also able to break one S–C bond and thereby produce cis-2-butenethiolate [31,32]. These studies indicate that brims can play a role in hydrogenation reactions and also in S–C scission reactions. Contrary to the general view in the previous literature, the results show that S–C scission may occur without the involvement of vacancies.

In a recent DFT study [45], we have further investigated the HDS reactions of thiophene over MoS2. In order to make the studies of direct relevance for actual HDS, we have as starting point used the edge configurations corresponding to actual HDS conditions. The study clearly shows that there may be several HYD and DDS pathways on the (1 0 0) Mo and the (1 0 1 0) S edges. The structure of MoS2 is very dependent on reaction conditions [34–39] and the structure at HDS conditions (seen in Fig. 5) may therefore be quite different from that present at vacuum conditions for STM imaging. However, it was found that the brim sites consisting of metallic edge states are also present at HDS conditions [38].

The reaction scheme obtained from our DFT study is depicted in Fig. 5. In general, we find that the active site at the S edge is most likely a vacancy site whereas the active site at the Mo edge is a brim site and not a coordinatively unsaturated site [45]. It is important to note that the brim sites are present at the equilibrium edge configuration under HDS conditions, while
the S edge vacancy site first needs to be created from the equilibrium structure. For this creation of the vacancy site, it was found that the effective energy barrier for vacancy formation depends on the hydrogen pressure. Investigating the HYD pathway it was found that hydrogenation and H transfer steps have lower barriers at the Mo edge brim site than at the S edge vacancy sites. In contrast, the S–C scission reactions have lower barriers at the S edge. Furthermore, thiophene prefers to be adsorbed at the Mo edge while the intermediates prefer to adsorb at the S edge vacancy site.

The investigated HYD pathway proceeds via thiophene adsorption, followed by hydrogenation to 2-hydrothiophene, and further hydrogenation to 2,5-dihydrothiophene and then subsequent S–C scission. The DDS pathway is initiated by hydrogenation to 2-hydrothiophene which is then immediately followed by S–C scission. The relative importance of the S edge and the Mo edge in HDS of thiophene was found to depend on reaction conditions and the different possible reaction pathways have been summarized in Fig. 5. The HYD pathway may occur at the Mo edge brim site without involving a coordinative unsaturated site as seen in Fig. 5. Therefore, the Mo edge brim site is able to both hydrogenate thiophene and break S–C bonds. The HYD pathway may also proceed via prehydrogenation and hydrogenation at the Mo edge brim site, diffusion to the S edge and then S–C scission at the S edge vacancy site. The S–C scission reactions have lower barriers at the S edge and the intermediates bind more strongly but the number of active sites is much lower since vacancies need to be created prior to reaction. The edge interaction between the Mo edge and the S edge will probably be of importance at high hydrogen pressures or low H2S pressures where the vacancy coverage at the S edge is significant. The S edge vacancy site was also found to be the primary site for the S–C scission in the DDS pathway. The crucial step is for both the HYD and the DDS pathway proposed to be the active site regeneration. It was therefore proposed that an activity descriptor could be the minimum energy required to either add or remove S from the equilibrium edge structures.

The identification of the Mo edge brim site as the hydrogenation site explains the low inhibiting effect of H2S on hydrogenation as found in many studies [1,92], since H2S does not bind to the fully coordinated brim sites. Inhibition of HDS by nitrogen-containing compounds is of central importance in practical HDS of many feedstocks [1,8,93]. In particular, it has been shown that basic heterocyclic compounds as e.g. pyridine primarily inhibit the HYD pathway of the HDS reaction [94,95]. This is especially important, as there is an increasing demand for deep desulfurization, where sterically hindered alkyl substituted molecules like 4,6-DMDBT have to be desulfurized. In these molecules, access to the sulfur is sterically hindered and HDS of the pure component proceeds primarily via the HYD route [3], and thus there is an interest to avoid inhibition of especially this route. Furthermore, understanding of inhibition, by e.g. pyridine, offers the opportunity to gain further insight into where the reactive sites are located. For non-sterically hindered heterocyclic compounds with nitrogen in a six-membered ring, as for instance pyridine, it has been observed that the inhibitor strength and the gas phase proton activities are correlated [12,96]. Aromatic hydrocarbons, e.g. benzene also primarily inhibit the HYD route, but their effect is much weaker than for e.g. pyridine.

In a recent study [97], we investigated the effects of the three different inhibitors pyridine, benzene and H2S. We found that pyridine itself only adsorbs weakly on the Mo edge, but in the presence of hydrogen under HDS conditions, pyridine becomes protonated. The resulting pyridinium ion adsorbs strongly on the Mo-edge and forms a chemical bond to the surface, as shown in Fig. 6. It should be noted that the pyridinium ion interacts with the special brim sites that, as discussed above, also are involved in the HYD reaction [30]. Interestingly, it was found that protonation of pyridine does not take place at the S edge, as hydrogen itself is too strongly bound to this edge and thus not available. Benzene and H2S only bind weakly to both edges, which explains why their inhibition effect is much lower than pyridine. These results also point to the Mo edge primaril

Fig. 6. Electron density difference plot of benzene (left) and pyridinium (right) on the Mo-edge. Note that in the pyridinium (left) plot, a proton has been transferred from the Mo-edge to the pyridine molecule to form a pyridinium ion. Color code: Depletion of electron density (red) plotted at a contour value of −0.03 eV/Å3 and increase of electron density (blue) plotted at a contour value of +0.03 eV/Å3. Color code of the atoms: sulfur (yellow), molybdenum (green), nitrogen (black), carbon (blue), hydrogen (white). Adapted from Ref. [97]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
being the active site for the HYD pathway, and the results support that the brim sites seem to play a special role.

5. Size effects

It is well-known that materials scaled down to particles in the nanometer regime may adopt new and interesting structural and electronic properties that are significantly different from those observed in bulk systems [98]. Numerous studies have shown that this also may lead to unique catalytic properties. For example, catalysts based on gold nanoparticles supported on a metal oxide have indeed been shown to exhibit interesting size-dependent activities for low temperature oxidation reactions [99]. In a “nanocatalysis” context this is often highlighted as a prototype system since bulk gold is noble and catalytically inert. We have recently revealed that very strong structure-size effects also exist for MoS2 nanoclusters catalysts, and such effects are expected to influence the hydrogenation and hydrodesulfurization activities of MoS2 nanoclusters in this size regime [26]. Fig. 7 shows a series of atom-resolved STM images of seven single-layer MoS2 nanoclusters with varying size. It should be noted that all clusters with the same size exhibit similar images. The large variation in the images of different size clusters demonstrates that for each cluster size there appears to be a “unique” minimum energy structure. The STM images also provide information on how the electronic structure like the brim sites vary with changing cluster size, and the results clearly show that the smallest clusters do not possess extended metallic states. The four largest clusters all adopt the structure described in Section 2 and in the previous studies [19,30], and these clusters are terminated by fully sulfided Mo edges. For the triangular clusters with less than six Mo atoms on the edge (n ≤ 6), the edge structure appears differently and also the appearance of the interior of the cluster becomes brighter and different from that of normal basal planes. In Ref. [26], the structural changes were suggested to be caused by a rearrangement of the cluster edges in response to an increase of the S:Mo ratio for the smallest nanoclusters. Even in the fairly large nanoclusters (n = 8), a large “excess” of sulfur exists (S:Mo ≈ 2.89 for n = 8). If the edge structure remains constant, smaller clusters would have S:Mo ratios greater than three. In Ref. [26], it was noted that the large excess of sulfur can be avoided by exposing different edges (see ball models in Fig. 7). Thus, it was suggested in Ref. [26] that below a given cluster size a complete inversion of the edge structure may take place. Furthermore, for very small clusters (n ≤ 4) indications for spontaneous formation of sulfur vacancies were noted [26] and the edge structure may be described as a ~75% S covered S edge. Importantly, this scenario illustrates that the bonding energy of sulfur in the clusters and thus the tendency to form the catalytically important sulfur vacancies on the cluster edges could exhibit a significant variation with cluster size. A detailed analysis of the images and a deconvolution of the structural and electronic effects await a full DFT-STM study. Nevertheless, even without a detailed interpretation, the present results clearly show that small MoS2 clusters have interesting new structural and electronic properties. In view of the discussion in the previous sections, such clusters will undoubtedly also exhibit novel and very different catalytic properties and it will be an interesting challenge to prepare and investigate systems containing such clusters with well-defined sizes.

6. Conclusions and outlook

Using a combination of novel experimental and theoretical techniques like STM, DFT and HAADF-STEM, we have recently gained further insight into structure, support, size and reactivity effects in hydrodesulfurization catalysis. One picture which emerges from these studies is the important concept of the special “brim sites”, which we have shown to exhibit catalytic...
activity for hydrogenation reactions. This is quite contrary to the common belief that vacancy sites are the key active sites, since the brim sites are not coordinatively unsaturated sites. Nevertheless, the emerging picture is shown to be consistent with many inhibition steric and poisoning effects which have been difficult to interpret using a “vacancy model”. DFT calculations have helped us gain detailed insight into the HDS of thiophene under industrial conditions, and it is suggested that the hydrogenation reactions take place on the brim sites, whereas the sulfur removal can take place at both edges. Furthermore, the results reveal how the promoters Co and Ni change the morphology of the nanoparticles, and recently several novel forms of the Ni–Mo–S and Co–Mo–S type structures have been observed. Using STM, also unique size structure sensitivity and size effects and the studies should be able to reveal how structural and morphological changes give rise to changes in the catalytic activity.
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Abstract
The present article will highlight some recent density functional theory (DFT) studies of hydrodesulfurization (HDS) catalysts. It will be summarized how DFT in combination with experimental studies can give a detailed picture of the structure of the active phase. Furthermore, we have used DFT to investigate the reaction pathway for thiophene HDS, and we find that the reaction entails a complex interplay of different active sites, depending on reaction conditions. An investigation of pyridine inhibition confirmed some of these results. These fundamental insights constitute a basis for rational improvement of HDS catalysts, as they have provided important structure–activity relationships.

(Some figures in this article are in colour only in the electronic version)

1. Introduction
While the global energy consumption is steadily increasing, fossil energy resources become increasingly limited. This increases the need to upgrade low-quality oil to transport fuels. At the same time, environmental restrictions become stricter. One key environmental requirement is the reduction of sulfur content in the fuel. This necessitates substantial improvements of the hydrodesulfurization (HDS) catalysts, which remove sulfur-containing compounds from crude oil during the refining process [1–9]. In particular, these catalysts must now be able to remove sulfur from compounds where it is both strongly bound within an organic ring compound and possibly also sterically protected, e.g. in methylated dibenzothiophenes (DBTs).

For rational improvements of the HDS catalyst, a detailed understanding of its structure and reactivity is necessary, and this is a formidable challenge given the complexity of the catalyst over several length scales. HDS catalysts commonly consist of Co- and/or Ni-promoted MoS₂ nanostructures as active phase on a high-surface area porous support, typically γ-alumina. A complete description of this complicated system is demanding. Detailed understanding of the active phase structure under reaction conditions is required, and issues like active phase–support interactions and active phase dispersion need to be addressed. A detailed characterization and understanding of catalyst activity and reaction mechanism is complicated by the fact that a typical feedstock contains numerous sulfur-containing compounds, whose reaction mechanisms for HDS may differ. Also, inhibition of HDS by nitrogen-containing compounds, e.g. pyridine, needs to be considered, and often these compounds are first removed from the feedstock by hydrodenitrogenation (HDN).

Even though HDS catalysts have been investigated with different experimental techniques for numerous years [1], not much information about the structure of the active phase under catalytic turnover was available until the 1980s. About that time, a combination of several experimental techniques like Mössbauer spectroscopy, extended x-ray absorption fine structure (EXAFS) and infrared (IR) spectroscopy evidenced a Co–Mo–S active phase, where Co (or Ni) is incorporated into small MoS₂-like nanosized crystals [10–14]. These are present as single or stacked layers on the catalyst support. Since the development of this ‘Co–Mo–S’ model, numerous experimental studies have refined the structure of the active phase. In particular, scanning tunnelling microscopy (STM) has provided the first atomic-scale resolved information on the structure of unpromoted and promoted MoS₂ nanoparticles [15–17]. Recently, also high angle annular dark field scanning
transmission electron microscopy (HAADF-STEM) has given detailed structural information [18–20].

Despite all available studies, the understanding of HDS structure and reactivity and especially the development of structure–activity relationships remains a challenge. To this end, the advent of density functional theory (DFT) [21, 22] and the development of stable and precise calculational methods and software packages, such as VASP [23, 24], CASTEP [25, 26], DMol³ [26, 27], Dacapo [28, 29], Abinit [30, 31], Wien2k [32, 33] and numerous other codes [34], provide unprecedented new opportunities for investigating the active phase structure and activity of HDS catalysts in atomic detail. Furthermore, the rapid growth of computational power allows investigation of larger and increasingly realistic model systems. First-principles techniques like DFT allow for investigation of active sites and reaction pathways on an atomic scale, and in this way they have improved our understanding of the HDS process. A particular strength of DFT and related modelling is that it enables probing of specific aspects and questions, which are often not as easily singled out in an experiment.

In this review, we will provide an overview on our DFT activities within HDS catalysis during recent years. We will start by reviewing our work on elucidating both the atomic and the electronic structure of the active phase in detail, where a combination of scanning tunnelling microscopy and density functional theory has proven very successful. We note that a number of groups have contributed significantly to the present theoretical description of the HDS reaction [35–80]. We will also give a short discussion of support effects. Finally, we will summarize our DFT efforts in understanding the HDS of thiophene and its inhibition by pyridine in atomic-scale detail. Our results suggest several activity descriptors that may be useful for designing better HDS catalysts. We will conclude the paper with a discussion on how DFT, most often in combination with experimental techniques, helps us to understand HDS catalysis.

All DFT results which are presented here have been obtained using the DFT code Dacapo [28, 29], which uses plane waves as a basis set and therefore is ideal for the study of periodic systems. The ion–electron interactions are treated to account for a finite temperature and the presence of numerous other reactions, and can be regarded as a standard approach to surface thermochemistry under oxidation (see e.g. [85]) and numerous other reactions, and can be regarded as a standard method to account for a finite temperature and the presence of a reactive gas.

An important step in elucidating the structure of unpromoted MoS₂ was the investigation of a model system, where MoS₂ was deposited on Au(111) by STM [15]. The STM images, taken under sulfiding conditions, showed that the MoS₂ was present as single-layer triangular nanoparticles, i.e. only one type of edge was exposed. Subsequently, DFT was used to calculate edge free energies for both the Mo edge and the S edge with a variety of configurations, and it could be concluded that under the STM conditions the (1010) Mo edge with adsorbed sulfur dimers is exposed [49], in line with theoretical studies by other research groups [43, 50, 60, 61, 75].

2. Structure of MoS₂, Co–Mo–S and Ni–Mo–S

A prerequisite for HDS activity studies using theoretical models is detailed structural information about the active phase under reaction conditions. Even though the industrial catalyst consists of Co- or Ni-promoted MoS₂, it is instructive to understand the unpromoted MoS₂ phase first. As shown in figure 1, MoS₂ consists of layered hexagonal sheets as S–Mo–S sandwiches. In the pure compounds the sheets are stacked and held together by van der Waals forces so that MoS₂ in some aspects resembles graphite. A sheet has two low-index edge terminations, the (1010) Mo edge and the (1010) S edge. It is well known from numerous experimental studies [1] that the basal plane of MoS₂ is inert and that only the edges exhibit catalytic activity. Thus, it is of fundamental importance to elucidate the detailed edge structure under catalytic conditions, as changing the termination and structure of the exposed edges by e.g. the addition of Co and Ni promoter atoms is one way to enhance catalyst activity.

The shape of the nanoparticle depends on the relative edge free energies according to the Wulff construction, and this determines which edges will be exposed. Furthermore, under reaction conditions, where both H₂ and H₂S are present, the edges may have sulfur, hydrogen or SH groups adsorbed, and this in turn changes the edge free energies. DFT calculations as such provide total energies for structures at T = 0 K and in vacuum. To calculate free energies for non-zero temperatures and in the presence of a gas of a certain pressure and composition, a grand canonical formalism including the chemical potential of hydrogen and sulfur, which in turn depend on temperature and H₂ and H₂S partial pressures, has to be employed [43, 47, 57]. This scheme has also been applied to surface thermochemistry under oxidation (see e.g. [85]) and numerous other reactions, and can be regarded as a standard method to account for a finite temperature and the presence of a reactive gas.
This edge configuration and the simulated STM image are shown in figure 2, and one can see that the protrusions in the simulated STM image actually are located between the S dimers and form a bright brim along the edge [49]. This bright brim could be understood by a detailed analysis of the electronic state at the Mo edge, and the band-structure diagram and contour plots of the relevant Kohn–Sham wavefunctions are depicted in figure 2. Bulk MoS$_2$ consisting of infinite sheets of S–Mo–S is semiconducting with a bandgap of about 1.2 eV [86], but the creation of edges, in this case the (10$ar{1}$0) Mo edge, creates electronic states around the Fermi level which have metallic character. Visualization of the Kohn–Sham wavefunction corresponding to these metallic states (figure 2) shows that they are one dimensional and localized at the edge. It should be mentioned that DFT calculations on both Au-supported and unsupported MoS$_2$ structures were performed, and that the metallic edge states were present in both systems and only slightly influenced by the presence of the Au support [49, 57].

It should be emphasized that a change in conditions, i.e. temperature and composition of the gas phase, especially H$_2$S/H$_2$ ratio, changes the extent to which the (10$ar{1}$0) Mo edge and the (1$ar{1}$0) S edge are exposed and their respective sulfur and hydrogen coverage. Phase diagrams for edge structures over a range of temperatures and partial pressures of H$_2$ and H$_2$S have been constructed by several research groups [43, 50, 56, 57, 60, 61, 75] and it has also been shown using STM that the triangular MoS$_2$ particles assume hexagonal shape and their edge termination changes upon changing the gaseous atmosphere from sulfiding to reducing conditions [87].
Considering that the active phase of industrial catalysts is Co- and Ni-promoted MoS$_2$, it is most important to extend the detailed structural understanding to these promoted structures. According to the now well accepted Co–Mo–S model for the promoted MoS$_2$ hydrotreating catalysts, the Co and Ni promoter atoms are located at edge positions of MoS$_2$ nanostructures, which are believed to enhance catalytic activity by changing vacancy formation energies and the type and structure of the exposed edges. For the promoted structures, the approach of combining DFT with STM studies again has proven to be very insightful, and the resulting edge terminations, their simulated STM images and their electronic structure are shown in figure 2.

In the case of Co, the Co–Mo–S nanoparticles assume a hexagonal structure and expose both the (1010) Mo edge and a Co-promoted (1010) S edge, in which Co substitutes a complete row of Mo atoms [16]. As the Mo edge remained unchanged upon the inclusion of Co, whereas the newly exposed S edge differs in appearance from the unpromoted S edge, it could be concluded that Co exclusively substituted at the S edge [17]. This assignment was in agreement with theoretical studies by other researchers [44, 51, 60, 75]. Thus, the substitution of Mo atoms by Co at the S edge changes the edge free energy such that the Co-promoted S edge is also exposed under sulfiding conditions. From the structure of the Co-promoted (1010) S edge (figure 2), one can see that the Co atoms prefer to be tetragonally coordinated to sulfur monomers.

Recently, calculations in the case of Ni-promoted MoS$_2$ were performed and also compared to STM images [17]. The STM images showed [17] that the case of Ni is much more complicated, as the position of the Ni seems to depend on the particle size. For large particles, Ni seems to change the MoS$_2$ in a similar way to Co, namely that it substitutes the outermost Mo atoms at the S edge. This results in a Ni-promoted S edge whose structure is shown in figure 2 and in which Ni is tetrahedrally coordinated to sulfur. For smaller Ni–Mo–S particles, however, Ni atoms substitute both at the Mo edge and the S edge, and it was found that higher-index edges are also exposed [17]. In particular, for Ni substitution at the metal edge, the most stable structure has Ni in a square-planar environment without any additional sulfur atoms bound to the edge, as also found previously [51, 60] and as one might expect from inorganic chemistry. In contrast to Co promotion, Ni does not seem to exhibit a clear preference for one edge over the other, and thus it can be located at one or both edges, depending on particle size. In addition, Ni was observed to cause exposure of higher-index edges [17], which is surprising considering that such edges were regarded to be too high in edge energy to be created.

Also the Co–Mo–S and Ni–Mo–S structures exhibit metallic edge states, as can be seen from their band structures and the corresponding Kohn–Sham wavefunctions depicted in figure 2. This is especially interesting in view of the fact that these metallic edge states exhibit catalytic activity for e.g. adsorption and hydrogenation of thiophene, as shown both experimentally and theoretically [88, 89]. A well established view on catalytic HDS activity is that activity mainly depends on the ability of the relevant edge structure to form vacancies, where sulfur-containing structures can adsorb and where sulfur can be removed. However, several recent studies have suggested that the brim sites also have catalytic activity under certain conditions [70, 76, 88, 89]. These aspects will be discussed in detail in section 3.

In conclusion, the combination of DFT with STM investigations and other experimental techniques has proven very powerful to elucidate the atomic-scale structure of both unpromoted and promoted MoS$_2$. By providing information which is directly comparable to experiments, structural models can be confirmed or disproved, and thus a very detailed understanding of structure and location and influence of the promoter atoms could be obtained.

3. Support effects

One of the central questions in HDS catalysis is how the MoS$_2$ active phase interacts with the support, and the most widely used and relevant support in industrial catalysis is γ-Al$_2$O$_3$. Detailed modelling of the interaction of a MoS$_2$ nanoparticle with the γ-Al$_2$O$_3$ surface is a formidable task, both because of the large number of atoms required in a model and because the precise location of non-spinel sites in γ-Al$_2$O$_3$ is not completely known and is still under discussion [90–95]. Several theoretical studies of the support effect of γ-Al$_2$O$_3$ have been published [66, 78, 75]. Due to the industrial importance of the Co–Mo–S/γ-Al$_2$O$_3$ system, many experimental investigations using different techniques have been carried out, and it was found that the intrinsic activity of the catalyst strongly depends on the sulfidation temperature [1]. For lower sulfidation temperatures, the intrinsic activity is considerably smaller than for higher sulfidation temperatures, and it was suggested that the lower activity was caused by the presence of some Mo–O–Al linkages between the MoS$_2$ and the alumina support. This Co–Mo–S structure with Mo–O–Al linkages is termed type I Co–Mo–S and the more active Co–Mo–S structure without these linkages is termed type II. Upon increase of the sulfidation temperature, the Mo–O–Al linkages are broken and the more active type II structure is obtained. Interestingly, it was observed that the amount of Co influences the transition temperature, where type II instead of type I Co–Mo–S is formed, and it was found that by increasing the amount of Co in the system the transition temperature decreases [1]. Since these factors have implications for catalyst synthesis and activity optimization, it was of particular interest to understand these trends within an atomistic model.

In a recent study [96], we have taken a very simple approach to study the influence of Mo–O–Al linkages on a MoS$_2$ catalyst and model the Mo–O–Al linkages by Mo–O–H groups. In this study we were mainly interested in the chemical and electronic consequences of these linkages and did not consider structural effects such as lattice mismatch or rigidity which are not included in this model.

The first question we wanted to answer was at which edge the linkages are formed, and this was investigated by placing the linkages at either the Mo edge, the S edge or at positions
Reactivity and inhibition

A large number of experimental studies have investigated the kinetics of various HDS reactions and have provided insight into areas such as reaction networks, inhibition, and the influence of promoters [1, 8, 97, 98]. They made the general observation that there exist two different reaction pathways in HDS of cyclic sulfur-containing compounds. The first pathway, termed the hydrogenation pathway (HYD), is initiated by hydrogenation followed by S removal. In contrast, in the second pathway, which is termed the direct desulfurization (DDS) pathway, S is removed from the organic compound directly without prior hydrogenation. There is experimental evidence that the two pathways have different active sites [1], but so far it has not been established at which sites they take place.

It would be very relevant to elucidate the structure of the active site for hydrogenation and for desulfurization and to establish at which edges these reactions occur. The answers to these fundamental questions may have implications for catalyst design and synthesis, as it often is desirable to enhance specific properties, e.g. hydrogenation ability, of a catalyst. Knowing the nature of the active sites could provide guidance for optimizing the number of active sites. Furthermore, it would be valuable to know the elementary reaction steps that occur during HDS. Insight into the elementary reactions of HDS catalysis may also guide the development of catalysts with low hydrogen consumption and at the same time high HDS activity.

We emphasized that the discussed activity relations hold for different reaction steps, and such investigations are in process. We then proceeded to calculate the elementary reaction barriers and intermediates for both the (1010) Mo edge and the (1010) S edge. The calculations revealed that the hydrogenation steps in the HYD pathway should preferably take place at the Mo edge. However, all S–C bond scission steps, i.e. the final S–C scission step in the HYD pathway and S–C scission in the DDS pathway, seem to be more facile at the S edge, and therefore they probably take place there. The potential energy surface and intermediate structures for the HYD pathway and the DDS pathway on the S edge are shown in figure 4 and illustrate the complexity of this reaction. On a quantitative basis, these reaction pathways allow us to specify the contribution of each edge to the different reaction steps, and such investigations are in process. We emphasize that the discussed activity relations hold for...
unpromoted MoS2 catalysts, and that promotion by Co and Ni introduces significant changes, as they alter both availability and structure of both edges.

The calculations provided a detailed picture of the reaction network of thiophene HDS on MoS2, which we summarize in the schematic overview in figure 5. One important result is that the HDS reaction uses different active sites depending on the specific reaction conditions, and that the reaction is a complex interplay between Mo-edge brim sites and S-edge vacancy sites.

Another most important aspect regarding the reactivity of HDS catalyst is the mechanism of inhibition. Today, this is an increasingly important issue for catalyst manufacturers, since heterocyclic compounds inhibit the HYD pathway, which is the primary pathway for desulfurization of the most refractory species like 4,6-dimethyldibenzothiophene, which must be removed in order to fulfil present environmental regulations. The inhibition strength of nitrogen-containing heterocyclic compounds is subject of theoretical studies [63, 64, 70].

In a recent DFT investigation of inhibition by pyridine [70], we found that pyridine reacts with a proton at the Mo edge and forms a pyridinium ion, which binds much more strongly than pyridine itself. An electron density difference plot of the pyridinium–MoS2 system (figure 6) shows that the pyridinium ion actually forms a chemical bond to the Mo edge. In contrast, pyridine itself and benzene only physisorb and bind weakly. This provides an explanation as to why basic compounds like pyridine can inhibit hydrogenation, whereas benzene is only a weak inhibitor. Furthermore, the formation of pyridinium ions was found only to be possible at the Mo edge, which interestingly is the edge which was identified as the primary location for hydrogenation of thiophene. This provides further evidence for the Mo edge as being the primary hydrogenation active site.

5. Conclusions and outlook

We have given an overview of our recent DFT studies of hydrodesulfurization catalysts with the aim to understand both active site structure and catalytic activity. These studies
Figure 6. Electron density difference plot of benzene (left) and pyridinium (right) on the Mo edge. Note that in the pyridinium (right) plot, a proton has been transferred from the Mo edge to the pyridine molecule to form a pyridinium ion. For benzene, the depletion of electron density (red) is plotted at a contour value of \(-0.003\, eV\,\AA^{-3}\) and increase of electron density (blue) plotted at a contour value of \(+0.003\, eV\,\AA^{-3}\). For pyridinium, the contour values are \(+0.03\, eV\,\AA^{-3}\) for electron density depletion (red) and \(-0.03\, eV\,\AA^{-3}\) for electron density increase (blue). Colour code of the atoms: sulfur, yellow; molybdenum, green; nitrogen, black; carbon, blue; hydrogen, white (colours only available in the web version). Adapted from [70].

have given us insight as to which edge structures are present under different conditions, and which sites are active for hydrogenation or sulfur extraction reactions. For instance, by establishing the active sites for hydrogenation, one obtains information on which sites should preferentially be present in a catalyst with a high hydrogenation activity. These fundamental insights provide a basis for rational improvement of HDS catalysts.
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Scaling Relations for Adsorption Energies on Transition Metal Oxide, Sulfide and Nitride Surfaces
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Density functional theory calculations of the adsorption of O, OH, S, SH, N, NH, and NH₂ on a range of transition metal oxide, sulfide and nitride surfaces are presented. It is shown that the adsorption energies of AHₓ molecules, ∆E[Hₓ], scale with the adsorption energies of the A atoms, ∆E[A], as ∆E[Hₓ] = γ(x) ∆E[A] + ξ(x), where the proportionality constant, γ(x), is independent of the metal and only depends on the number of H atoms in the molecule. We discuss the origin of this effect by comparing with similar scaling relations for transition metal surfaces.

There has been substantial progress in the description of adsorption and chemical reactions of simple molecules on transition metal surfaces. Adsorption energies and activation energies have been obtained for a number of systems and complete catalytic reactions have been described in some detail. There has also been considerable progress in the theoretical description of the interaction of molecules with transition metal oxides, sulfides, and nitrides, but such systems are considerably more complicated to describe theoretically. Complications arise from difficulties describing the stoichiometry and structure of such surfaces and from possible shortcomings in the use of ordinary generalized gradient approximation (GGA) type density functional theory (DFT).

In the present communication we introduce a method that may facilitate the description of bonding of gas molecules to transition metal oxides, sulfides and nitrides. It was recently found that there are a set of scaling relations between the adsorption energies of different partially hydrogenated intermediates on transition metal surfaces. We will show that there exist similar scaling relations for adsorption on transition metal oxide, sulfide and nitride surfaces. This means that knowing the adsorption energy for one transition metal compound it is possible to quite easily generate data for a number of other compounds and in this way obtain reactivity trends.

The results presented in this communication are calculated using self-consistent DFT. Exchange and correlation effects are described using the revised Perdew-Burke-Ernzerhof (RPBE) GGA functional. It is known that GGAs give adsorption energies with reasonable accuracy for the transition metals. It is not clear, however, that a similar accuracy can be expected for the oxides, sulfides, and nitrides, although there are examples of excellent agreement between DFT calculations and experiments, e.g. RuO₂ surfaces. In the following we will focus entirely on variations in adsorption energies from one system to the next, and we expect that such results will be less dependent on the description of exchange and correlation than the absolute adsorption energies.

For the nitrides, the clean surface and the surface with a nitrogen vacancy are studied. For MX₃-type oxides (sulfides) an oxygen (sulfur) covered surface with an oxygen (sulfur) vacancy are studied. The structures of the clean surface considered in the present work and their unit cells are shown in Fig. 1. The adsorption energies given below are for the adsorbed species in the most stable adsorption site on the surface.

![Figure 1. Structures used to describe surfaces of transition metal nitrides, oxides and sulfides.](image)

By performing calculations for a large number of transition metal surfaces of different orientations, it has been found that the adsorption energy of molecules of the type AHₓ is linearly correlated with the adsorption energy of atom A (N, O, S):

\[ ∆E[Hₓ] = γ(x) ∆E[A] + ξ(x), \]

where the scaling constant is given to a good approximation by

\[ γ(x) = (x_{\text{max}} - x)/x_{\text{max}}, \]

Here xₘₐₓ is the maximum number of H atoms that can bond to the central atom A (xₘₐₓ=3 for A=N, and xₘₐₓ=2 for A=O, S), i.e. the number of hydrogen atoms that the central atom, A, would bond to
in order to form neutral gas phase molecules.

We have performed similar calculations for oxygen, sulfur, and nitrogen adsorption on a series of transition metal oxide, sulfide and nitride surfaces, see Fig. 2. We find that scaling relations also exist for these systems, which are considerably more complex than the transition metal surfaces. Such a correlation between adsorption energies of O and OH has earlier been found for the MO oxides.[12] Further more, it can be seen that the scaling constant \( \gamma(x) \) is given to a good approximation by the same expression, Eq. (2) as for adsorption on the transition metals. We find that the mean absolute error (MAE) is lower than 0.19 eV for all the species considered here. The nitride surfaces present a poorer correlation than the rest mainly because TiN(100) is a clear outlier.

![Figure 2. Adsorption energies of NH and NH\(_x\) intermediates over nitrides, OH intermediate over oxides and SH intermediate over sulfides plotted against adsorption energies of N, O and S, respectively. The adsorption energy of AH\(_x\) is defined as: \( \Delta E_{AHx} = E(AH^x) + (x_{max} - x)E(H) - E(H_x) \) where \( E(AH^x) \) is the total energy of an AH\(_x\) molecule adsorbed on the most stable adsorption site, E\( (\ast) \) is the total energy of the surface without the A atom adsorbed, and E\( (H) \) and E\( (H_x) \) are the total energy of the hydrogen molecule and the AH\(_x\) molecule in vacuum, respectively.](image2)

It is interesting to compare the results of Fig. 2 with the equivalent results for the transition metals, see Fig. 3. It is found that for the nitrides the linear relationships are essentially the same for the two classes of systems. For the oxides and partially for the sulfides the results for the compounds are shifted from those of the metals. We trace this to a difference in the adsorption sites on the two kinds of systems. On the transition metal surfaces O and OH are generally found to adsorb on highly coordinated sites with more than one metal neighbor. On the other hand, on the oxide surfaces the O atoms are generally coordinated to a single metal atom. If we use adsorption energies for O and OH on the transition metals, where they are forced to adsorb in an on-top position, the results now fall on the same line as for the oxides, see Fig. 3. For the sulfides the S also adsorbs on a different site than on the metal. If the same adsorption site on the metal is considered the data agree, as for the oxides, with the sulfide results.

![Figure 3. Adsorption energies of NH and NH\(_x\) intermediates on transition metal nitrides and transition metal surfaces, the OH intermediate on transition metals oxides and transitions metal surfaces, and the SH intermediate on transition metal sulfides and transition metal surfaces plotted against adsorptions energies of N, O, and S, respectively. Close-packed surfaces for NH, and OH, intermediates and the stepped surface for SH, intermediates are considered. The adsorption energies for the OH intermediate on top site and S intermediates on bridge site over transition metals are included (blue points). The dash line is the exact slope, \( \gamma(x) \), obtained by eq. 2.](image3)

The results of Figs. 2 and 3 are remarkable and indicate that the nature of the adsorption bond is similar for the transition metals and the compounds. For the transition metal surfaces the scaling relations can be understood within the \( d \)-band model.[16-19] The variation in adsorption energies for a given atom or molecule among the transition metals is mainly given by the variations in the strength of the coupling of the adsorbate valence states with the transition metal \( d \) states. The variations in the adsorption energy of an atom A from one transition metal surface to the next reflect this. If H atoms are now added to atom A, the ability of A to couple to the metal \( d \) states decreases either because the A states couple to fewer \( d \) states or because the bonds become longer.[11] The principle of bond order conservation would indicate that the weakening of the bond strength is proportional to the number of H atoms added, hence Eq. (2).[11] The scaling behaviour observed in Figs. 2 and 3 indicates that similar arguments should hold for adsorption on transition metal oxides, sulfides and nitrides. The key to understand this can be found in recent work by Lundqvist et al.[40] where they show that a suitably modified \( d \)-band model can be used to understand the adsorption energies on transition metal carbides and nitrides.

The strength of the scaling relations is shown by the following example. If one has a calculated or an experimental adsorption energy of an adsorbate AH\(_x\), \( \Delta E_{AHx} \), for one transition metal or transition metal compound, M\(_1\), we can estimate the energy, \( \Delta E_{AHx} \), of the same intermediate on another system, M\(_2\), from the adsorption energies of atom A on the two systems as:

\[
\Delta E_{AHx} = \Delta E_{AHx} + \gamma(x) (\Delta E_{AHx} - \Delta E_{AHx}) ,
\]

where \( \gamma(x) \) is a rational number given by Eq. (2). If we have a database of atomic adsorption energies for a number of systems, we may estimate the adsorption energy of a number of intermediates.
This opens the possibility of obtaining an overview of adsorption energies on oxides, sulfides, and nitride surfaces on the basis of a few calculations.

**Methods**

The results presented in the present communication are calculated using self-consistent DFT. The ionic cores and their interaction with the valence electrons are described by ultra-soft pseudopotentials (soft pseudopotential for S)\(^\text{[41]}\) and the valence wave functions are expanded in a basis set of plane waves with a kinetic energy cut-off of 350-400 eV. The electron density of the valence states is obtained by a self-consistent iterative diagonalization of the Kohn-Sham Hamiltonian with Pulay mixing of the densities,\(^\text{[42]}\) The occupation of the one-electron states is calculated using an electronic temperature \(T=0.1\) eV \((0.01\) eV for the molecules in vacuum); all energies are extrapolated to \(T=0\) K. The ionic degrees of freedom are relaxed using the quasi-Newton minimization scheme, until the maximum force component is found to be smaller than 0.05 eVÅ. Spin magnetic moments for the oxides, Co-Mo-S, Ni-Mo-S, and Co-W-S are taken into account. Exchange and correlation effects are described using the revised Perdew-Burke-Ernzerhof (RPBE)\(^\text{[40]}\) generalized gradient approximation (GGA) functional.

We use the periodic slab approximation and the unit cells considered are modeled by a \((2\times2)\) unit cell for the nitrides and perovskite-type oxides, a \((2\times1)\) unit cell for PtO\(_2\), a \((2\times1)\) unit cell for Co-W-S and MS\(_2\) surfaces with \(M = \text{Mo, Nb, Ta, and W, and a (4\times1) unit cell for Mo-Mo-S surface with } M = \text{Ni and Co. A four layer slab for the nitrides and perovskite-type oxides, a four trilayer slab for PtO}_2\text{-type oxides, and a } 8\text{ or } 12\text{ layer slab for sulfides are employed in the calculations. Neighboring slabs are separated by more than } 10\text{ Å of vacuum. The results for the MO}_2\text{ surfaces with } M = \text{Ir, Mn, Ru, and Ti are taken from Refs}}.\(^\text{[12,13]}\)\) The adsorbate together with the two topmost layers for the nitrides and perovskite-type oxides, the two topmost trilayers for MO\(_2\) oxides and all layers for the sulfides, are allowed to fully relax. The Brillouin zone of the systems is sampled with a \(4\times4\times1\) Monkhorst-Pack grid for nitride and oxide surfaces and with a \(8\times1\times1\) \((4\times1\times1)\) for the \(2\times1\) \((4\times1)\) supercell for the sulfide surfaces.
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Scaling Relations for Adsorption Energies on Transition Metal Oxide, Sulfide and Nitride Surfaces are studied using DFT calculations. The nature of the adsorption bond is similar for the transition metals and the compounds. This opens the possibility of obtaining an overview of adsorption energies on oxides, sulfides, and nitride surfaces on the basis of a few calculations.
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The Hydrogen Evolution Reaction (HER) on carbon supported MoS₂ nanoparticles is investigated and compared to findings with previously published work on Au(111) supported MoS₂. An investigation into MoS₂ oxidation is presented and used to quantify the surface concentration of MoS₂. Other metal sulfides with morphologies similar to MoS₂ such as WS₂, cobalt-promoted WS₂, and cobalt-promoted MoS₂ were also investigated in the search for improved HER activity. Experimental findings are compared to Density Functional Theory (DFT) calculated values for the hydrogen binding energies (ΔG_H₂) on each system.

Introduction

Research efforts to develop electrocatalysts for energy conversion reactions have increased substantially in recent years. Platinum, the ubiquitous electrocatalyst used in PEM fuel cells, is both expensive and scarce, prompting widespread efforts to discover cost-effective materials to replace Pt. In this work we focus on non-noble metal sulfide catalysts for the Hydrogen Evolution Reaction (HER) under acidic conditions, a reaction catalyzed most effectively by Pt-based materials. Previously, MoS₂ has been studied as a catalyst in hydrodesulfurisation and in the photo-oxidation of organics. In electrocatalysis, it has recently been shown that the edge structure of nanoparticulate MoS₂ is active for the HER, mimicking the active sites/co-factor of the hydrogen evolving enzymes nitrogenase and hydrogenase. This work aims to extend the investigation on carbon-supported nanoparticulate MoS₂ for the HER. Unlike the case of Au(111) supported MoS₂ studied by STM in previous work, the catalysts probed herein are more commercially relevant, which also implies that they are less homogeneous and more difficult to image on the atomic scale. As knowledge of the concentration of active sites on a catalyst surface is paramount to elucidating structure-composition-activity relationships, the first aim of this work is to utilize electrochemical oxidation to probe MoS₂ surface area, distinguishing between basal plane and edge sites. In developing this methodology to quantify active sites on a macroscopic scale, we then direct our attention to related catalyst systems, namely WS₂, cobalt-promoted WS₂, and cobalt-promoted MoS₂. We end by comparing experimentally determined activity data to predictions made by Density Functional Theory (DFT) models of these systems in order to gain insight into trends in catalyst activity.

It has been found that ΔG_H₂, the hydrogen binding energy to a given surface, is a good descriptor for identifying electrocatalyst materials with high exchange current densities. A recent study using DFT showed that the active sites on nitrogenase and hydrogenase bind hydrogen weakly, similar to Pt. It was also found that the overpotential of carbon supported MoS₂ is comparable to the DFT calculated hydrogen binding energy on the edge of the nanoparticles. In another study MoS₂ nanoparticles on Au(111) were synthesized under UHV conditions, characterized by STM and examined for HER activity. This study showed direct evidence that the active site of the MoS₂ nanoparticles is indeed the edge. The exchange current density was also found to be in agreement with the volcano relation between the HER exchange current density and the DFT calculated values for ΔG_H₂ proposed by Nørskov et al. By having identified the active site of MoS₂ particles, the next step is to modify that edge such that its ΔG_H₂ approaches even closer to zero where the HER volcano curve has its maximum, and this is a major aim of the work presented herein.

Bulk MoS₂ consists of stacked S-Mo-S layers, and MoS₂ nanoparticles can be synthesized as single layer hexagonal structures exposing two different kinds of edges, the so-called Mo-edge and the S-edge. It has been shown that the structure of nanoparticulate MoS₂ is a single layered truncated triangle primarily exposing the Mo-edge when supported on Au(111). Highly Ordered Pyrolytic Graphite (HOPG) or graphitic carbon also found truncated triangles by means of HAADF-STEM (High-Atom Annular Dark-Field-Scanning Transmission Electron Microscopy) in their investigation of MoS₂, WS₂ and cobalt-promoted MoS₂.

Estimating the number of active sites on a nanoparticulate catalyst is not trivial. One approach is to measure activity on well defined model systems characterized by STM, for example UHV-deposited nanoparticles or chemisorbed molecular clusters. Another option is to use a well established method to measure electrochemically active surface area such as that used with Pt based on the adsorption-desorption behavior of underpotentially deposited hydrogen,
Hupd\textsuperscript{15}. We note, however, that this method still relies upon the assumption that the sites active for H upd are the same as those active for the HER. As we are studying metal sulfides where no such method exists, the irreversible oxidation of metal sulfides will be investigated as a measure of their surface area and edge sites.

In the following we will show our investigation of MoS\textsubscript{2}, WS\textsubscript{2} and cobalt promoted WS\textsubscript{2} (Co-W-S) and MoS\textsubscript{2} (Co-Mo-S), prepared similarly to the ones imaged by Brorson et al\textsuperscript{11} and supported on Toray carbon paper. The electrochemical measurements will be discussed in relation to DFT calculations of $\Delta G_{\text{H}}$ for each of the metal sulfates investigated in order to identify structure-composition-activity relationships for these systems.

**Results and discussion:**

**Synthesis and electrochemical characterization of MoS\textsubscript{2}**.

MoS\textsubscript{2} particles on Toray carbon paper were prepared by dropping 25 µL of an aqueous ammonia heptamolybdate (1 mM Mo) solution onto 1 cm\textsuperscript{2} of Toray paper. The sample was dried in air at 140° C followed by sulfidation in 10% H\textsubscript{2}S in H\textsubscript{2} at 450° C for 4 hours, and subsequently cooled in that same gas stream. This preparation method would typically give the highest current on a per gram basis; higher loadings usually led to lower currents.

HER activity was measured (See experimental details) and the results are plotted as Tafel (log i - E) and polarization curves (i-E) in Figure 1. The Tafel plot exhibits a slope of 120 mV/dec and an exchange current density of 4.6 × 10\textsuperscript{-6} A/cm\textsuperscript{2} geometric. Samples prepared by different methods have often yielded different Tafel slopes, ranging between 110 mV/dec, and several hundred mV/dec. We attribute this to transport limitations through the fibrous, porous network characteristic of Toray carbon paper. Although sample/substrate preparation could potentially be optimized further, the consistent results achieved using the preparation method described above allows for accurate cross-comparisons among different catalyst materials. It should be noted that hydrogen evolution is taking off at around -0.2 V vs. NHE just as we have previously seen on MoS\textsubscript{2}\textsuperscript{5,6}.

The current measured from approx. +0.1 V vs. NHE to -0.15 V is most likely not due to the HER but rather oxygen reduction at the interface between the electrolyte and the electrode. Finally it should be noted that sweeps between -0.35 and +0.1 V vs. NHE showed negligible change over time, apart from the effects of bubble formation on the electrode.

**Fig. 2** Cyclic voltammogram of the oxidation and subsequent deactivation of the MoS\textsubscript{2} sample. Scanrate 2mV/s. Main: The deactivation of the sample showing one sweep from -0.35 V vs. NHE to 1.05 V vs NHE and back to -0.35 V vs. NHE. On the 1st anodic sweep an irreversible oxidation peak occurs at 0.6 V vs. NHE and is followed by a subsequent decrease in current at cathodic potentials (-0.35 V vs. NHE), indicating a deactivation of the active sites. Inset: The first and second sweep at anodic potentials showing a significant decrease in the oxidation peak.

Figure 2 shows a cyclic voltammogram of MoS\textsubscript{2}/C where the potential is cycled between -0.3 and +1.05 V vs. NHE. At approx. +0.6 V vs. NHE an irreversible oxidation begins to occur with a maximum at +0.98 V vs. NHE. On the subsequent cathodic sweep a significant drop in HER activity is noticed. On the ensuing anodic sweep seen in the inset of Figure 2, the oxidation peak is no longer present. Thus, the loss of HER activity is attributed to irreversible MoS\textsubscript{2} oxidation. In subsequent studies, fresh samples were subjected to CVs in which an initially narrow potential window was widened gradually to more positive (anodic) potentials. It was found that the HER activity of MoS\textsubscript{2}/C remained stable with every sweep as long as the anodic potential was limited to ≤ +0.6 V vs. NHE.
MoS\textsubscript{2} electro-oxidation

To our knowledge, the electrochemical oxidation of nanoparticulate MoS\textsubscript{2} is not covered in the literature, which instead focuses on the corrosion of bulk MoS\textsubscript{2}. Kautek\textsuperscript{16} found that the bulk system preferentially oxidized at the (10\overline{1}1) face and that it did not corrode at the (0001) basal plane. On the nanoparticles this would correspond to corrosion of the particle edges. Closer examination of the insert of Figure 2 reveals two distinct oxidation peaks. The major peak has its maximum at approx. +0.98 V vs. NHE whereas the minor peak has its maximum at approx. +0.7 V vs. NHE. As the edges of MoS\textsubscript{2} nanoparticles are expected to be more readily oxidized than the basal plane\textsuperscript{16}, we interpret the two distinct oxidation peaks to correspond to the edges (minor peak, +0.7 V vs. NHE) and the basal planes (major peak, +0.98 V vs. NHE) of the particles. While only one cycle to +1.05 V vs. NHE will completely deactivate the sample for the HER, it takes several cycles to +0.7 V vs. NHE to achieve the same effect. This implies that not all edge sites are oxidized with a single sweep to +0.7 V vs. NHE. Had the sample been deactivated for the HER after a single sweep to +0.7 V vs. NHE, we could definitely have used this peak as a measure of the concentration of edge sites. But as this is not the case we will use the major peak at +0.98 V vs. NHE to determine the total surface area of MoS\textsubscript{2}/C. We have however attempted to use the weak feature at +0.7 V vs. NHE to get an estimate of our particle size. At low sweep rates (2 mV/s) the feature is typically not dominated by the major feature at +0.98 V vs. NHE. The area of the edge feature is approx. 8% of the major peak. If the particles are triangular this corresponds to an edge length of around 25 nm, consistent with the particle sizes observed by Brorson et al\textsuperscript{11}.

XPS was also employed in this investigation to study the MoS\textsubscript{2}/C at three stages of its life: freshly prepared, after HER in H\textsubscript{2}SO\textsubscript{4} and after oxidation in H\textsubscript{2}SO\textsubscript{4} at high anodic potentials (see experimental details). To obtain a reasonable signal to noise ratio for the XPS studies the Toray paper was dip coated in a 0.14 M Mo solution instead of dropping a known amount of solution on the surface, resulting in a higher loading of Mo than previously described (a factor of 5-10 according to the charge of the oxidation peak). The survey spectra of the different samples showed no contaminants on the freshly prepared samples. On the samples that had been submerged in H\textsubscript{2}SO\textsubscript{4} peaks corresponding to sulfate were seen and a peak corresponding to N 1s was also seen. The N 1s peak is most likely caused by trace amounts of NH\textsubscript{3} present in air absorbed by H\textsubscript{2}SO\textsubscript{4} as (NH\textsubscript{4})\textsubscript{2}SO\textsubscript{4} with a N 1s binding energy of 401.3 eV\textsuperscript{17}. 
Fig. 3 XPS spectra of MoS$_2$ on Toray paper recorded at different stages of its life. 1): As prepared after sulfidation. 2a): After initial activity measurements of the HER (CVs between +0.1 and -0.4 V vs. NHE). 2b): Sample 2a after measurements of the HER and subsequent oxidation/deactivation (CVs between +1.4 and -0.4 V vs. NHE) and removal from the electrolyte at -0.32 V vs. NHE. 3): After measurements of the HER and subsequent oxidation/deactivation (CVs between +1.4 and -0.4 V vs. NHE) and removal from the electrolyte at 0.4 V vs. NHE.

The XPS data, see Figure 3, reveals that the freshly prepared sample (no. 1) of MoS$_2$ is similar to previously reported spectra$^{18-20}$. The XPS data from a similarly prepared sample that was tested for the HER (sample no. 2a) by sweeping the potential between +0.1 V and -0.45 V vs. NHE, showed an increase in the SO$_4^{2-}$ peak which is to be expected as the sample had been submerged in H$_2$SO$_4$. Apart from the increase in the SO$_4^{2-}$ peak no significant changes were found compared to the freshly prepared sample, indicating that MoS$_2$/C does not change significantly during the HER. After XPS analysis of sample no. 2a was examined for the HER again, then cycled between -0.4 V vs. NHE and +1.4 V vs. NHE and removed from the solution at -0.32 V vs. NHE (sample no. 2b in the XPS spectra). A significant decrease of the Mo 3d, Mo 3p, S 2s and S 2p peaks was observed and there was no XPS signal corresponding to MoO$_3$. Thus, although the amount of surface Mo decreased significantly it still maintained its Mo$^{4+}$ character (as in MoS$_2$). There are several possible explanations for the lack of Mo on the surface: (1) The MoS$_2$ desorbs from the surface at high anodic potentials, (2) The oxidation product of MoS$_2$, MoO$_3$, dissolves$^{21}$, (3) That MoO$_3$ is reduced to Mo$^{3+}$ at -0.32 V vs. NHE and subsequently dissolves$^{21}$. To answer this question, sample no. 3 was subjected to the same oxidation treatment as sample no. 2b but in this case the sample was pulled out of solution at a higher potential (+0.4 V vs. NHE) where MoO$_3$ is thermodynamically stable according to the Pourbaix diagrams$^{21}$. XPS reveals a shift of the Mo 3d and Mo 3p towards higher binding energies just as expected for MoO$_3$. Thus it is unlikely that MoS$_2$ dissolves at anodic potentials. We note that the Mo peaks of the MoO$_3$ were significantly greater than the Mo peaks observed on the other samples and at the same time the C 1s peak was significantly smaller. The increase in intensity could be due to a higher loading on this specific sample but we only found a factor of 2 larger oxidation peak on sample 3 than on sample 2a/b. This leads us
to believe that there could be surface enrichment of Mo species on the outermost exposed surface the Toray paper after repeated dissolution-redeposition cycles during each potential sweep.

Having established that the MoS$_2$ is in fact being oxidized at high anodic potentials we will now elaborate on possible reaction mechanisms. The reaction mechanism will enable us to use the irreversible oxidation peaks to determine the amount of MoS$_2$ present on the surface. A plot of the correlation between the amount of Mo used during synthesis and the charge of the irreversible oxidation peak is shown on figure 4. In a corrosion study by Jaegermann$^{18}$, bulk MoS$_2$ was electrochemically oxidized in KNO$_3$ and examined by XPS. A shift toward higher binding energies was observed for the S 2$p$ and Mo 3$d$ peaks and a broadening was observed in the S 2$p$ line. This was interpreted as MoS$_2$ degradation to SO$_4^{2-}$, S$_2^{2-}$ and MoO$_3$. We can with this knowledge consider how many electrons we expect to use to oxidize one Mo atom. If we consider one extreme where the carbon supported MoS$_2$ is decomposed into MoO$_3$ and SO$_4^{2-}$, the following reactions would take place, where 18 electrons are transferred per Mo atom

$$\text{MoS}_2 + 11 \text{H}_2\text{O} \rightarrow \text{MoO}_3 + 2 \text{SO}_4^{2-} + 22 \text{H}^+ + 18\text{e}^- \quad (1)$$

The other extreme would be that MoS$_2$ is decomposed into MoO$_3$ and S$_2^{2-}$ where 4 electrons are needed

$$\text{MoS}_2 + 3 \text{H}_2\text{O} \rightarrow \text{MoO}_3 + \text{S}_2^{2-} + 6 \text{H}^+ + 4\text{e}^- \quad (2)$$

According to figure 4 the correlation between the oxidation peak and the deposited amount of Mo yields 8.9 (r$^2$ =0.55) electrons per Mo atom used in the deposition. This number is in between the two extremes mentioned above. Revisiting the XPS data we can not see whether we have produced excess SO$_4^{2-}$ due to the background of H$_2$SO$_4$. We are however also not seeing any significant amounts S$_2^{2-}$ after cyclic voltammetry. While the samples have been subject to a high anodic (1.4 vs. NHE) potential where S$_2^{2-}$ can be oxidized to SO$_4^{2-}$ the subsequent high cathodic (-0.4 vs. NHE) potential can reduce the S$_2^{2-}$ to H$_2$S$^{11}$. We can not conclusively determine the exact nature of the oxidation reaction. But our measurements indicate that the sulfur in the MoS$_2$ is only partially oxidized during anodic sweeps, resulting in the following proposed reaction mechanism:

$$\text{MoS}_2 + 7 \text{H}_2\text{O} \rightarrow \text{MoO}_3 + \text{SO}_4^{2-} + \frac{1}{2} \text{S}_2^{2-} + 14 \text{H}^+ + 10\text{e}^- \quad (3)$$

**HER activity of MoS$_2$/C**

In order to determine the activity of the MoS$_2$/C system per active site, we start with the irreversible oxidation to estimate the total surface area of MoS$_2$ on the Toray paper. The irreversible oxidation peak of the sample shown in Figure 1 and Figure 2 has a charge of 0.014 C. If we assume that 10 electrons are involved in the oxidation of MoS$_2$, as presented in the previous section, the surface area will be 4.2 cm$^2$ of single layered MoS$_2$ giving an exchange current density($i_0$) of 1.1*10$^{-6}$ A/cm$^2$ (and a Tafel slope of 120mV/dec). We have previously shown that the active sites of Au(111) supported MoS$_2$ nanoparticles are situated on the edge$^{11}(i_0 = 7.9*10^{-6}$ A/cm$^2$).

The exchange current density on a per active site basis will clearly be higher than the exchange current densities reported above since few of the MoS$_2$ sites are on the edge. Thus the values above constitute a lower bound for activity. If we incorporate the fact that the MoS$_2$ nanoparticles are triangular with an edge length of 25 nm approx. 8 % of the atoms will be situated at the edge of the particle. This would lead to a 12-fold increase in exchange current density per active site.

**Electrochemical characterization of WS$_2$**

WS$_2$ exhibits a layered structure similar to MoS$_2$$^{11,12}$, forming the same triangular shape as MoS$_2$ when prepared under similar conditions. WS$_2$ supported on SiO$_2$ has previously been proposed as a catalyst for the hydrogen evolution reaction$^{13}$.

---

**Fig. 4** The charge of the irreversible oxidation peak as a function of the amount of Mo used during the synthesis of MoS$_2$.
The WS$_2$ was studied on Toray paper and the preparation method was similar to that of the MoS$_2$ samples (see experimental details). In Figure 5 the results of the electrochemical measurements are shown. Figure 5 A) shows a Tafel plot (log i - E) and a polarization curve (i - E) in the region where we have previously observed hydrogen evolution on MoS$_2$ samples. On the polarization curve (inset of Figure 5 A)) the cathodic current increases at potentials more negative than -0.2 V vs. NHE ascribed to HER activity. The Tafel slope on this sample is found to be 135mV/dec. indicating that the current could be transport limited. Figure 5 b) shows the deactivation of the sample at positive potentials. As with the MoS$_2$/C sample, an oxidation feature is observed with a peak at approx. 1 V vs. NHE, and on consecutive sweeps the peak disappears concurrent with a drop in the HER current. This is the same behavior as we have seen on the MoS$_2$/C sample except that the WS$_2$ sample required two sweeps towards highly anodic potentials before the HER current was affected. This behavior was also observed with high loadings of MoS$_2$/C samples that surely had formed multilayer’s. In this case, the outer layer could be passivated by a sulfur/oxide layer, thus requiring several oxidation/reduction steps to completely dissolve the metal sulfide. Apart from the potential formation of multilayer’s the oxidation of the WS$_2$ is similar to that of MoS$_2$/C and it is assumed that the oxidation process is similar to that of MoS$_2$/C.

Cobalt promoted MoS$_2$ and WS$_2$

Cobalt is often used to promote WS$_2$ and MoS$_2$ in catalyzing the hydrodesulfurization reaction. Both the structural and the catalytic effect of adding cobalt has been extensively studied. It is widely accepted that the cobalt is located at the edge of MoS$_2$, more specifically the so called S-edge(-1010). Cobalt promotion of MoS$_2$ has also been shown to change the morphology significantly. Cobalt promoted MoS$_2$ is usually found as truncated triangles exposing the S-edge (T010) predominantly, unlike the unpromoted MoS$_2$, in which the triangles are less truncated and primarily expose their Mo-edge(10-10). In the following we will show data for sulfided Co and Co promoted WS$_2$ and MoS$_2$.

Electrochemical characterization of cobalt sulfide CoS$_x$)

The first step in testing the promotion by cobalt is the test of sulfided cobalt itself. We have used Co(acetate) as the Co precursor as described in. The precursor was sulfided under the same conditions as the MoS$_2$ and the WS$_2$ samples (see experimental details). The Co is expected to be in the form of Co$_3$S$_9$ immediately after sulfidation, but as this form is not stable in air, our Co sulfide is most likely partially sulfided (CoS$_x$).
HER current diminishes just as on the pure CoS sample: it is initially high and after subsequent sweeps the current decreases noticeably, but unlike the case of pure CoS, remains stable at a fairly high level. This indicates that some of the Co promoter is in the state of CoS, but as the current stabilizes at a higher level than pure CoS, MoS or WS the remaining Co must have a promotion effect. The Tafel slopes are also in the expected region (Co-W-S 132 mV/dec., Co-Mo-S 101 mV/dec.). In Figure 7 B) and D) the CVs within a wide potential window are shown and just as on the other metal sulfides we observe an irreversible oxidation peak followed by a significant decrease in HER activity. The peak maximum, however, seems to be shifted to a more anodic potential (approx. 1.1 V vs. NHE) than those corresponding to the unpromoted MoS and WS.

**DFT calculations on WS, MoS, Co-Mo-S and Co-W-S**

We have calculated ΔGH at the S edge (1010) and the Mo/W edge (1010) of WS and MoS and on the Co promoted S edge (1010) edge of WS and MoS over a wide range of S coverage and H coverage. The choice of the relevant edge configurations have been based on the chemical potential of hydrogen and sulfur at the experimental sulfiding conditions using a thermodynamic model similar to the one presented in. The structure and the differential free energies of H adsorption for these structures can be seen in Figure 8. The results indicate that non promoted WS and MoS nanoparticles should be reasonably good hydrogen evolution catalysts since both edges on both systems have free energies of adsorption close to zero. Hydrogen evolution on MoS is expected to take place predominantly at the Mo edge (ΔGH = 0.08 eV) rather than the S edge (ΔGH = 0.18 eV), while for WS both edges are equally good (ΔGH = 0.22 eV). Given these values for ΔGH, non-promoted MoS is predicted to be a better hydrogen evolution catalyst than WS.

The incorporation of cobalt into the edge structures of both WS and MoS is expected to have a promotion effect. The cobalt only incorporates itself into the S edge of both cases, so ΔGH values at the Mo/W edge remain unaffected. At the S edge, however, ΔGH is reduced to 0.10 eV and 0.07 eV for MoS and WS, respectively (down from 0.18 eV and 0.22 eV). We note that the free energy of hydrogen adsorption at the cobalt-promoted S edge of MoS is very similar to the free energy of hydrogen adsorption on the Mo edge of MoS. Therefore, for MoS the effect of promotion is the increase in the number of sites with high activity. On WS the effect of cobalt promotion is the creation of new sites with higher activity than that prior to promotion.

In comparing all catalyst systems, DFT calculations suggest that cobalt-promoted MoS (Co-Mo-S) should be a better catalyst than Co promoted WS (Co-W-S) because it would have active sites on both edges and therefore a higher total number of active sites.

**Linking catalyst structure and composition to HER activity**

Calculated DFT values are best compared to experimental data where the activity has been normalized with respect to the number of active sites on the catalyst, in this case the number and type of edge sites on the different metal sulfides. We accomplish this normalization by using the irreversible oxidation features of each sulfide.

![Figure 9](https://example.com/figure9.png)  
**Fig. 9** Polarization curves where the currents of the different metal sulfides have been normalized with respect to the charge of the irreversible oxidation peak. A: Polarization curve of the HER on WS and cobalt promoted WS(Co-W-S). B: Polarization curve of the HER on MoS and cobalt promoted MoS(Co-Mo-S).

Figure 9 exhibits normalized polarization curves (E- i) pertaining to each of the different samples. There is an apparent promotion effect of Co on both the MoS and the WS samples. The promotion effect on the WS sample can be explained by the DFT calculations predicting that the Co promotion should decrease the free energy of hydrogen adsorption from 0.22 eV to 0.07 eV on the S-edge and thus effectively increase the activity of the active site. MoS is a slightly different case. It has previously been found that MoS’s Mo-edge, which has a ΔGH of 0.08 eV, is the major edge exposed, and that this edge does not adsorb cobalt. However, the inhomogeneous nature of these nanoparticulate catalysts suggests that both the Mo-edge and the S-edge will be present in significant fractions. Thus, the cobalt on MoS’s S-edge promotes the HER as its free energy of hydrogen adsorption is decreased from 0.18 eV to 0.10 eV. In other words, the number of active sites is increased since the normally less active S-edges becomes more active in the...
presence of cobalt.

**Experimental/Calculation details**

Toray carbon paper was used as support material because it is inert, of high purity, has high conductivity and because it has adsorption sites/defects that will anchor the metal sulfide particles. The Toray paper was cut into strips that were 1 cm wide and 5 cm long. The Toray paper was loaded with catalyst by wetness impregnation with an aqueous solution of Ni(II)MoO₄·4H₂O in the case of MoS₂ and an aqueous solution of H₂N₂O₂·W₂·xH₂O in the case of WS₂. In the case of the sulfided Co, C₆H₆CoO₄·4H₂O in an aqueous solution was used. The promoted WS₂ and MoS₂ were made by co-impregnation of Co and Mo/W. The impregnation of the pure sulfides was done by dropping a 25 µL aliquot (0.3-1 mM for Mo, 0.8 mM for W, 4 mM for Co). The co-impregnation of the promoted sulfides was done by adding a 25 µL aliquot of Mo(0.7 mM) or W(0.8 mM) solution followed by a 25 µL aliquot of Co(4 mM) solution. A different sample preparation was used for the MoS₂ sample for XPS analysis where a the Toray paper was dip coated in the Mo solution(0.14 M) to obtain a more uniform impregnation.

The samples were dried at 140 °C and afterwards sulfided in a tube furnace under 10% H₂S in H₂ at 450 °C for 4 hours. The samples were cooled down in the same gas stream. The XPS data was recorded using a Perkin-Elmer surface analysis system (Physical Electronics Industries Inc., USA) with a chamber base pressure of 10⁻¹⁰ Torr.

The SCE reference electrode a salt bridge was used. A Pt mesh was used as the counter electrode. The XPS scans on Figure 4 were measured with a pass energy of 100 eV, a step size of 1 eV, and 250 ms/step.

**DFT calculations**

An infinite stripe model, which has previously been proven successful to investigate MoS₂ based systems, is used to investigate the edges of MoS₂. The infinite stripe exposes both the (1010)Mo edge and the (1010) S edge. The supercell has 4 Mo atoms in the x-direction and 4 Mo atoms in the y-direction, in order to allow for important reconstructions with a period of 2 in the x direction and to allow decoiling of the Mo edge and the S edge in the y-direction. The stripes are separated by 14.8 Å in the z-direction and 9 Å in the y-direction.

The plane wave density functional theory code DACAPO is used to perform the DFT calculations. The Brillouin zone is sampled using a Monkhorst-Pack k-point set containing 4 k-points in the x-direction and 1 k-point in the y- and z-direction. The calculated equilibrium lattice constant is 3.235 Å and 3.214 Å for MoS₂ and WS₂ respectively. A plane-wave cutoff of 30 Rydberg and a density wave cutoff of 45 Rydberg are employed using the double-grid technique. Ultrasoft pseudopotentials are used except for sulfur, where a soft pseudopotential is employed. A Fermi temperature of k_B T=0.1eV is used for all calculations and energies are extrapolated to zero electronic temperature. The exchange correlation functional RBPE is used. The convergence criterion for the atomic relaxation is that the norm of the total force should be smaller than 0.15eV/Å, which corresponds approximately to a max force on one atom below 0.05eV/Å. Figures of atomic structures have been made using VMD. The differential free energies are calculated as described in where 0.29eV is added to the pure DFT energy of adsorption in order to take zero point energy and entropy into account.

**Conclusions**

We have studied the hydrogen evolution on Co promoted and unpromoted nanoparticulate MoS₂ and WS₂ structures. Cyclic voltammetry revealed that they are irreversibly oxidized at high anodic potentials. We have used the irreversible oxidation features to determine the surface area of MoS₂ and proposed a possible oxidation mechanism of MoS₂. XPS analysis showed no change in the oxidation state of MoS₂ after HER measurements, but after oxidation at potentials above 0.6 V vs. NHE MoS₂ was oxidized. We found that the activity of the carbon supported MoS₂ is comparable to that of our previously published results on Au(111) supported MoS₂. WS₂ has a similar structure and was also investigated in this study. It was found to irreversibly oxidize at high anodic potentials, just like MoS₂ and was found to be almost as active. Tests of Cobalt promoted MoS₂ and WS₂ samples were also performed and Co is indeed promoting the HER in both cases. The findings are corroborated by DFT calculations showing that the activity of the different samples should be WS₂<MoS₂-Co-Mo-S<Co-W-S.
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Accurate calculations of adsorption energies of cyclic molecules are of key importance in investigations of e.g. hydrodesulfurization catalysis. The present density functional theory (DFT) study demonstrates that van der Waals interactions are of importance for binding energies on MoS$_2$ surfaces and that DFT with a recently developed vdW-DF exchange-correlation functional accurately calculates the van der Waals energy. We have calculated values for the adsorption energy of thiophene, butadiene and benzene on the basal plane of MoS$_2$. These molecules are important reactants and products in HDS catalysis. We find that the adsorption is mainly due to van der Waals interactions, which gives quite significant contributions to the binding of thiophene, butadiene, and benzene.
1 Introduction

The strict legislations on sulphur contents in diesel fuel require that the most refractory sulphur containing compounds are removed from the crude oil. This has increased the interest in the reaction mechanisms in hydrodesulfurization (HDS) catalysis in order to improve present day catalysts. The key to understand the reaction mechanisms is detailed knowledge of the reaction energy landscape. This requires methods to accurately calculate or measure adsorption energies of reactants, products, and inhibitors and barriers of the reactions.

Several density functional theory (DFT) studies have successfully investigated HDS catalysis and have provided valuable insight into the structure, adsorption properties and reactivity of HDS catalyst e.g. [1-13]. The success of DFT is due to a well-proven record in calculating accurate chemisorption energies of molecules on surfaces [14]. However, calculating the physisorption energy is much more of a challenge due to the absence of van der Waals (vdW) forces in the most widely used implementations of DFT. The lack of vdW forces could be problematic in studies of HDS since most of the molecules of interest in HDS are aromatic. Such molecules are believed to have considerable binding due to vdW forces. However, recent developments in exchange-correlation functionals [15] have shown promising results for adsorption and binding of systems dominated by vdW interactions [15-22].

The adsorption of thiophene, butadiene, and benzene on the basal plane of MoS$_2$ is investigated by use of the novel exchange correlation functional, vdW-DF [15]. Thereby, the importance of vdW forces on adsorption energies on MoS$_2$ is elucidation. It is found that the adsorption energies of thiophene, butadiene, and benzene are dominated by vdW interactions, and the theoretical predictions agree with results from well defined ultra high vacuum surface science experiments [23]. The present results
indicate that the vdW interaction for adsorption on MoS$_2$ based system is well described by the vdW-DF functional.

2 Calculational details

A slab model is used to investigate the basal plane (0001) of MoS$_2$. The supercell has 4 MoS$_2$ units in the x- and y-direction. The slabs are separated by 21.82Å in the z-direction. This model represents the basal plane of MoS$_2$ single crystal where the effect of the second layer of MoS$_2$ is assumed to be small, which has been shown to be a reasonable approximation for graphite [17]. The plane wave density functional theory code DACapo [14, 24] is used to perform the DFT calculations. The Brillouin zone is sampled using a Monkhorst-Pack k-point set [25] containing 4 k-points in the x- and y-direction and 1 k-point in z-direction. The calculated equilibrium lattice constant of a=3.235 Å compares well to the experimental lattice constant of 3.16Å [26]. A plane-wave cutoff of 30 Rydberg and a density wave cutoff of 60 Rydberg (45 Rydberg for benzene) are employed using the double-grid technique [27]. Ultrasoft pseudopotentials are used except for sulfur, where a soft pseudopotential is employed [28, 29]. A Fermi temperature of $k_B T=0.1eV(0.001eV)$ is used for slab (molecules) and energies are extrapolated to zero electronic temperature. Figures of atomic structures have been made using VMD [30]. The convergence criterion for the atomic relaxation is that the maximum force on one atom should be smaller than 0.01eV/Å.

The exchange correlation functional RPBE[14] (revPBE [31]) is used for structure optimization of thiophene and pyridine (for benzene). The binding curves have been constructed using the vdW-DF functional [15] which has recently been implemented in the grid based real space projected augmented wave code GPAW [32]. The $E_{\text{vdW-DF}}$ energy of thiophene and butadiene (benzene) is calculated as a
perturbation to the RPBE (revPBE) density and calculated using the self consistent RPBE (revPBE) density. The vdW-DF exchange correlation energy given in equation 1

\begin{equation}
E_{xc} = E_{LDA,c} + E_{GGA,x} + E_{c}^{nl}.
\end{equation}

Where \(E_{GGA,x}\) is the RPBE (revPBE) exchange for thiophene and butadiene (revPBE) and \(E_{LDA,c}\) is the LDA correlation. \(E_{c}^{nl}\) is calculated as seen in equation 2,

\begin{equation}
E_{c}^{nl} = \frac{1}{2} \int \int n(r)\phi(r,r')n(r')drdr'.
\end{equation}

Where the interaction kernel \(\phi(r,r')\) is calculated as described in [15]. The integral is calculated for densities above \(0.0001/a_0^3\) an a density grid with \(0.10\text{Å} (0.11\text{Å})\) for thiophene and butadiene (benzene). The periodic boundary conditions are included using the minimum image convention [33]. The binding site and orientation of the molecule have been identified by constrained minimization fixing the slab and the \(z\) coordinate of the molecule and/or free minimization of the molecule fixing the slab. The binding curves are calculated by moving the molecule in the \(z\) direction and not allowing for possible reconstructions of the molecule and the slab.

3 Results and discussion

We have investigated the adsorption of thiophene, butadiene, and benzene on the basal (0001) plane of MoS\(_2\). The adsorption of thiophene and butadiene have previously been investigated in a well defined surface science experiment [23], which found that the binding on the basal plane is weak, with thiophene and butadiene adsorption energy values measured as \(-0.42\text{eV}\) and \(-0.37\text{eV}\) respectively.

3.1 Thiophene

For thiophene, there are two adsorption configurations (a,b in Fig 1.) that have very similar binding energies and the binding curves are also similar. There is little or no chemical bonding and the entire
bond is given by vdW interaction. The calculated adsorption energy is -0.47eV which compares well with the experimental adsorption energy of -0.42eV.

<table>
<thead>
<tr>
<th></th>
<th>Exp [eV]</th>
<th>RPBE [eV]</th>
<th>vDW [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>-0.42</td>
<td>-0.42</td>
<td>-0.47</td>
</tr>
<tr>
<td>b)</td>
<td>-0.42*</td>
<td>-0.42</td>
<td>-0.47</td>
</tr>
</tbody>
</table>

Figure 1 Thiophene adsorption. potential-energy curve calculated with RPBE and vDW-DF exchange-correlation functionals, respectively, in two configurations (a) and b)). Experimental value (a) is from [23]

3.2 Butadiene
Three different butadiene adsorption configurations (seen in Fig. 2) have been investigated and the binding curves can be seen in Fig 2. The binding energies for the different adsorption configurations are very similar and the maximum binding energy is -0.4eV. Like for thiophene the binding energies are dominated by vdW interactions. The agreement between the experimental and the calculated adsorption-energy values is high.
Figure 2 Butadiene adsorption on the basal plane of MoS$_2$ in three different configurations (a), (b), and (c)). The abscissa in the binding curves is the distance from the center of mass of butadiene to the $z$ position of the top sulfur layer. Experimental value from [23]

<table>
<thead>
<tr>
<th>Binding Energy (eV)</th>
<th>a)</th>
<th>b)</th>
<th>c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPBE</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>vdW</td>
<td>-0.33</td>
<td>-0.39</td>
<td>-0.40</td>
</tr>
</tbody>
</table>

**3.3 Benzene**

A single adsorption configuration have been investigated for benzene (see Fig. 3.). The binding energy is -0.47eV. Like for thiophene and butadiene the binding energy is dominated by vdW interactions.
Figure 3 Benzene adsorption on the basal plane of MoS$_2$. The abscissa in the binding curve is the distance from the center of mass of benzene to the z position of the top sulfur layer.

The overall picture is that vdW forces dominate the bonds between benzene, thiophene, and butadiene and the basal plane of MoS$_2$. The adsorption energy values of the three molecules lie rather close, slightly below 0.5eV. It is largest for thiophene followed by butadiene and benzene. There is good agreement between experimental and theoretical values. The binding energy varies very little between different adsorption geometries.
The relatively strong vdW binding energy of thiophene, butadiene and benzene could be due to the fact that these molecules have delocalised electrons in the aromatic structure of thiophene and benzene and the conjugated double bonds in butadiene.

The present results indicate that including vdW binding will significantly affect the adsorption energy and thereby the coverage of aromatic compounds on MoS$_2$ based catalysts. Increasing the adsorption energies by 0.5eV and possibly more for larger molecules will be of significant importance since molecules like thiophene and dibenzoethiophene have been found to make weak chemical bonds with the equilibrium edge structures and single vacancies on the equilibrium edges [3, 5, 7, 12, 13].

4 Conclusion
We have calculated the adsorption properties of thiophene, butadiene and benzene on the basal plane of MoS$_2$ using the recently developed exchange correlation functional vdW-DF [15]. For adsorption energy values, a high degree of agreement is found between experiment and theory. For all three molecules the bond is found to be due to vdW interactions. The present results for the vdW binding of thiophene, butadiene, and benzene (-0.47eV, -0.40eV , and -0.47 respectively) show a magnitude that will influence the coverage of these species considerably. Obvious, the van der Waals forces cannot be neglected when calculating adsorption energies of aromatic compounds and conjugated compounds on inert surfaces, like the basal plane of MoS$_2$. The high degree of agreement between theory and experiment shows that the vdW-DF functional is promising for accurately calculating adsorption energies.

Needless to say, there are several aspects of the vdW-DF and its application in a context like this that need to be scrutinized, including optimization of the account of exchange, understanding of how seemingly different surfaces, like graphite and the basal plane of MoS$_2$, can give so similar physisorption
values, and experience of the coexistence of vdW forces with other forces of a similar magnitude, like electrostatic ones in, e.g., H$_2$S adsorption and expected covalent ones at, e.g., the edge of nanosized MoS$_2$ trippellayers.
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