Light, Matter, and Geometry
The Cornerstones of Appearance Modelling

Frisvad, Jeppe Revall; Christensen, Niels Jørgen; Falster, Peter

Publication date:
2008

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Light, Matter, and Geometry
The Cornerstones of Appearance Modelling

Jeppe Eliot Revall Frisvad

Kongens Lyngby 2008
IMM-PHD-2008-188
Abstract

This thesis is about physically-based modelling of the appearance of materials. When a material is graphically rendered, its appearance is computed by considering the interaction of light and matter at a macroscopic level. In particular, the shape and the macroscopic optical properties of the material determine how it will interact with incident illumination. In this thesis the macroscopic optical properties are connected to the microscopic physical theories of light and matter. This enables prediction of the macroscopic optical properties of materials, and, consequently, also prediction of appearance based on the contents and the physical conditions of the materials.

Physically-based appearance models have many potential input and output parameters. There are many choices that must be made: How many material components to include in the model, how many physical conditions to take into account, whether the shape of the material should be coupled to the appearance model or not, etc. A generalised concept of shape and geometry is presented to provide a framework for handling these many degrees of freedom. Constraints between input and output parameters are modelled as multidimensional shapes. This gives the opportunity to use the appearance models not only for prediction, but also for analysis of the contents and the physical conditions of a material given information about its macroscopic optical properties. Since it is possible to measure these properties using camera technology, the presented framework enables analysis of material contents and conditions using camera technology.

Three detailed appearance models are presented as to exemplify the applicability of the theory: (1) A model which finds the appearance of water given temperature, salinity, and mineral and algal contents of the water; (2) a model which finds the appearance of ice given temperature, salinity, density, and mineral and algal contents of the ice; and (3) a model which finds the appearance of milk given fat and protein contents of the milk.
Resumé

Denne afhandling omhandler fysisk baseret modellering af materialers udseende. Når et materiale bliver fremstillet grafisk, beregnes dets udseende ved at overveje vekselvirkningen mellem lys og substans på et makroskopisk niveau. Mere præcist bestemmer materialets form og dets makroskopiske optiske egenskaber, hvordan det vil vekselvirke med indfaldende belysning. I denne afhandling koples de makroskopiske optiske egenskaber til de mikroskopiske fysiske teorier for lys og substans. Dette muliggører forudsigelse af materialers makroskopiske optiske egenskaber, og derfor også forudsigelse af deres udseende v.h.a. materialernes indhold og deres fysiske tilstande.

Fysisk baserede modeller for udseende har mange potentielle input og output parametre. Der er mange valg, som må gøres: Hvor mange materialekomponenter der skal inkluderes i modellen, hvor mange fysiske tilstande der skal tages højde for, om materialets form skal koples til modellen for udseendet eller ej, o.s.v. Et generelseret koncept m.h.t. form og geometri præsenteres for at give et system til behandling af disse mange frihedsgrader. Bindinger mellem et materiales input og output parametre modelleres som en multidimensionel form. Det giver mulighed for at bruge modeller for udseende ikke kun til forudsigelse, men også til analyse af et materiales indhold og dets fysiske tilstande givet information om dets makroskopiske optiske egenskaber. Da det er muligt at måle disse egenskaber ved brug af kamerateknologi, muliggører det præsenterede system også analyse af materialeindhold og tilstande ved brug af kamerateknologi.

Der præsenteres tre detaljerede modeller for udseende for at give eksempler på teoriens anvendelsesmuligheder: (1) En model til at finde vands udseende givet vandets temperatur, dets saltindhold og dets indhold af mineraler og alger; (2) en model til at finde is’ udseende givet isens temperatur, saltindhold, massefylde og dens indhold af mineraler og alger; og (3) en model til at finde mælks udseende givet mælkins protein- og fedtindhold.
Preface

*Study without thinking, and you are blind; think without studying, and you are in danger.*

Confusius (552 B.C. – 479 B.C.), from the *Analects* (2:16)

This thesis was written out of curiosity and fascination with nature. It was prepared at the department of Informatics and Mathematical Modelling of the Technical University of Denmark in partial fulfillment of the requirements for acquiring the Ph.D. degree in mathematical modelling.

The subject of the thesis is appearance modelling which is a subject within the branch of computer graphics known as realistic image synthesis. The student of realistic image synthesis is privileged in being allowed to investigate the reasons for all visual aspects of nature. Indeed all visual aspects are interesting, and the main objective is to capture their appearance correctly. It seems that this objective is most sensibly attained by physical models. However, the gap between the physicist’s understanding of nature at the microscopic level of quantum particles and the modelling of appearance is wide. It is the aim of this thesis to build a bridge over the gap, or perhaps just to lay the foundation for the bridge. This is done in three parts: One part concerning light, one concerning matter, and one concerning geometry. A part on each of the three cornerstones of appearance modelling. Finally, there is a fourth part in which appearance models are developed based on the theory provided in the first three parts.

It is unusual for a thesis to spread over such a large variety of theories as you will find in this one. The usual approach would be to focus as narrowly as possible on the perfection of a single technique. The reason for the unusual approach is the gap and the missing bridge. If there had been a book closing the gap, or providing the bridge, this thesis would have been entirely different. As it is,
there is no such book. So instead of building a house with no foundation, this thesis became an attempt on laying the foundation itself.

In graphics we would like to be able to model the appearance of as many different materials as possible. Therefore the theory has been kept as general and as flexible as possible throughout the thesis. It is in the effort to do so that the main contributions of the thesis appear. This makes it difficult to split the thesis in a part on background theory and a part on contributions. Instead, the introduction contains a relatively detailed overview of the thesis in which the contributions are pointed out.

The reader is assumed to have some graduate-level mathematical understanding and some general knowledge about graphics, in particular ray tracing.

The project was advised by Associate Professor Niels Jørgen Christensen and Professor Peter Falster who are both with the department of Informatics and Mathematical Modelling of the Technical University of Denmark. The project has been funded by a Ph.D. scholarship from the Technical University of Denmark. Part of the work presented in this thesis has been published, or is to appear. Details on these publications are provided in the Acknowledgements.

The human mind is a fantastic image processor. When we observe nature, we are able to draw conclusions based on subtle details. Especially if we know what to look for. Mathematical models which describe the appearance of nature have the ability to teach us what to look for. They can tell us the visual consequence of changing the contents of a material, or changing the temperature, or changing other properties. In this way, appearance models make observation of nature more instructive, but also more spectacular. Let us build the bridge and construct more models.
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Chapter 1

Introduction

Every new artist, and for that matter every new composer, is a problem child — a composite of virtues and defects that challenges the keenness of mind of the listener.

Aaron Copland, from *Music and Imagination*

Light is what you sense.
Matter is what you see.
Geometry is an abstraction over the shapes that you see.
Appearance is a combination of the three.

This thesis is about mathematical modelling of appearance for synthesising realistic images. It is also about analysis of the properties of materials using appearance models.

In the midst of three quite general research fields, namely physics, mathematical modelling, and computer science, we find this curious line of research which is computer graphics. The branch of graphics concerned with realistic image synthesis relies heavily on the first two fields, but could not exist without the third. So any person writing a thesis within this branch of graphics is faced with the problem of choosing which one of the three fields to put the emphasis on in the text. In this thesis mathematical modelling is in focus. You will encounter an abundance of physical theories throughout the thesis, but their purpose is to help finding mathematical models for realistic image synthesis. The models lead to algorithms which we can implement on a computer. Implementation details will not be in focus. Figure 1.1 is a schematic overview of realistic
image synthesis. The subject of appearance modelling has been placed on the border between mathematical modelling and physics. This is not to say that appearance modelling does not involve computer science. It is to say where emphasis is usually placed in literature concerning the subject.

The process of synthesising an image from a model is known as rendering. An appearance model is then a model for realistic rendering. A large group of literature in realistic image synthesis is about doing realistic rendering efficiently. Appearance modelling is, on the other hand, about making the materials in a rendering look right. Therefore you will see only few comments with respect to rendering speed in the chapters to follow.

One way to do appearance modelling is to fit a model to measured material properties. The approach in this thesis is different. Instead of seeking the connection to the physical world through measurements, the approach taken here is to seek the connection between graphics and theoretical physics.

When a mathematical model is constructed using intuitive arguments about the phenomena that we observe in the world, it is said to be phenomenological. Such models typically work at a macroscopic level without any direct connection to the microscopic physical nature of the phenomena. Most models used in graphics are phenomenological. Indeed the fundamental rendering equations (both the one for surfaces and the one for volumes) are phenomenological. The exactitude of the macroscopic material properties which appear in these equations is all-important for capturing the right appearance of materials.

There are two ways to obtain macroscopic material properties (or three ways if
we include manual adjustment). Either we use measurements or we use computation based on an underlying theory. Since the connection to the microscopic physical models is not so obvious, the method of choice (in graphics) has been to measure the macroscopic properties. Unfortunately we need a lot of measurements if we measure macroscopic properties of materials directly. A connection to the microscopic level allows us to use a smaller number of measurements, and to combine them into a large number of different macroscopic properties for different materials. This is perhaps the most important reason why the connection between graphics and physics is important. Another reason is that the connection reveals the limitations of the phenomenological models. For these reasons, a large part of the thesis is devoted to the connection between macroscopic phenomenological theories of light and microscopic physical theories of light.

Measurements at a macroscopic level are still important. They should be used if we know exactly what type of material we want to render, and if we have a copy available for measurement. The connection to the microscopic level provides an entirely different type of appearance model. It provides a highly versatile model with many adjustable parameters. Thus models based on measurements and models based on theoretical development are complementary, not competitors.

The many adjustable parameters in a microscopic description of materials means that a number of choices must be made before we compute the macroscopic properties. We often have to choose whether a parameter should be included in the model or neglected, or whether an average value should be used. In a sense we have to limit the variability of nature. This high variability is unfortunate in practice, where we want the model to be simple and manageable. On the other hand, it is interesting in theory because we can learn about the visual variations which are due to many different details in the composition of a material.

Suppose we think of an appearance model as a multidimensional shape. Each dimension of the model is due to an adjustable parameter. If we find a way of representing the multidimensional shape, we can pick different slices of the shape to obtain practical models, and we can still retain the variability in the original shape for further studies. This thesis includes a proposal for a new way of representing multidimensional shapes. An important advantage of this geometrical representation of appearance models is that there is no distinction between input and output variables. They are all just another dimension of the shape. This makes it possible to use the multidimensional shapes not only for synthesis of realistic images, but also for analysis of the properties of a material based on its appearance.

Light, matter, and geometry are the essential elements in the construction and rendering of an appearance model. The interaction of light and matter gives
rise to the macroscopic optical properties for materials. Geometry is used to give the materials different (multidimensional) shapes. Different materials of different shapes comprise a scene. We use the optical properties and the geometry to compute how light propagates through a scene in a rendering. If the optical properties are correct, and if the geometry is appropriate, the result is a realistic image. This thesis is in four parts. In the first three parts, each of the three essential elements are investigated thoroughly. In the fourth part, three appearance models are presented as to exemplify the general results found in the theory concerning the essentials. In the remainder of this chapter, Section 1.1 provides pointers to the background of appearance modelling in graphics and Section 1.2 provides an overview of the contents of the four parts.

1.1 Background

It is difficult to say precisely where appearance modelling originates. Indeed modelling the appearance of materials has been one of the key motivations from the very beginning of computer graphics. Appearance modelling, as we think about it today, arises from realistic image synthesis. The work by Hall and Greenberg [1983] laid a solid foundation for realistic image synthesis. With this well-developed model for rendering of realistic images, it is natural to think about development of physically-based appearance models. One of the first papers to focus on physically-based appearance modelling is that of Haase and Meyer [1992] which introduces Kubelka-Munk theory in order to model the appearance of pigmented materials.

Many papers [Hanrahan and Krueger 1993; Dorsey and Hanrahan 1996; Dorsey et al. 1996; Dorsey et al. 1999; Jensen et al. 1999, etc.], which I would categorise as papers within the line of research called appearance modelling, followed the paper by Haase and Meyer [1992]. These papers, and subsequent papers on appearance modelling, are all based on physical modelling of the properties of materials. However, when the materials are rendered, the phenomenological radiative transfer theory is employed. In my opinion, this renders the foundation of appearance modelling incomplete. The aim of this thesis is, therefore, to provide the connection between the physical theories of light and matter and the phenomenological theories used in realistic image synthesis. Many appearance models are concerned with corrosion and other changes in appearance over time. This aspect of appearance modelling will not be considered. The focus of this thesis is the optical properties of materials.
1.2 Overview of the Contents

Figure 1.2: A rough sketch of the connection between the theoretical contents of the different chapters. An arrow means that some theoretical contents of a chapter is used in the chapter the arrow is pointing at.

1.2 Overview of the Contents

Figure 1.2 is a sketch of the connection between the theoretical contents of the different chapters. It should only be taken as a rough guide. The arrows in the figure are not strict rules. Another way to think of the figure is as follows: One may find it difficult to understand a chapter (or part of it) if the chapter(s) pointing to it have not been read. If the intension is not to read the thesis from a to z, Figure 1.2 may help identifying the chapters that one should read.

Part I is about light. The overall purpose of this part is to provide (a) the
connection between microscopic and macroscopic theories of light, (b) the connection between physical theories of light and the theories used in graphics, and (c) a general understanding of theories of light and their historical origins. Special emphasis is put on three aspects: (a) the origin of the macroscopic optical properties of materials in the microscopic physical theories, (b) the limitations of the theories of light that are most commonly used in graphics, and (c) the role of absorption and the complex index of refraction in optical theories of light propagation. We start from the very beginning with a historical perspective on theories of light and realistic image synthesis. The history of light is carried all the way up to quantum electrodynamics. Then we move in another direction. We start from quantum electrodynamics and make simplifications all the way down to the theories of light used in rendering algorithms for realistic image synthesis. Part I is in six chapters. The following six paragraphs describe the contents of each chapter.

Many theories of light have been proposed over the centuries. In graphics, we use many laws and concepts that have an early origin in the history of theories of light. To provide an overview, and to introduce the different laws and concepts in a verbal fashion, Chapter 2 pinpoints historical events in the development of theories of light with relevance for graphics. It is, to my knowledge, the first source-based study of its kind. The chapter has two key observations. It is observed that realistic image synthesis has developed in a way somewhat analogous to the development of the theories of light. Using the Aristotelian rainbow theory as an example, it is also observed that ancient theories of light still have their uses in graphics. As an introduction to the subject of quantum electrodynamics, the historical development is carried all the way up to this theory which describes all known aspects of light’s behaviour.

Even if quantum electrodynamics is about light at the most microscopic level, it is interesting and important (in my opinion) to learn about the true nature of light. Chapter 3 is an introduction to quantum electrodynamics with emphasis on the connection to Maxwell’s equations, and on the concepts that could lead to a simplistic quantum field simulator for graphics. The chapter also introduces some quantum mechanical concepts that will be used to describe the microscopic properties of materials in Part II. In addition, the use of operators for expansion and reduction of the degrees of freedom in a system of quantum particles is analogous to our treatment of multidimensional shapes in Part III. The connection to Maxwell’s equations highlights the simplifications that are imposed on light when we go from a quantum theory to a wave theory.

Many chapters in this thesis are concerned with subjects that are based on Maxwell’s electromagnetic field theory. Chapter 4 is a review of all the quantities and concepts from the electromagnetic field theory which are used subsequently in the thesis. Special emphasis is put on the introduction of optical properties
for materials and on the wave-theoretical justification of the laws and formulae that we use in graphics. The optical properties introduced in electromagnetic field theory connect the Maxwell equations which are used at a microscopic level to the Maxwell equations which are used at a more macroscopic level. Special attention is given to the complex index of refraction which sums up all the material properties introduced in electromagnetic field theory. The imaginary part of the complex index of refraction is often neglected in graphics. The imaginary part is, however, related to the absorption of a material, and most materials exhibit some absorption in the visible range of the electromagnetic spectrum. Therefore some effort has been spent throughout the thesis to discuss the imaginary part of the refractive index.

Graphics is mostly concerned with the visible part of the electromagnetic spectrum. The wavelength of visible light waves is very short. Therefore a ray theory of light is not such a bad approximation in graphics. The ray theory should, however, model the wave theory as accurately as possible. Geometrical optics is a ray theory of light which is exact in the limit where the wavelength is zero. Thus it is a good theory for graphics. A general theory for handling heterogeneous, absorbing materials in geometrical optics (homogeneous and non-absorbing materials are special cases) is developed in Chapter 5. A proposal is made for a new way of tracing rays that follow the energy propagation through absorbing materials more closely. The influence of absorption is most significant for objects which are small enough to let light reemerge on the surface only partly absorbed. Therefore light is traced through a small absorbing particle to illustrate the effects captured by the new way of tracing rays. Particles are essential in the link between the scattering of materials with one continuous phase and the macroscopic scattering properties used to describe turbid materials.

The macroscopic optical properties used in graphics are the complex index of refraction and the macroscopic scattering properties used in radiative transfer theory. Since the radiative transfer theory is phenomenological, it is not obvious how the scattering properties connect to the microscopic phenomenon of particle scattering. This connection is outlined in Chapter 6. It is an important connection because it allows us to compute the scattering properties of materials as described in Part II. The connection also reveals the limitations of the phenomenological models. At this point we have reached the macroscopic level where rendering is usually done. So a short account of volume rendering is also provided in this chapter.

Many rendering algorithms are concerned with surfaces rather than volumes. To complete the journey from quantum electrodynamics to rendering algorithms, the theory for volumes is connected to the theory for surfaces in Chapter 7. Diffusion-based rendering algorithms are particularly popular at the moment. To illuminate the limitations involved in diffusion-based rendering, a quite gen-
eral derivation (which I have seen nowhere else) of Fick’s diffusion law is pre-
sented. The theory is coupled to the popular dipole approximation for sub-
surface scattering, and a suggestion for improvement is made. This chapter
concludes Part I.

Part II is about matter. Just like there is a connection between the microscopic
and the macroscopic theories of light, there is also a connection between the
microscopic behaviour of matter and the macroscopic material properties used
in a rendering. In this part the connection is outlined from the properties of
atoms all the way up to the macroscopic optical properties used in rendering.
Part II is in four chapters. The following four paragraphs describe the contents
of each chapter.

The optical properties of atoms are a result of the quantum mechanical be-
haviour of electrons which are bound to nuclei. Slightly more macroscopically,
we can think of atoms as damped harmonic oscillators with several different res-
onant frequencies. Chapter 8 is a review of the connection between the resonant
frequencies of atoms and the complex index of refraction. With a limited set of
properties for each atom, it is possible to compute the complex index of refrac-
tion approximately. The quantum mechanical justification for the blackbody
emission spectrum is also briefly summarised.

The connection between complex indices of refraction and the scattering of an
electromagnetic wave by a particle is a complicated subject. Especially if the
particle is embedded in an absorbing host medium. This is very often the
case, so it is important in a graphics context that we are able to handle an
absorbing host. Previously only homogeneous waves have been considered for
particles in an absorbing host. This is a little unfortunate because light waves
are almost always inhomogeneous when they propagate through an absorbing
medium. Scattering of inhomogeneous waves by a spherical particle in a non-
absorbing host has recently been considered in the literature. In Chapter 9, the
full computation for the scattering of inhomogeneous waves by a spherical par-
ticle in an absorbing host is presented. Even for homogeneous waves scattered
by a particle in an absorbing host, evaluation of the theoretical solution has
previously been numerically unstable. A new scheme for robust numerical eval-
uation of the theoretical solution is also provided. Finally, some considerations
are made regarding non-spherical particles.

Particles often appear in a wide variety of sizes within a material. Chapter 10 is
about finding the scattering of a cloud of particles, or, in other words, it is about
finding the bulk optical properties of a material. The particles are assumed to be
randomly distributed and not too densely packed. Within these limitations, it is
described how to find the macroscopic optical properties of scattering materials.
Different continuous distributions of particle sizes are considered.
A common approach in graphics is to use trichromatic colour values when specifying materials in a rendering. Chapter 11 is a compact review of the transition from spectral optical properties to representative trichromatic colour values. The physical theories described in the previous chapters of the part are only concerned with spectral optical properties. This chapter concludes Part II.

Part III is about geometry. The purpose is to develop highly versatile but also practical appearance models. The physical shape of a material is but an extra set of input and output to be part of an appearance model. There is no reason why we should not be able to treat both physical shape and all the adjustable parameters in an appearance model as the geometry of a multidimensional shape. The advantage of such an approach is that the multidimensional shape is a sort of database comprising all the properties of an object. Both optical properties, physical shape, and all the input parameters. Such a database enables us to draw new conclusions about a material. For example to find the relation between the optical properties of a glass of milk and the fat contents of the milk (regardless of the other input parameters). The multidimensional shape also makes it easier to animate an object by taking a slice in the shape. A slice could, for example, be the change in the appearance of water as it freezes. Part III is in three chapters. The following three paragraphs describe the contents of each chapter.

The idea of multidimensional shapes is introduced as a natural extension of the normal conceptions about shape and geometry. Chapter 12 is a brief overview of conventional representations of geometry in graphics.

To handle and represent multidimensional shapes, I have chosen to use array theory. It is a discrete mathematical theory which is convenient for handling problems of many dimensions. Since array theory is not so widely known, a short introduction is provided in Chapter 13. Although it is a discrete theory, it is conceptually straightforward to use it with shapes on continuous domains. However, to make it practical, we need a discrete representation. Discrete representations of continuous geometry are well-known in graphics. There are many different representations to choose from. Inspired by parametric surfaces, the concept of polynomial arrays is introduced in this chapter as a discrete representation of multidimensional shapes.

Expansion and reduction of dimensionality are the fundamental concepts in the handling of problems with many degrees of freedom. These are the concepts used, for example, in quantum electrodynamics, and they are what we use to draw conclusions from multidimensional shapes. Array-theoretic definitions of these operations are provided in Chapter 14. This chapter concludes Part III.

Part IV is about appearance. The purpose of this part is to exercise the theory
presented in the parts that precede it. Three examples are constructed: An appearance model for water, one for ice, and one for milk. The models for water and ice are not only for clean water and ice, but also (and more interestingly) for the particulate water and ice that we find in nature. There is a chapter for each of the three examples. The following three paragraphs describe the contents of each chapter.

The water example is the simplest example of the three. It is described in Chapter 15 which also provides an outline of the general procedure for computing optical properties of materials, and for constructing appearance models. Ample attention is given to the optical properties of pure water because pure water is an essential component in many natural materials. The appearance model, which is found in this chapter, enables us to compute the appearance of water as a function of temperature, salinity, and mineral and algal contents of the water.

The ice example described in Chapter 16 is very thorough (compared to the simpler water example), and it includes much information about the optical properties of freezing sea water. The main purpose of this chapter is to show that the presented procedure works well for a solid material which also contains non-spherical particles. The resulting appearance model is parameterised by temperature, salinity, and density of the ice. As for the water example, it is also possible to include the mineral and algal contents of the ice in the model. Some experimentation with mineral and algal contents is carried out to shed some light on the occurrence of green icebergs in nature.

Milk is interesting because its macroscopic optical properties have previously been measured in graphics. This gives us an opportunity to do analysis of the contents of the previously measured milk samples using an appearance model. In Chapter 17 an appearance model parameterised by fat and protein contents is constructed for milk. The prediction by this model of optical properties for different types of milk is used to estimate the fat content of measured optical properties. The reason for deviations in some of these estimates is analysed using the concept of multidimensional shapes.

1.3 A Note on Notation

A wide variety of theories are employed in this thesis. I have strived to follow the conventional symbols and notation of the different theories. This makes it easier to read the text for people who are acquainted with the theories. On the other hand it has the consequence that the same symbol sometimes is used to denote different quantities. Sometimes two different symbols are used to denote the
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same quantity in two different contexts (to avoid ambiguities in one of them). As I see it, reuse of symbols has been inevitable. To avoid any major confusion, a symbol which is not explained immediately before or after it is used has the meaning that was last assigned to it in the text.

Some general conventions have been chosen. An arrow above a symbol (for example \(\vec{\omega}\)) means that it is a vector of unit length specifying a direction. Symbols in bold font denote a vector quantity which is not necessarily of unit length. A symbol with a hat (for example \(\hat{H}\)) denotes an operator. Array-theoretic operations are written in roman font in equations, but in bold font when written in a sentence. Array-theoretic operators are written in capitalised roman font both in equations and in sentences. In general, primes do not denote derivative. The only exception to this clause is the definition of the Lorenz-Mie coefficients in Chapter 9, where primes are used to avoid cluttering up the notation. Here it is, of course, stated explicitly that the primes denote derivative.

Some strange switches between notation may be experienced. Especially in Chapter 6, where notation switches from physics to graphics notation. The two symbols \(d\Omega\) and \(d\omega\) are both used to denote an element of solid angle.

Finally, a short comment on terminology: I use the two terms “index of refraction” and “refractive index” interchangeably. In the context of array theory I distinguish between the terms “operation” and “operator” as follows. An operation is a function which takes data (for example numbers or arrays) as arguments and returns data. An operator is a function which takes an operation as argument and returns an operation. The term “operator” is sometimes used differently in other mathematical disciplines. Therefore the use of the term “operator” will not be consistent throughout the thesis, only in the context of array theory.
Part I

LIGHT
Chapter 2

Historical Perspective

History unravels gently, like an old sweater. It has been patched and darned many times, reknitted to suit different people, shoved in a box under the sink of censorship to be cut up for the dusters of propaganda, yet it always - eventually - manages to spring back into its old familiar shape. History has a habit of changing the people who think they are changing it. History always has a few tricks up its frayed sleeve. It’s been around a long time.

Terry Pratchett, from Mort

On immediate inspection the ancient theories of light would seem to have very little to do with the very modern phenomenon of synthesising life-like images on a computer screen. Nevertheless, we shall explore in this chapter how the development of various theories of light has many things in common with the development of algorithms for producing photo-realistic computer imagery.

Realistic image synthesis is a research field which appeared at a very late point in history. At least this is true if we exclude paintings and only consider images rendered on a computer. At the time where this branch of computer graphics emerges, the quantum theory of light is able to explain every known detail of light’s behaviour. And the behaviour of light is exactly what we need to simulate if we are to compute the appearance of scenery. From the outside it may then seem like a paradox that graphics research has never used the most exact theory of light. Here is the reason why: the history of theories of light embraces a long period of time in which physicists have strived to understand nature in increasingly fine detail. The finer the detail, the more complicated the
complete picture. However in order to do computer graphics, we have to model the complete picture. There is no way around it, and it will probably result in a very crude model, but for every object in an image and every source of light we need a mathematical model to start from. Creating a realistic image from these artificial models quickly becomes an immensely complicated thing to do. If we want to see the result before the computer melts down, we have to start with a simple theory of light. Thus as computers grew more powerful, graphics research incorporated more and more detail and developed in a way somewhat similar to the development of theories of light.

To follow the development of theories of light, let us begin by looking at the first texts that have survived, in a more or less corrupted version, from ancient times (Sec. 2.1). Without doubt there have been theories of light before these, but many manuscripts have been lost [Smith 1999]. There are actually many parallels between this first groping towards an understanding of vision and the most common rendering algorithms for computer graphics. From antique theories we move on to more recent wave and radiation theories (Sec. 2.2). These, especially radiative transfer theories, are being used more and more often in graphics. Then I give a short account of the developments in realistic image synthesis (Sec. 2.3) and so as to exemplify how we can exploit the insight that realistic rendering is related to theories of light, I demonstrate that Aristotle’s theory of rainbows provides an easy way to render rainbows in real-time (Sec. 2.4). The result of such a rendering is shown in Figure 2.1. To give a feeling of what may await in future graphics research, the historical development of quantum theories is also covered (Sec. 2.5). This thesis is inspired by the theories of light that have not yet been considered much in graphics. Let us try to push the development of algorithms for realistic rendering by studying the more detailed theories of light from a graphics perspective.
2.1 Ray Theories

The stories about the early Greek philosophers compiled by Diogenes Laërtius [~200 A.D., 1901], provide an opportunity to get an understanding of the philosophy leading to the first theories of light. Reading Laërtius’ account of the theories of Pythagoras (c. 575 – c. 495 B.C.), we understand that the light from the sun was thought of as a source of heat and life rather than a direct cause of human vision. Laërtius writes that one of Pythagoras’ theories was [Laërtius ~200 A.D., 1901, p. 349]:

that the sun, and the moon, and the stars, were all Gods; for in them the warm principle predominates which is the cause of life. […] Moreover, that a ray from the sun penetrated both the cold aether and the dense aether, and they call the air the cold aether, and the sea and moisture they call the dense aether. And this ray descends into the depths, and in this way vivifies everything.

Laërtius explains Pythagoras’ theory of the senses on this basis. Since man is alive, he contains the warmth received through rays of light from the sun. By emanating vapour of excessive warmth from the eyes, he is allowed to see through air, and through water. Laërtius tells us that Pythagoras “calls the eyes the gates of the sun”.

This very early theory describes an indirect relation between light and sight (and heat). If there is no light, we do not receive heat and consequently have no excess warmth by which we can gather impressions using our eyes. Since everything which emits light also emits heat, it is easier to understand why it took several centuries before it was finally concluded that vision is not caused by rays from the eyes. This does not mean that the ancient Greek philosophers did not discuss the possibility of the eye playing only a passive role as a receptor of visual impressions. Very early on, such a theory was put forth by Democritus (c. 460 – c. 375 B.C.). According to Theophrastus (c. 371 – c. 287 B.C.), Democritus explains vision by a reflection or image in the eye as follows [Theophrastus ~300 B.C., 1917, §§50–51]:

the air between the eye and the object of sight is compressed by the object and the visual organ, and thus becomes imprinted (typousthai); since there is always an effluence of some kind arising from everything. Thereupon, this imprinted air, because it is solid and of a hue contrasting [with the pupil], is reflected in the eyes, which are moist. […] Democritus himself, in illustrating the character of the “impression”, says that “it is as if one were to take a mould in wax”.

What Democritus describes seems most of all akin to a mechanical process. His
description does not involve light. It is more like “a sort of stamping-process,
the result of which can be seen in the images reflected at the cornea’s surface” [Smith 1999, p. 25].

This explanation of vision was not Democritus’ own personal opinion, but
rather Democritus’ way of describing the supposition of a number of presocratic
thinkers referred to as the natural philosophers. To counteract it, Plato (c. 427
– c. 347 B.C.) and Aristotle (384 – 322 B.C.) had to go through some trouble to
explain why light plays a part in the workings of vision (see for example Plato’s
The Republic, 507c–508b). Plato was influenced by the Pythagoreans and Aris-
totle was a student of Plato. So in a way they developed the thoughts of the
Pythagoreans to a more advanced state. The argument of Plato and Aristotle as
to why light must have a role to play in vision, is really quite simple. Essentially
the argument is that we can look at a colourful object and even if we do not
change our way of looking, the object can still loose its colour. Conclusively
there must be a third thing, outside object and eye, influencing our ability to
see. This third thing is, of course, light.

In his later work, Plato presents a theory of vision which is a pleasant com-
promise between the previous theories. In Timaeus [∼360 B.C., 1989, 67c] he
writes that ”colours […] are a flame which emanates from every sort of body,
and has particles corresponding to the sense of sight”. This is quite analogous
to the account of Democritus, but he also gives the following account of how
vision works [Plato ∼360 B.C., 1989, 45b–45d]:

When the light of day surrounds the stream of vision, then like falls upon
like, and they coalesce, and one body is formed by natural affinity in the
line of vision, wherever the light that falls from within meets with an
external object. […] But when night comes on and the external and
kindred fire departs, then the stream of vision is cut off; for going forth to
an unlike element it is changed and extinguished, being no longer of one
nature with the surrounding atmosphere which is now deprived of fire:
and so the eye no longer sees, and we feel disposed to sleep.

The interesting development is that light is more directly involved in the process
in Plato’s account of vision. It is also interesting to note that Plato refers to a
stream of vision as “the light from within”. The meaning of light is changing.
It is no longer only thought of as the life-giving fire emanated from the sun.
Aristotle makes this change of conception more clear by saying that light is
not an emanation from the sun or the eye, but rather an instantaneous thing
which exists when the potentially transparent (e.g. air and water) is actually
transparent (or “is excited to actuality” as he puts it) [Aristotle ∼350 B.C.,
1941, II:7].
What we have discussed so far are the different theories of the antiquity which try to explain the physics behind visual perception. It is evident that at this point the concept of light is in a far too fuzzy state to enable mathematical treatment of the subject. The theory of vision is, however, an entirely different matter. It is easy to follow the line of sight and realise that we can describe it in a mathematical way. This is the subject of optics which was already well developed at the time of Aristotle [Smith 1999]. Book III of Aristotle’s Meteorology [~350 B.C., 1984] demonstrates quite advanced thoughts. He explains the appearance of halos and rainbows by considering reflection of the line of sight in mist around the sun (for halos) and clouds just before they condense into rain (for rainbows). After arguing that these phenomena are the result of reflection, he uses the idea that the angle between the line of sight and the direction from the cloud to the “luminous body” should be equal wherever the rainbow or halo is seen. Using this principle and placing clouds on “a hemisphere resting on the circle of the horizon”, he is able to explain the appearance of halos and rainbows in a mathematical way. Figure 2.2 illustrates the rainbow theory.

Unfortunately no manuscripts have survived from the initial phase of optical studies. Euclid’s Optics [~300 B.C., 1945] and Catoptrics [~300 B.C., 1895] are the oldest surviving works dedicated entirely to optics. The principles of perspective are established and the perceptual distortions resulting from our conical vision (as well as a few propositions on binocular vision) are considered in the Optics. The law of reflection is the first proposition of the Catoptrics [Euclid ~300 B.C., 1895, p. 287]:

A speculis vel planis vel convexis vel concavis radii sub angulis aequalibus restringuntur.
(Translation: Rays are reflected at equal angles by plane, convex, and concave mirrors.)
Using this proposition a number of effects resulting from reflections in concave and convex mirrors were derived by Euclid.

With optics at such an advanced state only relatively shortly after Aristotle’s *Meteorology*, we might wonder whether Aristotle knew about the law of reflection or not. He does use a principle of equal angles as the key to describe halos and rainbows by reflection off mist and clouds (respectively), but on first inspection it seems different from the Euclidean proposition. I do not believe it is a different principle. Suppose Aristotle’s derivations are based on the fact that the orientation of the cloud surface, where the visual ray impinges, is unknown. This is a perfectly reasonable assumption because his writings very elegantly avoid having to specify this orientation. What we have to assume then, to make the proofs work with the correct law of reflection, is that the cloud (or mist) surfaces have the same orientation towards the sun across the entire hemisphere. If this is kept in mind when reading Book III of *Meteorology*, the explanations make a lot more sense (in my opinion). That the cloud surface is able to exhibit this unusual behaviour is explicable by its particulate nature, the same nature which Aristotle uses to explain why we do not see a perfect reflection of the sun in the cloud.

Although optics started out being a theory of vision rather than a theory of light, developments took an interesting turn when the mathematicians took an interest in burning mirrors. The earliest known work on this subject is Diocles’ treatise *On Burning Mirrors* [∼190 B.C., 1975]. It treats the focusing properties of parabolic sections. This means that it had been realised that rays of light from the sun follow the same general rules as rays of sight from the eyes. The theory of light is getting less fuzzy. By applying the rules of optics to rays of light, it can be established that light moves in straight lines and that the law of reflection is also valid for rays of light.

The supposition that visual flux issues forth from the eyes persists. But in light of Diocles’ work, we are allowed to believe that what is true for rays of sight is equally true for rays of light. A few centuries later, a new insight into the behaviour of rays is obtained by Hero (or Heron) of Alexandria. In his *Catoptrics* [∼50 A.D., 1900] Hero uses an arrow as an example and says that “because of the impelling force the object in motion strives to move over the shortest possible distance, since it does not have the time for slower motion, that is, for motion over a longer trajectory. And so, because of its speed, the object

---

1 Some authors, e.g. Smith [1999], say that Aristotle’s writings violate the law of reflection, but this is not necessarily so.
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Tends to move over the shortest path” [Smith 1999, §2.6]. Then he observes that “the rays emitted by us travel at an immeasurable velocity” as “it takes no perceptible time for [them] to reach the heavens”. The implicit conclusion is that as rays travel at an almost infinite speed, they do not only strive to take the shortest path, they have to take it. This principle that rays take the path of minimum distance is now known as Hero’s principle. Hero himself uses it in his *Catoptrics* to demonstrate the law of reflection.

With respect to refraction, Hero’s *Catoptrics* [~50 A.D., 1900] only attempts an explanation of why light is partially reflected and partially transmitted into water and glass. Another century had to pass before proper treatment of refraction was to be presented by Ptolemy (c. 100 – c. 178 A.D.) in his *Optics* [~160 A.D., 1996]. From a physical point of view, the work of Ptolemy is immensely important because he makes extensive use of carefully contrived experiments to support his arguments. This signals the beginning of a new era where pure philosophical reasoning is not necessarily the main authority. Ptolemy’s measurements of the angle of refraction are surprisingly exact. He found, in Book V of the *Optics*, the angle that rays make when moving “from rarer and more tenuous to denser media” (i.e. from air to water to glass) and the other way around, and he was able to describe this behaviour qualitatively, however he did not succeed in formulating the mathematical law of refraction. Ptolemy’s *Optics* contains many fine results and we can certainly think of it as the culmination of ancient mathematical optics.

Ptolemy also writes qualitatively about the shading of objects as depending on the angle of the incident rays. In Book II of his *Optics*, he explains concepts which are surprisingly similar to diffuse and glossy reflections of light. He writes [Ptolemaeus ~160 A.D., 1996, §§18–19 (pp. 76–77)]:

> everything that falls orthogonally strikes its subjects more intensely than whatever falls obliquely. Also, what is polished is seen more clearly than what is rough, because there is disorder in a rough object resulting from the fact that its parts are not arranged in a regular way. But the parts of a polished object have a certain regularity, and [so] brightness is inherent to it.

After Ptolemy the development in optics and theories of light is almost stagnant for several centuries. The only thing to mention is a description of *colour bleeding* by Galen (c. 130 – c. 200 A.D.). Colour bleeding is the phenomenon where light is tinted by the colour of nearby surfaces due to diffuse reflections. In the words of Galen [~180 A.D., 1984, §7.7]: “when a person reclines under a tree […], you can see the color of the tree enveloping him. And often when bright air touches the color of a wall, it receives the color and transmits it to another
body, especially when the wall is blue or yellow or some other bright hue”. By “bright air” Galen probably means air excited by light.

Perhaps the downfall of the Roman Empire was the reason for the period of stagnation after Ptolemy. The prosperity of the Abbasid Caliphate which followed moved the scientific lead to the Arab world. In the second half of the 9th century, the Arabs start contributing to optics and theories of light. Ya’qūb al-Kindī (c. 801 – c. 873) addresses a subject which also troubled Ptolemy somewhat. Ptolemy had problems with the Euclidean idea that rays are distributed discretely in the visual cone. He opted that “the nature of the visual radiation is perforce continuous rather than discrete” [Ptolemaeus ∼160 A.D., 1996, II, §50]. Still he treated rays as “virtually discrete” [Smith 1999] such that he could follow their rectilinear trajectories in reflection and refraction. What Ptolemy was groping for, was the concept of solid angles and their differentials, but the mathematics available to him were not sufficiently sophisticated. The idea that radiation is spread in a continuum over solid angles is, however, important and it is further developed by al-Kindī. In his optical treatise [Al-Kindī ∼870, 1997] called De aspectibus in Latin, al-Kindī analyses the spread of radiation from a point source and writes: “what lies closer to [the] point is more intensely illuminated than what lies farther from it” [Smith 1999, p. 162].

After al-Kindī this development gathered momentum and Ibn Sahl (c. 940 – c. 1000) composed an impressive work On the Burning Instruments [Ibn Sahl ∼984, 1993]. In this he finds the law of refraction. If \( \theta_1 \) and \( \theta_2 \) are the angles formed by the normal of a plane surface and (1) the refracted light ray in a crystal and (2) the ray in the air, then [Rashed 1990, p. 478]:

\[
\frac{\sin \theta_1}{\sin \theta_2} = \frac{1}{n},
\]

where \( n \) is the reciprocal of what we today would refer to as the relative index of refraction. With this law Ibn Sahl is able to couple the theory of burning mirrors as described by Diocles [∼190 B.C., 1975] with the theory of refraction as advanced by Ptolemy [∼160 A.D., 1996, V]. This led him to the first specifications of lenses.

Had the concept of lenses been in place, it might have been easier to comprehend that the eye really works as a passive sensor of light. Not long after Ibn Sahl’s work on burning lenses the renowned Arab scientist Ibn al-Haytham (965–1039), known to Europeans as Alhacen, incorporated a peculiar type of lens in his model of the eye and dedicated the entire first volume of his Kitāb al-Manāẓir (“Book of Optics”) [Ibn al-Haytham ∼1016, 2001] to the discouragement of the theory that vision issues forth from the eye (especially confer the conclusive line of arguments in §§6.45–6.60 of the reference). Even though Ibn al-Haytham opposes the theory of visual rays, he also explicitly makes it clear that all the
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mathematical results involving rays of sight are still true, but in reality the rays consist of light travelling in the opposite direction. In the spirit of Ptolemy’s *Optics*, Ibn al-Haytham’s *Kitāb al-Manāẓir* comprises seven books covering all aspects of optics known at that time. He also carries Ptolemy’s extensive use of experimentation further and uses it for verification of his theories throughout his treatise. Clearly al-Haytham’s work is monumental in optics and upon its translation into Latin (c. 1200), it spawned renewed interest in the field.

Despite the efforts of al-Haytham, the new western scientific works on optics did not immediately discard the Greek tradition involving rays of sight. Perhaps the reason was the peculiar lens in al-Haytham’s eye model, which he describes as only being sensitive to rays of light striking the surface of the lens orthogonally [Ibn al-Haytham ∼1016, 2001, I:7]. At the beginning of the 17th century, Johannes Kepler [1604, 2000] finally brought an end to the theories involving rays of sight. This was done by demonstrating that the lens of the eye is a perfectly ordinary lens merely serving the purpose of drawing an upside down image of what we are looking at point-by-point on the retinal screen behind the eye (the fact that the resulting image is upsidown led al-Haytham to form his lens with special sensitivity). With Kepler’s work the scene is set for further investigation into the nature of light.

Unfortunately the work of Ibn Sahl had not been translated into Latin, so the Europeans had to reinvent the sine-law of refraction. Kepler [1611] found an approximation of the law and discovered the existence of total internal reflection, which is the phenomenon that light cannot refract out of a dense transparent medium (e.g. glass) at a grazing angle, instead it will only reflect internally. According to Kwan et al. [2002], Thomas Harriot had already discovered the sine-law in 1602 and, likewise, Willebrord Snel van Royen (Latinised as Snellius) reinvented the law of refraction in 1621, but neither of the two published their results. The law was first published by René Descartes in his *Discourse on Method* containing a scientific treatise on optics [Descartes 1637, 2001]. Nevertheless the law of refraction is today called Snell’s law. Descartes [1637, 2001, pp. 65–83] explains refraction by thinking of light as particles on which different friction-like forces act. The forces depend on the type of media which the particles are moving from and to. For Descartes’ arguments to fit the experimental behaviour of light, he must draw the rather peculiar conclusion that light is received more easily by water (and even more easily by glass) than by air. To Pierre de Fermat this explanation was not convincing. Rather he felt that there should be a minimum principle from which the law of refraction can be derived [Fermat 1891–1912, pp. 354–359, letter from Fermat to De la Chambre, 1657], just like Hero used his principle of shortest path to derive the law of reflection. After putting his mind to it, Fermat [1891–1912, pp. 457–463, letter from Fermat to De la Chambre, 1662] found that he was able to derive the law of refraction from precisely such a principle. Conclusively he writes:
my principle, and there is nothing that is as probable and as apparent as this proposition, [is] that nature always acts by the easiest means, or, in other words, by the shortest paths when they do not take longer time, or, in any case, by the shortest time.

In short, Fermat’s principle is that light follows the path of least time. This is a very powerful principle by which many things can be predicted, among them the laws of reflection and refraction. Today we know that light takes the path along which the time of travel is an extremum compared to neighbouring paths, and the wording of Fermat’s principle has been adjusted accordingly in modern books on optics. The extremum is, however, usually a minimum and consequently Fermat’s original formulation is true in most cases. In a homogenous medium (where the index of refraction is everywhere the same) the speed of light is the same everywhere. The path of least time is then also the shortest path. Thus Hero’s principle is a special case of Fermat’s principle.

This concludes our discussion of ray theories of light. Many of the ideas and principles from the two millennia of history that we have now discussed are indispensable in computer graphics today. They are the backbone of most photorealistic rendering algorithms. In particular we use: the fact that rays of light move in straight lines in homogeneous media; the laws of reflection and refraction; total internal reflection; the concepts of shading and colour bleeding; the concept that the energy carried by light is spread over solid angles; and Fermat’s principle by which we are able to find the path of light in heterogeneous media (where the speed of light may change throughout the medium).

2.2 Wave and Radiative Transfer Theories

The work of Aristotle was widely read and quite influential in the seventeenth century [Shapiro 1973]. As mentioned previously, Aristotle thought of light as an excitation of potentially transparent media rendering them actually transparent. This idea caused many seventeenth century scholars to seek a theory in which light is a state propagating through a continuum (rather than particles following straight lines).

Inspired by Aristotle, Kepler [1604, 2000, Chapter 1] promotes the view that rays of light are merely a geometrical representation of what, physically, is a luminous spherical surface propagating from the centre of a light source. Following the same tradition, but carrying the concept further, Hobbes [1644, Prop. 4] writes “a ray is, in fact, a path along which a motion is projected from the luminous body, it can only be the motion of a body; it follows that a ray is the
place of a body, and consequently has three dimensions”. Elaborating on the concept that rays of light are three-dimensional (parallelograms), Hobbes is able to derive the law of refraction without having to make the same counterintuitive assumption as Descartes (which was that light is easier received in glass than in air). Hobbes [1644] refers to the front of his rays as “propagated lines of light” and states that the width of the ray should be taken to be “smaller than any given magnitude” [Shapiro 1973]. This shows how remarkably similar Hobbes’ concept of solid rays is to infinitesimal portions of an expanding wave. Hobbes also realises in a later version of his *Tractatus Opticus* that his ray concept is entirely different from traditional rays and then he introduces the new term *radiation* [Shapiro 1973, p. 151].

The works of Hobbes had considerable influence on subsequent theories of light. In an attempt to explain the interference colours of thin films, Robert Hooke [1665] proposes a peculiar mixture of Descartes’ and Hobbes’ theories of light. He uses Descartes’ way of explaining refraction (and assumes that light moves faster in water than air), but he uses Hobbes’ concept of solid rays, only he calls them light pulses. Hooke qualitatively arrives at the right conclusion about interference, namely that the colours of thin films are caused by reflection beneath the transparent film layer resulting in a delayed (weaker) pulse being “confused” with the pulse reflected at the surface. Hooke is, in other words, able to explain interference phenomena by treating the “propagated line of light” as the surface of constant phase. This clearly speaks in favour of a wave theory of light.

About the same time as Hooke investigates interference colours, Francesco Maria Grimaldi [1665, Book I, Prop. 1] observes that the path of light not only differs from a straight line when it is reflected or refracted, but also “when parts of light, separated by a manifold dissection, do in the same medium proceed in different directions”. In other words, if you shine light at a very finely sliced object (a manifold dissection), you will observe light in the geometrical shadow. He calls this phenomenon *diffraction* and finds that it is best explained if light is thought of as a very fluid and very subtle substance.

Only a few years later Isaac Newton [1671] finds the correct explanation for the spectrum of colours seen when light is refracted through a prism. This phenomenon is called *dispersion* and it is due to the fact that, in the words of Newton [1671, p. 3079], “Light itself is a *Heterogeneous mixture of differently refrangible Rays*”. In other words, Newton observes that each ray is disposed to exhibit only one particular colour and when rays of all the primary colours are mixed in a “confused aggregate of rays” light attains “whiteness” [Newton 1671, p. 3083]. Newton uses a cunning experiment to illustrate his theory. If he lets sunlight pass through a single prism, he sees a spectrum on the wall. But using a second prism after the first one, he sees light which is no different from the light coming directly from the sun.
During the same period of time, a strange phenomenon, which we today call birefringence, was discovered by Rasmus Bartholin [1670]. In his experiments with the crystal called Iceland spar, he observes that not only the ordinary image predicted by Snell’s law, but also an “extraordinary” image is seen through the crystal. Bartholin regards this remarkable phenomenon to be a property of the crystal alone. It is, however, discovered a few years later that the experiment says quite a lot about the nature of light as well (see Huygens’ discovery below).

Yet another property of light was ascertained in this period. While Descartes (in the Aristotelian tradition) was of the opinion that light is an instantaneous thing. Others such as Hobbes and Grimaldi (like Hero of Alexandria), were of the opinion that light travels at a finite, but imperceptible, velocity. By actually giving an empirically based estimate of the speed of light, Ole Rømer [1676] finally discounted the hypothesis that light is an instantaneous thing.

Many of the properties that have been discovered at this point (interference, diffraction, finite speed) lead towards a wave theory of light. In 1678 Christiaan Huygens completes his Traité de la lumière [1690] in which he presents a wave theory of light based on the theory of sound waves as it was known at the time. Huygens assumes that every particle of a luminous body emits a spherical wave. Moreover he enunciates the principle that every element of the wave fronts also gives rise to a spherical wave, and the envelope of all these secondary waves determines the subsequent positions of the wave front. This principle is today named after him [Born and Wolf 1999] and with it he is able to explain not only the laws of reflection and refraction, but also the extraordinary refraction in Iceland spar. However, letting light pass through a sequence of two Iceland spar, Huygens discovers that the waves of light change. They “acquire a certain form or disposition” [Huygens 1690, p. 94] because when the second crystal is in a certain position the two wave fronts emerging from the first crystal are not split again. In this way Huygens discovered polarisation of light, but he was not able to explain it theoretically.

With all these newly found properties of light and a wave theory ready for action, things take an unexpected turn. Enthused by his explanation for dispersion, Newton publishes his Opticks [1704] where he advocates strongly in favour of a ray theory of light. Two theories are then available: Newton’s theory of “differently refrangible rays” and the wave theory of Huygens which explains birefringence. But being strongly in favour of a ray theory, Newton attempts, in a set of queries added in the first Latin version of the Opticks (1706), to give a ray-based explanation of birefringence and polarisation. His explanations are incorrect, but fact is that Newton’s work became highly influential in the eighteenth century while Huygens’ treatise was almost forgotten.

Concerning another aspect of light, namely how the intensity of light changes
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under different circumstances as observed by Ptolemy (shading) and al-Kīndī (spread of radiation), there is no major development for several centuries. What is missing, in order to develop the subject quantitatively, are the means to measure the intensity of light. Such means are discovered by Pierre Bouguer in 1725 [Middleton 1964]. He invents a photometer by letting light from the source that he wants to measure the intensity of, fall on a screen. He compares this light to light falling on the same screen from a number of candles. By changing the distance of the candles to the screen, he is able to adjust the intensity due to the candlelight until it fits the other light. He uses the fact that the intensity of light is proportional to the inverse of the square of the distance from the source, and thus he is able to measure the light intensity in terms of candles. Bouguer’s description of the technique is available in his Essai d’optique [1729]. I am uncertain whether Bouguer was the first to describe the fact that light falls off with the square of the distance to the source (the inverse square law for radiation), but he was the first to describe the formulae for finding the illumination $I$ at a distance $r$ from a source of intensity $I_0$ in a partially transparent medium [Bouguer 1729]. The modern form of the law is [Middleton 1964]:

$$I = I_0 r^{-2} e^{-\sigma t r},$$

where $\sigma t$ is the extinction coefficient of the semitransparent medium. If we consider a collimated beam of light the inverse square of the distance, of course, does not appear in the formula. The law stating the exponential falloff in intensity, $I = I_0 e^{-\sigma t r}$, for a collimated beam, is often referred to as Beer-Lambert’s law. The correct name is Bouguer-Lambert’s law.

The contribution of Johann Heinrich Lambert [1760] to Bouguer-Lambert’s law is that he gives it a mathematical formulation using logarithms. His Photometria [Lambert 1760] is an impressive work in this new field of research founded with Bouguer’s photometer. Lambert [1760] also finds the cosine law which says that light reflected by a perfectly diffuse surface (also called a Lambertian surface) decreases in intensity with the cosine between the surface normal and the direction towards the incident illumination. This is the quantitative description of Ptolemy’s observations about the shading of rough surfaces.

In the middle of the eighteenth century, but without reference to Huygens, Leonhard Euler [1746] gives a wave-based description of dispersion. This is accomplished by realizing that the colour of a light pulse is determined by its frequency. The next sign of weakness in the Newtonian ray theory appears in 1788 when René-Just Haiyi investigates the birefringence of Iceland spar and finds a definite disagreement with Newton’s results, but better agreement with the results of Huygens [Shapiro 1973]. When Thomas Young [1802] qualitatively explains the colours of thin films using the principle of interference between waves, the wave theory gets the upper hand. Especially as Huygens’ explanation
of double refraction is confirmed by both William Hyde Wollaston [1802] and Étienne Louis Malus [1810]. Malus also discovers a previously unknown property of light which is that reflection causes polarisation.

With two very different theories striving for supremacy, the supporters of the Newtonian ray theory “proposed the subject of diffraction for the prize question set by the Paris Academy for 1818” [Born and Wolf 1999, p. xxvii]. To their dissatisfaction, the prize went to Augustin Jean Fresnel [1816] who, by an impressive synthesis of Huygens’ envelope construction and Young’s principle of interference, managed to overcome some theoretical difficulties in the previous wave theories and was also able to explain the diffraction phenomenon.

At the same time Fresnel was working on polarisation in cooperation with Dominique François Arago. They found that waves polarised at right angles to each other never interfere [Levitt 2000]. With this information Fresnel realised that the waves must be transverse rather than longitudinal and in 1821–1822 he presents three Mémoires [Fresnel 1827] in which he uses transverse waves to explain the birefringence and polarisation observed in crystals by Bartholin and Huygens. Shortly after these very strong arguments in favour of the wave theory of light (in 1823) Fresnel gives the ray theories the final blow: He presents formulae finding the intensities of the reflected and refracted waves and he even includes polarisation in these formulae [Fresnel 1832]. In this way he is able to explain Malus’ observation that reflection causes polarisation. The Fresnel equations, as they are called today, are still used extensively.

At the beginning of the nineteenth century John Leslie [1804] firmly establishes that “heat and light are commonly associated”. Thus when Julius Robert Mayer [1842] finds a relation between heat and mechanical energy and when James Prescott Joule [1843] subsequently discovers a similar relationship between heat and electromagnetic energy, there is “only” one step missing in the connection between heat, electromagnetism, and waves of light. This step is taken by James Clerk Maxwell [1873] who puts forth his famous theory of the electromagnetic field and gives substantial theoretical evidence to the fact that light waves are electromagnetic waves. His theory relies on the assumption that the speed of an electromagnetic wave, within experimental error, should be the same as the speed of light. Heinrich Hertz [1888] later verifies this conjecture by direct experiment.

Another theory was initiated at the beginning of the century when Young [1802] suggested that the eye most probably has three types of “fibres”, each only sensitive to one of three different “principal colours”. While first abandoned, this theory is revived by Hermann von Helmholtz [1867] who records three curves over wavelengths which represent the light sensitivity of each cone receptor in the eye. Each cone represents one of the three principal colours: Red, green,
2.2 Wave and Radiative Transfer Theories

and blue. The colours that we see are according to this theory (which is still generally thought to be true) a mix of the three principal colours weighted according to the wavelengths in the incident illumination. Today this theory of trichromatic colour vision is sometimes referred to as Young-Helmholtz theory.

Some years before Maxwell’s electromagnetic field theory, Gustav Robert Kirchhoff makes an important observation when he investigates the connection between absorption and emission of a radiating body. Kirchhoff [1860, p. 277] introduces a hypothetical “completely black body”, or for short a blackbody, which is a perfect absorber at all wavelengths. From the laws of thermodynamics Kirchhoff knows that if a body is kept at a constant temperature \( T \), it will radiate as much energy as it absorbs. Using this fact, he proves that a blackbody will exhibit an emission spectrum which is determined by a universal function \( J(\lambda, T) \). In a sense this function is the emission limit for all bodies at temperature \( T \). If the body is not a blackbody, some wavelengths will be less intense than dictated by \( J \), but the wavelengths (\( \lambda \)) at which the body will be able to emit are determined by the blackbody emission spectrum \( J \). Kirchhoff [1860, p. 292] notes that it is of the utmost importance to find the function \( J \), but that he finds big difficulties in determining it experimentally.

The first step towards finding the blackbody emission spectrum is taken by Jožef Stefan [1879] when he empirically finds that the heat radiated from a body is proportional to the fourth power of its temperature \( T \). A few years later Ludwig Boltzmann [1884] gives the result a theoretical justification. The formula for a blackbody is today called the Stefan-Boltzmann law and it is as follows:

\[
M_0 = \sigma T^4 ,
\]

where \( M_0 \) is the power emitted by the blackbody per unit area and \( \sigma = 5.67 \times 10^{-8} \) Wm\(^{-2}\)K\(^{-4}\) is the Stefan-Boltzmann constant. Using the Stefan-Boltzmann law, Willy Wien [1896] succeeds in deriving an expression for the blackbody emission spectrum:

\[
J(\lambda, T) = \frac{c_1}{\lambda^5} e^{-\frac{c_2}{\lambda T}} ,
\]

where \( c_1 \) and \( c_2 \) are constants. This spectral energy distribution by Wien agreed with the measurements available at the time. Later experiments would, however, disagree with the Wien distribution and prove to be inexplicable by classical Newtonian mechanics (therefore leading to the quantum theories discussed in Section 2.5).

With respect to quantitative theories of light scattering, John William Strutt [1871], who was later the third Baron Rayleigh, is able to explain the colours of the sky using very simple arguments involving scattering of light waves. Assuming (as others before him) that the atmosphere has a suspension of particles which are very small compared to all the visible wavelengths, Rayleigh finds
that for particles of this size, the ratio of the intensity of scattered to incident light varies inversely as the fourth power of the wavelength. This means that the shorter blue wavelengths are scattered more frequently in the atmosphere than the longer red wavelengths, and this is the cause of the blue sky and the red sunrises and sunsets. This type of scattering is today referred to as Rayleigh scattering.

A few decades later, a more general result describing the scattering of plane waves of light by spherical particles was derived by Ludvig Lorenz [1890]. Later Gustav Mie [1908] derives the same equations once again, but he uses Maxwell’s electromagnetic field instead of a simpler wave equation to represent the light waves and he also provides experimental verification. This theory of light scattering which is useful for deriving the scattering properties of many different materials, is today referred to as Lorenz-Mie theory.

Many things have been said at this point about the nature, propagation, absorption, emission, and scattering of light, but we still lack a way to combine all these ideas. What is missing, is a theory describing the flux of radiation that would be found in some particular direction at some point in a scattering medium as the result of some incident illumination progressing through the medium. Equations for such treatment of light at a macroscopic, quantitative level were introduced by Arthur Schuster [1905] in order that he could take scattering into account when considering an atmosphere. Similar equations were given a more elegant formulation by Karl Schwarzschild [1906] in his investigations of the atmosphere of the sun. The equations are a mathematical model describing the phenomenon of scattering rather than they are based on physical foundations such as Maxwell’s equations. But they have subsequently been shown to give correct results in most cases. The mathematical formulations of Schuster and Schwarzschild became the birth of the quantitative radiative transfer theory.

During the following years the radiative transfer theory developed to a very advanced state with analytical solutions for many special cases. With a series of papers on multiple scattering Subrahmanyan Chandrasekhar was an important influence in this development. In 1950 he published the first definitive text of the field [Chandrasekhar 1950] and it is still today an important reference in all works on the subject.

An abundance of the results that have been discussed in this section are used extensively in computer graphics. The quantitative theories are particularly useful because we have to compute the visual effects due to light scattering in complicated scenarios. It is in other words of great importance that the theories we use work at a macroscopic level. Nevertheless, we see again and again that the wave theory of light must be taken into account for the correct simulation of some visual phenomenon.
2.3 Realistic Image Synthesis

In the early days of computer science, an image drawn on a screen using a computer was a small miracle. The first computer graphics were created in 1950 by Ben F. Laposky [1953]. He generated artistic works using a cathode ray oscilloscope controlled by an electronic machine. Shortly after (on 20 April 1951) the MIT Whirlwind Computer was demonstrated for the first time. It had a large modified oscilloscope as its screen and was able to display text and graphics in real-time. At this time only very few people actually had access to a computer, but as the technology developed, it was used increasingly for different tasks of computation in companies. The General Motors Research Laboratories used computers for engineering and scientific analyses in 1952, and in 1959 they started implementing a system for Design Augmented by Computers (DAC-1). As part of DAC-1 they started developing hardware for graphical man-machine communication in cooperation with IBM [Krull 1994]. These commercial interests in visualisation of three-dimensional design must have made computer graphics research very appealing to young computer science researchers.

At the beginning of the 1960s, research in 3D graphics gathered momentum. Ivan E. Sutherland [1963] presents a system called Sketchpad, which allows the user to draw line drawings on a computer screen interactively using a light pen. His work is extended by Timothy E. Johnson [1963] and Lawrence G. Roberts [1963] who start developing algorithms for displaying line sketches of 3D solid shapes. This way of doing computer graphics is remarkably similar to Democritus’ way of explaining vision. To simulate the appearance of an object, we print its outline onto the screen by steering the electron beam of a CRT (Cathode Ray Tube) display monitor. This resembles Democritus’ idea that the object would be imprinted in the air reaching the eye.

The early computer displays were modified oscilloscopes and they displayed vector graphics, but relatively quickly the raster techniques known from TV technology became the display technology of choice. This means that the CRT monitor displays an array of dots (or picture elements - pixels) of different intensities. With this development a raster technique for line drawing was needed and in the years after it had been presented by Jack E. Bresenham [1965], the work of Johnson [1963] and Roberts [1963] was recast to suit the rasterization approach.

Based on the methods for rendering of solids as line drawings, Arthur Appel [1968] and John E. Warnock [1969] take the next logical step when they introduce shaded display of solids. Just as in the optical theories known at the time of Aristotle, Appel introduces a ray casting method which, in essence, corresponds to rays of sight moving in straight lines from the eye to a surface.
Warnock uses a non-physical version of Lambert’s cosine law to shade each polygon differently depending on its distance and orientation towards the light source. Henri Gouraud [1971] notices the “cartoon-like” appearance of these flat shading schemes and introduces continuous shading across the polygons. This is today referred to as Gouraud shading, but Lambert actually also investigated this subject in the 18th century when he enunciated his cosine law [Lambert 1760]. What the graphics researchers are investigating at this point is the shading of objects which was also noticed by Ptolemy. The Lambertian-like shading introduced by Warnock captures diffuse objects, but a quantitative model is missing for rendering of specular highlights. Such a model is provided by Bui Tuong Phong [1975]. It is not physically accurate, but it is very efficient and the Phong model is famous in graphics today.

Following the Phong model, more physically-based reflection models for rough surfaces were imported to graphics by James F. Blinn [1977]. He even includes the Fresnel equations in his models. But the real breakthrough towards realism in computer-generated images comes when Turner Whitted [1980] introduces ray tracing. In analogy with Euclidean optics, rays proceed from the eye (the image plane) and interact with the surfaces they arrive at. When they interact with a diffuse surface, a shading model is used. When they interact with a specular surface, the laws of reflection and refraction are employed and new rays are traced in the specular directions.

Based on ray tracing, several techniques related to the ancient mathematical optics were tested in the first half of the 1980s. Cone tracing [Amanatides 1984], for example, is closely related to the Ptolemaic concept of radiation distributed continuously in the visual cone. Many of the results discovered by both Euclid, Diocles, and Ptolemy in their works on optics and catoptrics, are useful in cone tracing. Distribution ray tracing [Cook et al. 1984] takes into account how radiation is spread at each point of intersection. This corresponds to the spread of radiation investigated by Ptolemy and al-Kindī. A few years later, graphics also find a use for the idea of letting rays issue from the light sources instead of the eyes [Arvo 1986]. At the time it is called “backward ray tracing” as the tracing direction is opposite to the usual approach. This terminology is later abandoned because it easily causes confusion. Light ray tracing, as we now call it, allows us to capture light phenomena known as caustics more easily. Caustics are the bright highlights that occur when light has been focussed through a lens or a fluid onto a surface. In a way this is similar to al-Haytham and Kepler’s discovery that the eye is merely a lens focussing light on the retina. Fermat’s principle was introduced for rendering of mirages [Berger and Trout 1990] at a rather late time in graphics.

Being far ahead of his time, Blinn [1982] introduces scattering effects inspired by thermal radiation and the work of Chandrasekhar [1950], and only a few
years later the subject of realistic rendering is firmly connected to heat transfer by Nishita and Nakamae [1983; 1985] and Goral et al. [1984], and to radiative transfer theories by James T. Kajiya [1984]. The methods inspired by heat transfer are referred to as *radiosity* methods in graphics. They capture the colour bleeding effects observed by Galen. The rendering methods based on radiative transfer are the most general methods used in graphics so far.

Towards the beginning of the 1990s the discipline of realistic rendering starts proceeding in two directions: One branch seeking algorithms that are fast enough to allow real-time interaction with rendered scenes, and another branch seeking improved realism without worrying about the time it takes to render it. In the latter branch graphics has continued to move closer to the wave theories of light. The connection between trichromatic (Young-Helmholtz) colour theory and wavelengths has been introduced in graphics [Meyer and Greenberg 1980], and Bouguer-Lambert’s law and the Fresnel equations have been incorporated as standard elements in realistic rendering [Glassner 1995]. A rendering method based on simplified wave theory is first considered for graphics by Hans P. Moravec [1981]. This approach is, however, very expensive and subsequent methods based on wave theory have mostly been used to derive local shading models [Kajiya 1985; Bahar and Chakrabarti 1987]. In a slightly different order than the development described in Section 2.2 (rather following the difficulties in implementation), but not completely off target, we have seen graphics simulations of dispersion [Thomas 1986], interference [Smits and Meyer 1990; Dias 1991], birefringence and polarisation [Tannenbaum et al. 1994], and diffraction effects [Stam 1999]. Even blackbody emission is used in graphics to compute emission spectra for natural light sources [Stam and Fiume 1995; Glassner 1995] and Rayleigh scattering is used for rendering of a realistic sky [Klassen 1987].

More recently the Lorenz-Mie theory has been used [Rushmeier 1995; Callet 1996] for computing the coefficients needed in the realistic rendering methods that are based on radiative transfer theory. This means that we can find macroscopic input coefficients using Maxwell’s equations, but we are yet to see a complete rendering method based on the electromagnetic field theory. Of the rendering methods currently in use, the ones closest to the wave theories of light are the ones based on geometrical optics. This type of rendering was introduced by Stam and Languénon [1996]. Geometrical optics is a simplification of Maxwell’s equations which assumes that the wavelength of light is so small that we can think of light as rays following trajectories which are not necessarily straight. In other words, the methods currently in use are simply the correct way to handle heterogeneous media using ray tracing. The attempt by Moravec [1981] is to my knowledge still the only attempt on a complete rendering method based on the wave theory of light.

The real-time branch is different in the sense that it more often chooses a com-
promise between physics and a simplified mathematical model. The Phong model is a good example. It is often the case that old theories, like the ones we have discussed throughout this chapter, present a simple, but not entirely physically correct explanation of a light phenomenon. These old mathematical models often give surprisingly good visual results and their simplicity makes them well suited for real-time implementation on modern programmable hardware. This means that we can still find useful mathematical models for computer graphics by digging into the history of the theories of light. As an example it is shown, in the following section, how Aristotle’s rainbow theory makes us able to render rainbows in real-time. Rendering rainbows more physically correctly is certainly not a real-time process. It has been done by Jackel and Walter [1997] as follows. Lorenz-Mie theory is used to compute how small water drops scatter light. The result is used as input for the radiative transfer equation, which is used for a full volume visualisation of the air containing the water drops. This expensive computation captures the rainbow. Let us see how the Aristotelian theory works.

2.4 Rendering the Aristotelian Rainbow

Aristotle’s [~350 B.C., 1984] theory for the formation of rainbows is really quite simple. We have discussed it briefly in Section 2.1, but now we will add a few extra details. Aristotle thinks of the sky as a hemisphere (see Figure 2.2). This is very similar to the sky domes used in graphics. We draw a sphere with inward facing polygons and map a texture onto it to obtain a sky rendering. If we place a sun on the sky dome, it makes us able to use Aristotle’s rainbow theory.

For every point on the dome that we render, we will know the direction toward the eye \( \vec{\omega} \) and the direction toward the sun \( \vec{\omega}' \). Aristotle’s theory states that the rainbow forms on the hemisphere of the sky where the angle between \( \vec{\omega} \) and \( \vec{\omega}' \) is equal. Aristotle does not say what the angle is, however from newer rainbow theories we know that 42° is a good choice. If the sun were a point source, the result would be an infinitely thin circular arc reflecting the intensity of the sun when

\[
\vec{\omega} \cdot \vec{\omega}' = \cos 42^\circ \approx 0.7431 .
\]

This test is easily done in a fragment shader on modern graphics hardware. To get a rainbow instead of a bright line across the sky, we simply take into account that the sun has an extension which covers a range of directions \( \vec{\omega}' \). We use the lowest and the highest point of the sun on the sky dome. This gives two cosine values

\[
a = \vec{\omega} \cdot \vec{\omega}'_{\text{high}} \quad , \quad b = \vec{\omega} \cdot \vec{\omega}'_{\text{low}} .
\]
2.4 Rendering the Aristotelian Rainbow

With a smoothstep function (Hermite interpolation between \(a\) and \(b\)) we use \(a\) and \(b\) to find a shade value \(c \in [0, 1]\) for the rainbow:

\[ c = \text{smoothstep}(a, b, 0.7431). \]

To let the value \(c\) determine the colour of the rainbow, we have to involve some more recent colour theory. Each value of \(c\) corresponds to a wavelength in the visible spectrum such that \(\lambda(c = 0) = 400\,\text{nm}\) and \(\lambda(c = 1) = 780\,\text{nm}\). To find RGB colour values for each wavelength, we use the RGB colour matching functions [Stiles and Burche 1959; Stockman and Sharpe 2000]. A look-up using \(c\) in a 1D texture holding the colours of the rainbow, i.e. the RGB colour matching functions, is one way to get the desired colours. Another option is to choose a few RGB colours at significant wavelengths (e.g. at \(\lambda = 445\,\text{nm}, 540\,\text{nm}, 600\,\text{nm}\)) and then interpolate between them using \(c\). Finally an alpha value is used to blend the rainbow with the background sky. For \(c = 0\) and \(c = 1\) the alpha value is 0 (the rainbow does not show in these regions), in-between that the alpha value should be set depending on how intensely the user wants the rainbow to appear in the sky.

The Aristotelian rainbow is very simple to render and it is easily run in real-time. It runs at 116 frames per second in a 1200 × 400 resolution on an NVIDIA GeForce Go 7400 graphics card. Sample renderings are shown in Figure 2.1 (page 16) and in Figure 2.3 (page 36). Figure 2.3 also shows where the lowest and highest points of the sun are placed in the sky. The distance between these two points determine the width of the rainbow. In addition, it is easy to modify the position and intensity of the rainbow in the sky by moving the points and adjusting the alpha value. Originally Aristotle thought of the sun as sitting on the hemisphere (the sky dome), where the rainbow also appears. This gives rainbows which are very stretched out compared to real rainbows. If we move the points on the sun, which determine \(\vec{\omega}_{\text{high}}\) and \(\vec{\omega}_{\text{low}}\), away from the sky dome in the radial direction, the rainbow gets a more natural arc. This is another parameter we can use to modify the appearance of the Aristotelian rainbow. Using these different parameters, we have, qualitatively, tried to match the appearance of real rainbows in Figure 2.4 (page 37).

With the Aristotelian rainbow we have given a brief example of what we can learn by taking an interest in the history of theories of light and vision. The first sections of this chapter present pointers to relevant developments in the history of these theories. Hopefully these references provide an overview and a starting point for finding more mathematical and physical models that can be useful in graphics. In the next section, we follow the development of the theories of light further to get ideas and inspiration about possible future developments in realistic image synthesis.
Figure 2.3: Rainbows rendered in real-time using Aristotle’s theory for rainbow formation. The black and green points (in the smaller images) show the lowest and the highest point of the sun. They determine the position and size of the rainbows (in the larger images). Of course the rainbow is always found when we look in the direction opposite the sun.
Figure 2.4: Comparison of rainbow pictures from the real world (top row) and rainbows rendered using Aristotle’s theory (bottom row).
2.5 Quantum Theories

Not long after Wien [1896] proclaimed his functional expression for the blackbody emission spectrum, Rubens and Kurlbaum [1900] carry out new measurements that show a definite disagreement with the Wien distribution at longer wavelengths. Numerous new expressions are then proposed to match these measurements, but the simplest fit is found by Max Planck [1900a]. His fit is

\[ L(\lambda, T) = \frac{c_1 \lambda^{-5}}{e^{\frac{c_2}{\lambda T}} - 1}. \]

Having found this simple and surprisingly precise fit, Planck devotes himself to providing a physical justification for it. His theory is published a few months later [Planck 1900b]. As a part of his theory he introduces the universal constant \( h \) which is now called Planck’s constant (its modern value is \( h = 6.63 \cdot 10^{-34} \) Js). He writes [Planck 1900b, p. 239]:

We consider then - and this is the most essential point of the entire calculation - [the energy] \( E \) to be a compound of a definite number of finite equal parts and we accommodate this by using the natural constant \( h \).

Planck refers to these “finite equal parts” as energy elements given by \( \varepsilon = h \nu \), where \( \nu = c/\lambda \) is the frequency of the light. This is the birth of the quantum theories of light. With this assumption Planck is able to describe the constants \( c_1 \) and \( c_2 \) in his blackbody emission spectrum using the universal constants \( h, k, \) and \( c \) (where the latter two are the Boltzmann constant and the speed of light in a vacuum). He finds \( c_1 = 8\pi ch \) and \( c_2 = hc/k \).

Blackbody radiation is not the only light phenomenon which turns out to be inexplicable (quantitatively) by Maxwell’s electromagnetic field theory. Another phenomenon is the production of electric current using light. This is first observed in 1839 by Alexandre Edmund Becquerel [1868, p. 122] and today we call it the photoelectric effect. By an experiment which shows that ultraviolet light is able to cause an electric discharge, Hertz [1887] starts off a more thorough investigation of the subject. The existence of the photoelectric effect is perhaps not surprising considering that light is electromagnetic waves, but matching the observed quantity of electrons liberated by a beam of light, turns out to be extremely troublesome. After more than a decade with no satisfactory explanation, Philipp Lenard [1902] finds experimental evidence that the photoelectric effect can hardly agree with the electromagnetic field theory.

Inspired by Planck’s blackbody emission spectrum and the experiments of Lenard, Albert Einstein [1905] presents a theory which radically departs from the
wave theories of light. He proposes that Planck’s energy elements exist as real particles of light or “light quanta”. Einstein’s light quanta are today known as photons. With this theory Einstein is able to give a convincing explanation of the photoelectric effect. Further extending his work, Einstein [1906] uses Planck’s blackbody radiation theory to show how light must be emitted and absorbed in jumps which are integral multiples of $h\nu$.

While Planck supported most of Einstein’s work, he did not accept the idea of light quanta until many years later [Mehra and Rechenberg 1999, fn. 50]. Trying to take a step away from the quantum theory and closer to the classical theories, Planck [1912] proposes a second theory for the derivation of his blackbody emission spectrum. In this theory he assumes that energy is emitted in discrete quanta, but absorbed continuously. Employing statistical theory to determine the probability that a material (an oscillator to be precise) has absorbed enough energy to emit an energy quantum, Planck arrives at a curious formula for the internal energy $U$ of the material (oscillator) which is as follows [Planck 1912, p. 653]:

$$U(\nu, T) = \frac{h\nu}{2} \frac{e^{\frac{h\nu}{kT}} + 1}{e^{\frac{h\nu}{kT}} - 1} = \frac{h\nu}{e^{\frac{h\nu}{kT}} - 1} + \frac{1}{2} h\nu .$$

Observe that for $T \to 0$, $U \to \frac{1}{2} h\nu$. This means that a material at temperature absolute zero still has internal energy. Planck did not emphasise this, he merely took note of it, but it was the birth of the concept of zero-point energy [Milonni and Shih 1991].

To find a reason for Planck’s concept that energy is emitted from an atomic system in distinctly separated quanta, Niels Bohr [1913] proposes a model of the hydrogen atom. His model explains how an atom has a discrete set of energy states such that it will emit energy at frequency $\nu = (E_m - E_n)/h$ when passing from one energy state $E_m$ to another $E_n$. This is sometimes referred to as Bohr’s frequency condition. Bohr’s model provided exactly what Einstein was missing in order to find a derivation of Planck’s spectrum based on his concept of light quanta. For his derivation Einstein [1916] introduces the concepts of spontaneous and stimulated emission. Let $A_{mn}$ and $B_{mn}$ denote the rate of spontaneous and stimulated emission respectively, then the distribution of blackbody radiation becomes [Einstein 1916, p. 53]:

$$\rho(\lambda, T) = \frac{A_{mn}}{e^{\frac{E_m}{kT}} - 1} = \frac{A_{mn}}{e^{\frac{h\nu}{kT}} - 1} .$$

And after a short argument about $A_{mn}/B_{mn}$ (using Wien’s displacement law and the classical limit for high temperatures), Einstein finds that this distribution agrees with Planck’s spectrum. As a part of his theory Einstein deduces that light quanta must carry momentum. In a way this is the prediction of the existence of light particles and it is confirmed by Arthur Compton who writes
that “remarkable agreement between experiment and theory indicates clearly [...] that a radiation quantum carries with it momentum as well as energy” [Compton 1923, p. 484].

Einstein did not include zero-point energy in his 1916 derivation of the Planck spectrum. Of course, he did not have to include it as there had yet been given no direct experimental evidence for its existence. Around a decade later such evidence does, however, appear. Mulliken [1925] shows the existence of half-integral quantum numbers and James and Firth [1927] give the first direct proof of zero-point motion. Half a year after Mulliken’s observation of half-integral quantum numbers, Werner Heisenberg [1925] presents the theoretical justification for their existence as well as for the existence of zero-point energy. He does this by deriving that the energy of a Planck oscillator is \( E = (n + \frac{1}{2})\hbar \nu \) [Heisenberg 1925, p. 889]. The derivation is done as part of an example to show the applicability of quantum mechanics which he lays out the foundations for in the very same paper.

With these new developments, Paul Adrien Maurice Dirac [1927] is able to introduce the theory of quantum electrodynamics, which is the theory that concerns the interaction of photons and electrically charged particles (electrons and positrons). This is a theory which “leads to the correct expressions for Einstein’s A’s and B’s” [Dirac 1927, p. 265]. The correct \( A \) and \( B \) coefficients make us able to derive the correct blackbody emission spectrum. From the standpoint of quantum electrodynamics it is [Milonni and Shih 1991, p. 688]

\[
L(\lambda, T) = \frac{8\pi c h \lambda^{-5}}{e^{\frac{h\lambda}{kT}} - 1} + 4\pi c h \lambda^{-5}.
\]

The theory of quantum electrodynamics has been refined and improved many times after its introduction and it has been tested over an extremely wide range of conditions. Still no significant disagreements have been found between experiment and theory. In the words of Richard P. Feynman [1985, pp. 7–8] “the theory describes all the phenomena of the physical world except the gravitational effect [...] and radioactive phenomena, which involve nuclei shifting in their energy levels”. Quantum electrodynamics is, in other words, the most exact theory of light that we have.

Why do we not use quantum electrodynamics in realistic image synthesis? The simple answer is that it is too complicated. The phenomena that quantum electrodynamics describe happen at a scale which is so microscopic that any scenario which is not an extremely simplified laboratory setup, is just not described in a feasible way using this theory. Why even bother to write about quantum electrodynamics then? For three reasons:
1. It is the key to understanding the interaction of light and matter. If we want an exact theory for computing macroscopic material properties using the microscopic structure of a material, then the theory of quantum electrodynamics will eventually be indispensable.

2. If we start from the most exact theory and keep simplifying it until we obtain the models that we use in practice, then we will know exactly what phenomena our models are able to simulate and what they are not. And we will know what simplifying assumptions we need to work on if we want our models to capture more phenomena.

3. The enormous complexity of cases considered in quantum electrodynamics have led researchers to important general principles for handling problems of high dimensionality. If we look into some of the acute solutions that have been presented over the years, we might stumble upon mathematical tools that are of high relevance toward realistic rendering.

The surface has been scratched by Andrew Glassner who investigated the first point (1.) by describing the quantum-mechanical structure of materials in Chapter 14 of his monumental work on the principles of digital image synthesis [Glassner 1995]. Very recently Banks and Abu-Raddad [2007] did the first work concerning the second point (2.) by going from quantum electrodynamics to Maxwell’s equations to describe the foundations of photo-realistic rendering. To further investigate these three reasons for considering quantum electrodynamics in graphics, the remaining chapters of Part I are about finding the limiting assumptions that we rely on when we go from quantum electrodynamics to mathematical models that are practical for realistic rendering (2.). Part II is about matter and is consequently related to the first point (1.). Finally, and perhaps surprisingly, some introductory remarks are made about the third point (3.) in Part III.
One of the most extraordinary and exciting things about modern physics is the way the microscopic world of quantum mechanics challenges our common-sense understanding.

His Holiness the Dalai Lama, from *The Universe in a Single Atom*

This chapter serves four purposes (a-d). The first purpose (a) is to explain, introductorily, the properties of quantum particles. The word “photon” is used in many contexts in graphics, but it is hardly ever used to denote the quantum particle to which the name belongs. This sometimes causes confusion among graphics students as to what a photon actually is. The idea in explaining quantum particles is therefore both to introduce the subject of this chapter and to shed some light on the true meaning of the word “photon”. The second purpose (b) is to connect quantum electrodynamics to Maxwell’s equations, and, in doing so, to extract the simplifying assumptions that we make when we adopt a wave theory of light. This purpose is very similar to the purpose of the paper by Banks and Abu-Raddad [2007]. The approach in this chapter is, however, very different from their approach. The third purpose (c) is to introduce the concept of operators working on systems with many degrees of freedom. The creation and annihilation operators are essential in quantum electrodynamics. When they are introduced in the following, some remarks will be given on the general principles behind the operators. The fourth purpose (d) is to outline how one could construct a rendering algorithm based on the principles of quantum electrodynamics. This outline is given as concluding remarks in Section 3.4.
It is convenient to divide an introduction to quantum electrodynamics into three parts: one to describe photons moving through free space (Sec. 3.1), one to describe electrons moving through free space (Sec. 3.2), and one to describe the interaction of photons and electrons (Sec. 3.3). This reflects “the three basic actions, from which all the phenomena of light and electrons arise” [Feynman 1985, p. 85]. These are described by Feynman [1985, p. 85] as follows:

- **ACTION 1**: A photon goes from place to place.
- **ACTION 2**: An electron goes from place to place.
- **ACTION 3**: An electron emits or absorbs a photon.

The three basic actions are governed by the total energy of a system of quantum particles (because the function, or operator, which describes the total energy gives rise to the equations of motion [von Neumann 1955]). In this chapter we describe the total energy in terms of a Hamiltonian operator. A Hamiltonian operator will therefore be described for each of the three basic actions in each of the three sections to follow.

To understand quantum electrodynamics, we first have to get an idea of the concept of quantum particles. This is not so easily accomplished. We cannot think of photons as balls flying around in straight lines and bouncing off surfaces. In the words of Feynman [1963, Sec. 37-1]:

> Things on a very small scale behave like nothing that you have any direct experience about. They do not behave like waves, they do not behave like particles, they do not behave like clouds, or billiard balls, or weights on springs, or like anything that you have ever seen.

... We know how large objects will act, but things on a small scale just do not act that way. So we have to learn about them in a sort of abstract or imaginative fashion and not by connection with our direct experience.

The first thing we need to know about quantum particles is that it is *fundamentally impossible* to determine the exact location $x$ and momentum $p$ of a particle. Suppose we want to determine the position of a particle with uncertainty $\Delta x$ and the momentum with uncertainty $\Delta p$, then *Heisenberg’s uncertainty principle* says that $\Delta x \Delta p \geq \hbar / 2$, where $\hbar = h / (2\pi)$. All of quantum mechanics rely on the validity of this principle and so far it has never been proven wrong. The impact of the uncertainty principle is considerable. It means that we cannot say exactly what will happen. All we can determine is the probability of some
event to occur. Consequently, we have to think differently when working with quantum theories as compared to when we use the classical laws of physics.

Suppose we think of a *system* as a setup where all initial and final conditions are completely specified. Then following Feynman, we define an *event* to be a specific set of initial and final conditions. In a system we let $P$ denote the probability of an event. With every event we associate a complex number $\phi$ which is referred to as the *probability amplitude* of that event. A system of quantum particles has the following properties [Feynman et al. 1963, Sec. 37-7]:

1. $P = |\phi|^2$.
2. If an event can occur in several different ways, the probability amplitude for the event is the sum of the amplitudes for each separate way $\phi = \phi_1 + \phi_2 + \ldots$.
3. If we are able to determine whether one or another alternative is taken, the probability of the event is the sum of the probabilities for each alternative $P = P_1 + P_2 + \ldots$.

This means that probability amplitudes of indistinguishable ways in which an event can occur interfere like waves. However, “one cannot design equipment in any way to determine which of two alternatives is taken, without, at the same time, destroying the pattern of interference” [Feynman et al. 1963, Sec. 37-8]. According to Feynman et al. [1963] this is a more general statement of the uncertainty principle. It is another way of saying that we are unable to predict precisely what a particle will do.

Any system of quantum particles can be separated by a filtering process into a certain set of *base states*. The base states are independent in the sense that the future behaviour of particles in any given base state depends only on the nature of that particular base state [Feynman et al. 1965, Sec. 5-4]. Any particle has a number of base states. The *state of a particle* is a set of probability amplitudes which contains the amplitudes for the particle to be in each of its base states. Consider a particle in state $s_1$. The probability amplitude that the particle will end up in state $s_2$ is denoted $\langle s_2 | s_1 \rangle$. If we construct a vector basis using the base states of a system (for instance a system which describes the initial and final conditions of a single particle), we have means to obtain a *state vector* for every possible state of the system (particle).

Using Dirac’s “bra-ket” notation [Dirac 1930], a “to” state vector is called a *bra*, and is denoted $\langle s_2 \rangle$, while a “from” state vector is called a *ket*, and is
denoted $|s_1\rangle$. Thinking of $i$ as any one of the base states, it follows that [Feynman et al. 1965, Sec. 8-1]

$$\langle s_2|s_1 \rangle = \sum_i \langle s_2|i\rangle \langle i|s_1 \rangle . \quad (3.1)$$

This formula reveals how every possible state vector is a linear combination of the base state vectors:

$$|s\rangle = \sum_i |i\rangle \langle i|s \rangle . \quad (3.2)$$

For probability to be “conserved” in a system, it is generally true that [Feynman et al. 1965, Sec. 5-5]

$$\langle s_2|s_1 \rangle = \langle s_1|s_2 \rangle^* , \quad (3.3)$$

where the asterisk $^*$ denotes the complex conjugate.

A common choice of base states for a quantum particle comprises the states of definite momentum and the states of angular momentum along some axis. A particle can have infinitely many different definite momenta. This turns the summations (3.1,3.2) into integrations. A peculiar property of quantum particles is that their angular momentum is always an integer or a half-integer. The spin of a particle determines the range of integers or halves that the angular momentum can attain. If the particle has spin $j$, its angular momentum along any particular axis will have one of the values [Feynman et al. 1964, Sec. 35-1]

$$-j\hbar, (-j + 1)\hbar, \ldots, (j - 1)\hbar, j\hbar ,$$

According to this rule, the angular momentum of a spin one particle gives rise to a three-fold infinite set of base states (for each definite momentum there are three amplitudes, call them $-,0,+).$ The photon is a spin one particle, but it always move at the speed of light and therefore cannot exist in the rest (0) state. Photon spin gives rise to the polarisation of a beam of light. Since photons have only two possible angular momenta ($-,+), we are able to capture all types of polarisation using two independent components (sometimes referred to as the $\perp$-polarised and the $\parallel$-polarised components).

### 3.1 The Free Electromagnetic Field

Consider a particle in some state $\psi$. It is a general principle in quantum mechanics that the probability $\langle x|\psi \rangle$ for a particle to be found precisely at the coordinate $x$ is proportional to $e^{\frac{i}{\hbar}p \cdot x}$, where $p$ is the definite momentum of the particle [Feynman et al. 1965, Sec. 16-2]. This shows that we can equally well choose the position coordinates $x$ (along with the angular momenta) as base states for the particle. Since particle states in general are functions of
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time, the same principle can help us realise that the probability amplitude for
the particle to be at \( \mathbf{x} \) follows a time-varying wave function:

\[
\langle \mathbf{x} | \psi(t) \rangle = \psi(\mathbf{x}, t) = A e^{-i/E_p} t - p \cdot \mathbf{x} .
\]

By comparison to a classical wave function \( A e^{-i(\omega t - \mathbf{k} \cdot \mathbf{x})} \), this equation reveals
two fundamental properties of quantum particles, namely that particle energy
\( E_p \) is related to the angular frequency \( \omega = 2\pi \nu \) of a wave and that definite
momentum is related to the wave number \( \mathbf{k} \):

\[
E_p = \hbar \omega , \quad p = \hbar \mathbf{k} .
\]

In other words, we can describe a quantum particle as a harmonic oscillator. If
we use position coordinates instead of definite momenta in the set of base states
for the particle (such that we have \( \langle \mathbf{x} | \psi(t) \rangle = \psi(\mathbf{x}, t) \)), we call it the coordinate
representation.

The development of a state vector \( | \psi(t) \rangle \) is governed by the Schrödinger equation
(developed by Erwin Schrödinger [1926] in a less general form):

\[
\frac{i \hbar}{\text{d} t} | \psi(t) \rangle = \hat{H} | \psi(t) \rangle . \tag{3.4}
\]

In this equation \( \hat{H} \) is an operator describing the total energy \( E \) of the system
such that \( \hat{H} | \psi \rangle = E | \psi \rangle \). It is called the Hamiltonian operator.

Now we should recall from Bohr’s [1913] atomic model (cf. Section 2.5) that a
particle can only be in certain definite energy states \( E_n \). These are the character-
istic states, or the eigenstates, of the Hamiltonian operator. Using this
fact, we can write the probability amplitude \( \psi(\mathbf{x}, t) = \langle \mathbf{x} | \psi(t) \rangle \) as a sum of
probability amplitudes

\[
\langle \mathbf{x} | \psi(t) \rangle = \sum_n \langle \mathbf{x} | E_n \rangle \langle E_n | \psi(t) \rangle .
\]

Each term in the sum denotes the amplitude for the particle in state \( \psi \) at time
\( t \) to be in energy state \( E_n \) and at position \( \mathbf{x} \). In a different notation we have
[Milonni 1994]

\[
\psi(\mathbf{x}, t) = \sum_n \psi_n(\mathbf{x}) a_n(t) , \tag{3.5}
\]

where \( a_n(t) = a_n(0) e^{-iE_n t} \). To interpret \( a_n \) and \( \psi_n \), we see that \( a_n \) simply tells
us the amplitude for the particle in state \( \psi \) at time \( t \) to be of energy \( E_n \), while
\( \psi_n \) tells us the amplitude for the particle to be at location \( \mathbf{x} \). If we take the
complex conjugate (3.3) we have a particle at \( \mathbf{x} \) and find the amplitude for it
to be in energy state \( E_n \) and the amplitude for that to be in the state \( \psi \):

\[
\psi^* (\mathbf{x}, t) = (\langle \mathbf{x} | E_n \rangle (\langle E_n | \psi(t) \rangle))^* = (\langle E_n | \psi(t) \rangle)^* (\langle \mathbf{x} | E_n \rangle)^* = (\psi(t) | E_n \rangle (\langle E_n | \mathbf{x} \rangle)^* .
\]
Notice how the complex conjugate $a_n^*$ means that we know the particle is in energy state $E_n$, while the original $a_n$ means that there is an amplitude that the particle is of energy $E_n$. When working with more than one particle we will exploit this feature of $a_n$.

The states we have discussed so far have all been single-particle states. The \textit{state of a system} is also described by a state vector $|\Psi\rangle$. It is similar to the state of a particle, only it combines base states for all the particles involved. We can think of the system as an outer product of the configuration spaces of all the involved particles. This means that a state vector typically has a many-fold infinite number of dimensions. One way to cope with this immense number of degrees of freedom is to use operators. In the standard formalism of quantum electrodynamics, creation and annihilation operators are introduced. Let us try to follow the standard formalism.

Consider a system of several particles. Since only an integral number of particles can exist, we \textit{quantize} the system. Quantization is done by changing the meaning of $a_n$. Instead of using the amplitude $a_n$ for a single particle to be of energy $E_n$, we use an operator $\hat{a}_n$ which \textit{annihilates} a particle of energy $E_n$ from the system state vector. In analogy with the complex conjugate $a_n^*$, we let $\hat{a}_n^\dagger$ denote the (Hermitian) conjugate operator which \textit{creates} a particle of energy $E_n$. When we use the creation and annihilation operators on a state $|N_1, \ldots, N_m\rangle$ involving $N_n$ particles of energy state $E_n$ ($n = 1, \ldots, m$), we get the results:

\[
\begin{align*}
\hat{a}_n |N_1, \ldots, N_m\rangle &= \sqrt{N_n} |N_1, \ldots, N_n - 1, \ldots, N_m\rangle \\
\hat{a}_n^\dagger |N_1, \ldots, N_m\rangle &= \sqrt{N_n + 1} |N_1, \ldots, N_n + 1, \ldots, N_m\rangle \\
\hat{a}_n^\dagger \hat{a}_n &= N_n \\
\hat{a}_n \hat{a}_n^\dagger &= N_n + 1.
\end{align*}
\]

Note that $\hat{a}_n$ and $\hat{a}_n^\dagger$ do not commute. In terms of the many-fold infinite space which the state vectors live in, we can think of the creation operator $\hat{a}_n^\dagger$ as an outer product adding the configuration space of yet another particle to the system, and we can think of the annihilation operator $\hat{a}_n$ as a projection removing the configuration space of a particle. Thus the creation and annihilation operators comprise the fundamental principles of expansion and reduction of dimensionality to handle a system with many degrees of freedom (we will return to this point in Chapter 14).

From the quantum point of view a field of photons in free space must have a total energy given by a sum over the energies of the photons in the field. And since there is experimental evidence (cf. Section 2.5) for the existence of zero-point energy, we should include that in the sum. The total energy of a photon...
3.1 The Free Electromagnetic Field

In free space, the electromagnetic field is

\[ E = \sum_{n=1}^{m} E_n \left( N_n + \frac{1}{2} \right) = \sum_{n=1}^{m} \hbar \omega_n \left( N_n + \frac{1}{2} \right), \]

where \( m \) is the number of photon energy states in the field and \( \omega_n \) is the angular frequency of a photon in state \( n \). As the Hamiltonian operator obtains the total energy from a state vector, we can describe the Hamiltonian operator of a photon field in free space using the creation and annihilation operators:

\[ \hat{H} = \sum_{n=1}^{m} \hbar \omega_n \left( \hat{a}_n^\dagger \hat{a}_n + \frac{1}{2} \right) = \frac{1}{2} \sum_{n=1}^{m} \hbar \omega_n (\hat{a}_n \hat{a}_n^\dagger + \hat{a}_n^\dagger \hat{a}_n). \]

If we express the creation and annihilation operators in terms of position or definite momentum, and insert the Hamiltonian operator in the Schrödinger equation (3.4), we have the equation governing the first of the three basic actions (“a photon goes from place to place”). Let us first use definite momenta.

Suppose we let the photon energy states \( E_n \) be determined by definite momentum \( p \) and angular momentum \( \sigma \) of the particle, then we denote the index of an energy state \( k_\sigma \), where we use the relationship between definite momentum and the wave number \( p = \hbar k \). If we assume a continuous distribution of definite momenta, we have

\[ \hat{H} = \sum_{\sigma=\pm} \frac{1}{2(2\pi)^3} \int \hbar \omega_{k_\sigma} (\hat{a}_{k_\sigma} \hat{a}_{k_\sigma}^\dagger + \hat{a}_{k_\sigma}^\dagger \hat{a}_{k_\sigma}) \, dk. \]  

(3.6)

This assumption is only valid when the number of photons is large (and that is usually the case). Having found an expression to govern the first of the three basic actions, the next step is to see if we can connect it to the theory of classical electromagnetic fields.

The total energy \( E_M \) (\( M \) for Maxwell) of a classical electromagnetic field in free space is the integral over the energy density of the field at all positions in space [Martin and Rothen 2004]:

\[ E_M = \frac{\varepsilon_0}{2} \int (|\mathbf{E}|^2 + c^2 |\mathbf{B}|^2) \, d\mathbf{x}, \]

(3.7)

where \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic field vectors. Our job is to investigate whether this is the same total energy as what we would obtain using the Hamiltonian operator (3.6) on the system state vector.

To do this job, we need the vector potential \( \mathbf{A} \). It is defined indirectly in terms of the electric and magnetic field vectors [Feynman et al. 1964, Sec. 18-6]:

\[ \mathbf{B} = \nabla \times \mathbf{A} \quad , \quad \mathbf{E} = -\nabla \phi - \frac{\partial \mathbf{A}}{\partial t}, \]

(3.8)
where \( \phi \) is the scalar potential. With this definition the vector and scalar potentials are not unique. We can change them without changing the physics of the system using the rule:

\[
A' = A + \nabla \chi, \quad \phi' = \phi - \frac{\partial \chi}{\partial t},
\]

where \( \chi \) is a given function of space and time. We choose a specific form of \( \chi \) by choosing an equation involving \( \nabla \cdot A \) that \( \chi \) must satisfy. This is called choosing a gauge. In the Coulomb gauge we have

\[
\nabla \cdot A = 0.
\]

In the absence of any sources (and therefore also in a free field) we have \( \phi = 0 \). This means that another way to write the total energy of a free electromagnetic field in the Coulomb gauge is

\[
E_M = \frac{\varepsilon_0}{2} \int \left( \left| \frac{\partial A}{\partial t} \right|^2 + c^2 |\nabla \times A|^2 \right) \, dx. \tag{3.9}
\]

where \( \varepsilon_0 = 8.8542 \cdot 10^{-12} \text{ F/m} \) is the vacuum permittivity.

The Fourier expansion of the vector potential is

\[
A(x, t) = \sum_{\sigma = -, +} \frac{1}{(2\pi)^3} \int c_{k\sigma}(t)e^{-ik \cdot x} \, dk. \tag{3.10}
\]

Since the vector potential \( A \) is a real vector, we have \( c_{k\sigma}^* = c_{-k\sigma} \) and

\[
\int A^2(x, t) \, dx = \sum_{\sigma = -, +} \frac{1}{(2\pi)^3} \int c_{k\sigma}(t) \cdot c_{-k\sigma}(t) \, dk. \tag{3.11}
\]

Equations 3.9 and 3.11 constitute an expression for the total energy of a system in terms of an integral over a continuous distribution of definite momenta. In this way the Fourier expansion of the vector potential provides the link between the classical electromagnetic field and the quantized photon field.

To make the connection between the energy \( E_M \) of a classical electromagnetic field and the energy \( E \), which is given by \( E|\Psi\rangle = \hat{H}|\Psi\rangle \), we manipulate the expression for the Hamiltonian operator (3.6). To make the notation less cluttered, we use the following operators instead of the creation and annihilation operators:

\[
\hat{c}_k(t) = \sum_{\sigma} \left( \frac{\hbar}{2\varepsilon_0 \omega_{k\sigma}} \right)^{1/2} \hat{a}_{k\sigma}(t) \epsilon_{k\sigma},
\]

\[
\hat{c}_{k}^\dagger(t) = \sum_{\sigma} \left( \frac{\hbar}{2\varepsilon_0 \omega_{k\sigma}} \right)^{1/2} \hat{a}_{k\sigma}^\dagger(t) \epsilon_{k\sigma}. \tag{3.12}
\]
where $\vec{e}_{k\sigma}$ is a unit vector perpendicular to $k$ in the polarisation $\sigma$. The expression for the Hamiltonian operator (3.6) is then:

\[
\hat{H} = \frac{\varepsilon_0}{(2\pi)^3} \int \frac{\omega_k^2}{2} (\hat{\alpha}_k \cdot \hat{\alpha}_k^\dagger + \hat{\alpha}_k^\dagger \cdot \hat{\alpha}_k) \, dk .
\]

The plan is to find the link between $c_{k\sigma}$ and $\hat{\alpha}_k$. The problem is that $c_{k\sigma}$ is real and $\hat{\alpha}_k$ would be complex if we turned it back into a wave function. As a trial solution let us try

\[
\hat{c}_k = \sum_{\sigma=-,+} \hat{c}_{k\sigma} = \hat{\alpha}_k + \hat{\alpha}_k^\dagger .
\]

This corresponds to taking the real part of $2 \hat{\alpha}_k$. Inspired by the total energy of the free electromagnetic field (3.9), we reformulate the Hamiltonian operator (3.13) in terms of the real part of $\hat{\alpha}_k$:

\[
\hat{H} = \frac{\varepsilon_0}{(2\pi)^3} \int \frac{1}{2} \left( \omega_k^2 (\hat{\alpha}_k \cdot \hat{\alpha}_k^\dagger + \hat{\alpha}_k^\dagger \cdot \hat{\alpha}_k) - \hat{\alpha}_k \cdot \hat{\alpha}_k - \hat{\alpha}_k^\dagger \cdot \hat{\alpha}_k^\dagger \right) \, dk
\]

\[
+ c^2 |k|^2 (\hat{\alpha}_k \cdot \hat{\alpha}_k^\dagger + \hat{\alpha}_k^\dagger \cdot \hat{\alpha}_k + \hat{\alpha}_k \cdot \hat{\alpha}_k + \hat{\alpha}_k^\dagger \cdot \hat{\alpha}_k^\dagger) \, dk
\]

\[
= \frac{\varepsilon_0}{(2\pi)^3} \int \frac{1}{2} \left( -i \omega_k \hat{\alpha}_k + i \omega_k \hat{\alpha}_k^\dagger \right)^2 + c^2 \left| i k \times (\hat{\alpha}_k + \hat{\alpha}_k^\dagger) \right|^2 \, dk .
\]

For the first equality we have used that $\omega_k = c|k|$ and for the second we have used that $k \cdot (\hat{\alpha}_k + \hat{\alpha}_k^\dagger) = 0$. This orthogonality relation follows from the definitions (3.12) given previously. The Coloumb gauge condition $\nabla \cdot A = 0$ requires a similar orthogonality relation $k \cdot c_{k\sigma} = 0$ for all $k$. This means that, so far, our trial solution (3.14) fulfils the requirements of the Coulomb gauge.

If we make the following replacement

\[
\hat{a}_{k\sigma}|\Psi\rangle \mapsto a_{k\sigma}(t) = a_{k\sigma}(0) e^{-i \omega_{k\sigma} t} ,
\]

the conjugate operators become the complex conjugates and $\alpha_k + \alpha_k^*$ becomes the Fourier transform of the vector potential in our trial solution. The shift to wave amplitudes is another simplification of the quantum field theory. It corresponds to using the mean number of photons all with the same energy and momentum when specifying the intensity of the electromagnetic field [Martin and Rothen 2004]. Inserting in the expression for the Hamiltonian, we get the total energy

\[
E = \frac{\varepsilon_0}{2(2\pi)^3} \int \left( \left| \frac{\partial}{\partial t} (\alpha_k + \alpha_k^*) \right|^2 + c^2 \left| \nabla \times (\alpha_k + \alpha_k^*) \right|^2 \right) \, dk .
\]

(3.15)
Note that we do not get an operator $\hat{H}$ as the result, but rather the total energy $E$, because we replaced the quantum operators by classical waves. Since $c_k = \alpha_k + \alpha_k^\dagger$ is real, we can use the property (3.11) of the integral over the squared vector potential and get $E = E_M$ (compare Equations 3.15 and 3.9). Our trial solution was indeed a success. Consequently we can quantize the electromagnetic field by using an operator version of the vector potential $\hat{A}$ defined by

$$\hat{A}(x,t) = \frac{1}{(2\pi)^3} \int \left( \hat{\alpha}_k(t) e^{-i k \cdot x} + \hat{\alpha}_k^\dagger(t) e^{i k \cdot x} \right) \, dk .$$  \hspace{1cm} (3.16)

The vector potential governs the behaviour of the free electromagnetic field, while the operator version $\hat{A}$ governs the behaviour of a free photon field since it describes the Hamiltonian operator. Then the conclusion for the free field is that when the number of photons is plenty and when their energy is evenly distributed, Maxwell’s equations agree with the mean effects of the quantum theoretical approach. We also conclude that decomposition of field vectors into two polarisation components entirely agrees with the quantum theory.

**3.2 The Free Charge Field**

Quantum electrodynamics concern interaction of the electromagnetic field with electrons and positrons [Dirac 1966]. We have just specified the behaviour of the electromagnetic field in free space. When materials are introduced things get more complicated. Then the Hamiltonian operator needs to be expanded by the Hamiltonian of the charge field and the interaction Hamiltonian such that

$$\hat{H} = \hat{H}_M + \hat{H}_D + \hat{H}_I ,$$

where the subscript $M$ is for Maxwell, $D$ is for Dirac, and $I$ is for interaction. If we specify operator versions of the electric and magnetic field vectors using the operator version of the vector potential (3.16), we have

$$\hat{H}_M = \frac{\varepsilon_0}{2} \int (|\hat{E}|^2 + c^2 |\hat{B}|^2) \, dx .$$  \hspace{1cm} (3.17)

Unfortunately we cannot use the same creation and annihilation operators for all types of quantum particles. If a particle has integral spin, it is called a *boson*, and for this type of particle the operators $\hat{a}_n^\dagger$ and $\hat{a}_n$ are valid. If the spin is a half-integer, the particle is called a *fermion*, and in this case we need two sets of creation and annihilation operators: One set for the particle itself, $\hat{b}_n^\dagger$ and $\hat{b}_n$, and one set for its antiparticle, $\hat{d}_n^\dagger$ and $\hat{d}_n$. Being spin one, photons...
are bosons. Electrons, protons, and neutrons are all spin one-half and are, therefore, fermions. The fermion creation and annihilation operators follow the Pauli exclusion principle which states that only one electron is allowed in each energy state (that is, $b_n^\dagger b_n$ and $d_n^\dagger d_n$ are both either 0 or 1).

The energy of a fermion is given by the relativistic formula $E^2 = p^2 + m^2$, where $p = |p|$ is the momentum and $m$ is the rest mass of the particle. This means that there is both a positive and a negative energy solution $E = \pm \sqrt{p^2 + m^2}$ for the harmonic oscillator (3.5) which is supposed to describe the particle. To make this conception work, we will have to think of the physical vacuum as a state in which all negative-energy electron states are “filled”. In other words the charge field gives rise to negative zero-point energy whereas the electromagnetic field gives rise to positive zero-point energy. The Hamiltonian operator for the Dirac field is [Milonni 1994]

$$\hat{H}_D = \sum_n E_n (b_n^\dagger b_n + d_n^\dagger d_n - 1) .$$

Because we have both positive and negative angular momenta ($-\hbar/2$ and $+\hbar/2$) as well as positive- and negative-energy solutions, we need four component vectors (so called spinors) to capture the wave equation of a free electron. Suppose we denote the positive-energy solutions $\psi_n^+(x)$. These (spinors) will have the third and fourth components equal to zero. The negative-energy solutions $\psi_n^-(x)$ will have the first and second components equal to zero. This gives the following wave expansion:

$$\psi(x,t) = \sum_n (b_n(t)\psi_n^+(x) + d_n^*\psi_n^-(x)) , \tag{3.18}$$

where $b_n(t) = b_n(0)e^{-iE_nt}$ and $d_n(t) = d_n(0)e^{-iE_nt}$.

When we replace $b_n$ and $d_n$ in Equation 3.18 by the quantization operators $\hat{b}_n$ and $\hat{d}_n$, it is clear that the probability amplitude function becomes a new operator $\hat{\psi}(x,t)$. Again we refer to $\hat{\psi}^\dagger$ and $\hat{\psi}$ as the creation and annihilation operators, respectively, but their meaning is different from that of $b_n^\dagger$, $b_n$, $d_n^\dagger$, and $d_n$ in the sense that they only include one position in the particle configuration spaces that are added to or removed from the system. You could say that they create or annihilate particles at the position $x$, but the truth is that the particle is only fully created once the operator has been integrated over all possible particle positions. In other words,

$$\hat{b}_n(t) = \int \hat{\psi}(x,t)\psi_n^+\star(x)\,dx$$

$$\hat{d}_n(t) = \int \hat{\psi}(x,t)\psi_n^-\star(x)\,dx ,$$
which follows from Equation 3.18 because the amplitudes $\psi_n$ for the different energy states are orthonormal:

$$\int \psi_m(x)\psi_n^*(x') \, dx = \delta_{mn}.$$  

Here $m$ and $n$ include both positive- and negative-energy indices and $\delta_{mn}$ is the Kronecker delta which is 1 for $m = n$ and 0 otherwise.

To handle the four-component spinors resulting from the creation and annihilation operators $\hat{\psi}^\dagger$ and $\hat{\psi}$, we need a set of $4 \times 4$ matrices which apply the necessary coefficients to the different components. For this purpose we use the Dirac representation of the Pauli spin matrices [Dirac 1930]:

$$\chi_1 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \chi_2 = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix},$$

$$\chi_3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.$$  

These matrices give us the opportunity to write the Hamiltonian operator for the Dirac field as follows [Milonni 1994]:

$$\hat{H}_D = \int \hat{\psi}^\dagger(-i\chi \cdot \nabla + \beta m)\hat{\psi} \, dx.$$  

Note that the vector $\chi = (\chi_1, \chi_2, \chi_3)$ of three $4 \times 4$ matrices is needed because the gradient of a spinor will result in a vector of three four-component spinors. If we insert this Hamiltonian operator in the Schrödinger equation (3.4), we have the equation governing the second of the three basic actions (“an electron goes from place to place”).

### 3.3 Interaction of the Fields

The definitions of the creation and annihilation operators means that the combined operator $\hat{\psi}^\dagger \hat{\psi}$ does not count the total number of electrons versus the number of positrons. Instead it counts the number of electrons versus the number of positrons at a specific position in space. This corresponds to the charge density $\rho$. The quantized version of the charge density is then

$$\hat{\rho}(x, t) = -q_e \hat{\psi}^\dagger(x, t)\hat{\psi}(x, t) ,$$
3.3 Interaction of the Fields

where \(-q_e = -1.602 \cdot 10^{-19} \text{C}\) is the charge on a single electron. Using the Pauli spin matrices, the \(\hat{\psi}\) operators also give us a simple way of quantizing the current density \(\hat{j}\) [Milonni 1994]:

\[
\hat{j}(\mathbf{x}, t) = q_e \hat{\psi}^\dagger(\mathbf{x}, t) \chi \hat{\psi}(\mathbf{x}, t).
\]  \hspace{1cm} (3.19)

To ensure charge conservation, we have the condition

\[
\frac{\partial \hat{\rho}}{\partial t} + \nabla \cdot \hat{j} = 0.
\]  \hspace{1cm} (3.20)

In the Coulomb gauge, where \(\nabla \cdot \mathbf{A} = 0\), another way to write Maxwell’s equations is [Feynman et al. 1964, Sec. 18-6, but using the Coulomb gauge instead of the Lorentz gauge]

\[
\nabla^2 \phi = -\frac{\rho}{\varepsilon_0}.
\]  \hspace{1cm} (3.21)

\[
e^2 \nabla^2 \mathbf{A} - \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\frac{j}{\varepsilon_0} + \nabla \frac{\partial \phi}{\partial t}.
\]  \hspace{1cm} (3.22)

This reveals how the creation and annihilation operators \(\hat{\psi}^\dagger\) and \(\hat{\psi}\) link the charge field to the electromagnetic field. Consider the right-hand side of the second equation (3.22):

\[
j' = -\frac{j}{\varepsilon_0} + \nabla \frac{\partial \phi}{\partial t}.
\]

Taking the divergence on both sides, applying the equation (3.21) which involves the scalar potential, and using the charge conservation condition (3.20), we see that

\[
\nabla \cdot j' = -\frac{1}{\varepsilon_0} \left( \nabla \cdot j + \frac{\partial \rho}{\partial t} \right) = 0.
\]

Meaning that \(j' = j_\perp\) is the transverse component of the current density.

Fourier expansion of the transverse component of the current density \(j_\perp\), gives the Fourier coefficients

\[
\hat{j}_\perp^k(t) = \int j_\perp(\mathbf{x}, t)e^{-ik \cdot \mathbf{x}} \, d\mathbf{x}.
\]

Then by applying the Fourier transformation to Equation 3.22, we obtain

\[
e^2|k|^2 c_k + \frac{d^2}{dt^2} c_k = \frac{j_\perp^k}{\varepsilon_0},
\]  \hspace{1cm} (3.23)

where \(c_k\) are the Fourier coefficients of the vector potential (cf. Equation 3.10). This result corresponds to the equation of motion for a forced oscillator. Regarding each energy state (or wave mode given by \(k\) and the polarisation \(\sigma\)
as a forced oscillator, the energy of the classical electromagnetic field (in the presence of matter) is \[ E_{MI} = E_M - \frac{1}{(2\pi)^3} \int (\alpha_k(0) \cdot j_k(t) + \alpha_k(0) \cdot j_k(t)) \, dk \] \[ = E_M - \int j(x,t) \cdot A(x,0) \, dx \quad (3.24) \]

If we replace current density \( j \) and vector potential \( A \) with their operator counterparts (insert hats) in this equation (3.24), we get a complete analogy between the classical field and the quantum field. It makes perfect sense that the quantized current density \( \hat{j} \) governs the creation and annihilation of photons over time. Letting \( \hat{A} \) denote the vector potential operator (in the Coulomb gauge) at time \( t = 0 \) and using Equation 3.19, we have

\[ \hat{H}_I = -\int \hat{j}(x,t) \cdot \hat{A}(x,0) \, dx = -\int q_e \hat{\psi}^\dagger \chi \cdot \hat{\mathbf{A}} \hat{\psi} \, dx . \]

This is the Hamiltonian operator governing the third of the three basic actions (“an electron emits or absorbs a photon”)

In total a system involving photons, electrons, positrons, and their interactions is described by the Hamiltonian operator

\[ \hat{H} = \hat{H}_D + \hat{H}_M + \hat{H}_I \]
\[ = \int \left( \hat{\psi}^\dagger (-i \chi \cdot \nabla + \beta m) \hat{\psi} + \frac{\varepsilon_0}{2} (|\hat{\mathbf{E}}|^2 + c^2 |\hat{\mathbf{B}}|^2) - q_e \hat{\psi}^\dagger \chi \cdot \hat{\mathbf{A}} \hat{\psi} \right) \, dx . \]

If we want to include more effects, such as the binding of electrons by protons, the Hamiltonian operator gets more complicated (in the case of an external binding potential we would have to add a term \( \hat{\psi}^\dagger V \hat{\psi} \) under the integration). The Hamiltonian is good for describing the relations between quantum and classical electrodynamics, but it is not very practical for deriving the behaviour of quantum particle systems. Based on perturbation theory Feynman [1949a; 1949b] found a much more convenient formulation of quantum electrodynamics. In Feynman’s approach there is no need for quantization or specification of the Hamiltonian, in his own words [Feynman 1949a, p. 749]:

The main principle is to deal with the solutions to the Hamiltonian differential equations rather than with the equations themselves.

[...]

[...] we imagine the entire space-time history laid out, and that we just become aware of it successively. In a scattering problem this over-all view of the complete scattering process is similar to the \( S \)-matrix viewpoint of Heisenberg. The temporal order of events during the scattering, which is analyzed in such detail by the Hamiltonian differential equation, is irrelevant.
The $S$ matrix describes the amplitude $\langle \Psi_2 | S | \Psi_1 \rangle$ that a system state $\Psi_1$ in the infinite past turns into the system state $\Psi_2$ in the infinite future. If we describe the $S$ matrix by an appropriate expansion of integrals over space and time, we become aware of another part of space-time history for every term that we include in our evaluation of the expansion. This is Feynman’s way of handling the infinite number of degrees of freedom in the system. Unfortunately this approach is more difficult to relate to the classical electrodynamics, therefore the standard formalism has been used in this chapter.

### 3.4 A Quantum Field Simulator

In summary the simplifications imposed on a system when we go from the quantum field to the classical electromagnetic field are the following:

- Field energy and charge is distributed evenly across the frequency spectrum.
- Emission and absorption occurs continuously not in quanta.
- The amplitudes of the classical field vectors $(A, E, B, j)$ replaces the properties of the individual particles by mean values.
- Phenomena related to zero-point energy are neglected.

There are many ways of modifying the classical electromagnetic field to help some of these issues. We could use a discrete set of wave modes, use different components for the polarisations of light and matter, and add some zero-point energy. But if we zoom in close enough, the classical theory will always have difficulties. The fundamental difference between the two approaches is that in the classical theory we get the fraction of energy ending up in one place or another, while in the quantum theory we get probabilities telling us how often photons will end up in these places.

In the context of light transport simulation for graphics, it is difficult to think of a case where the limitations of using Maxwell’s equations would be of any significance. Most of the time we consider scenarios where photons are plenty, and we do not need to worry about anything other than the mean effects. Nevertheless, we do use the blackbody emission spectrum, and if we want to determine the optical properties of materials based on their microscopic composition, the quantum theories easily become important. We will return to the microscopic composition of materials in Part II. With respect to light propagation it could
be interesting to construct a “particle tracer” based on probabilities rather than energy fractions. How would one go about constructing such a tracer? Would it be possible to construct a rendering algorithm based on quantum electrodynamics? Let us try to formulate what I refer to as a quantum field simulator.

Before we start constructing a rendering algorithm, we first need to know what the output ought to be. What we want is an image on a computer screen. In other words, we want the screen to emit the light that would have been reflected or transmitted from an object in the real world towards our eyes. The light emitted by a computer screen is described by a set of colour values with a red, a green, and a blue component (RGB). The computer is imitating the trichromatic colour vision of the eyes when making its output. As in the Young-Helmholtz theory the RGB colour values are related to the wavelengths of the light field that we want the screen to emit. And that is again the light field that we want the eyes to receive. According to the quantum theory of light, the wavelengths in a beam of light are determined by the energies of the photons in the field. The intensity of the light, that is, the magnitude of the colour values, is determined by the number of photons arriving per second.

A rendering algorithm works as follows: We have a mathematical model of the scene (or system) that we want to render. Starting from the eyes or the light sources, we seek or trace the light in the scene. The image is a planar surface placed somewhere close to the eye (normal to the viewing direction). RGB colour values are computed for each small part (pixel) of the image plane using the light that reaches that part.

To make a rendering algorithm based on quantum electrodynamics, we would first have to find all the relevant paths that light can take from the source to the eye. The scene should be divided into surface patches or voxels (volume elements), and the paths specified by a sequence of patches or voxels that the light travels across from surface to eye. Then we find the probability amplitudes for photons to take each of the alternative paths. Wherever a photon path meets a patch or voxel of material, we should include the possibility of emission or absorption of a photon by an electron. Using the probability amplitudes for the different paths that a photon can take, the probability that a photon of angular momentum (polarisation) \( \sigma \) and energy \( E_n \) reaches some part of the image plane is found according to the rules given at the very beginning of this chapter (p. 45). Considering the number of photons emitted per second and the probability that a photon of a particular polarisation and energy will hit a specific part of the image, we get the intensity and frequency spectrum arriving at every pixel for every second. How do we find the probability amplitudes? We solve the Schrödinger equation (3.4) using the Hamiltonian operator (3.25) or, alternatively, we use Feynman’s approach.
This sketch of a scheme for implementing a quantum field simulator, reveals that we would have to make many shortcuts to make it work in graphics. Modelling all the electrons of all the materials appearing in a scene is an insurmountable task. Some sort of macroscopic representation of materials is necessary. Nevertheless, the concept of using probabilities for every path through a scene is perhaps not such a bad idea. It is possible at a more macroscopic level, and it would make it easier to describe phenomena such as diffraction. The implementation of a quantum field simulator is left as a curio for future work. For the time being, we will move towards a more macroscopic description of nature. To take the first step, we look at Maxwell’s equations in the following chapter.
Chapter 4

Electromagnetic Radiation

Whether it be molecules, the waves of the sea or myriads of stars, elements of nature form overall structures.

Peter Haarby describing Inge Lise Westman's paintings

In the previous chapter we found a number of correspondences between quantum fields and Maxwell’s equations. In particular, we found that the electromagnetic field vectors capture the mean effects of quantum particles. The Maxwell equations that we found correspondences to are sometimes referred to as the microscopic Maxwell equations. These equations only involve the electric and magnetic field vectors ($E$ and $B$), and the charge and current densities ($j$ and $\rho$). The charge and current densities are material specific quantities referring to the behaviour of the electrons in the material. The field vectors are a more macroscopic way of describing light.

What we are really interested in is the progress of energy in a field. Therefore we introduce the Poynting vector in this chapter (Sec. 4.1). The Poynting vector is a quantity describing the energy flow in an electrodynamic field. Based on this quantity, we try to say something about the propagation of electromagnetic energy. This leads to a justification for the inverse square law of radiation and a formal solution for the microscopic equations. Afterwards we move to a more macroscopic description of charges and currents (Sec. 4.2). This is necessary since it is difficult to model every atom in a graphics scene. More macroscopic material properties are introduced, and, with those, we obtain the so-called macroscopic Maxwell equations. The next step is to investigate the dif-
ferent wave functions that we can use as solutions for the macroscopic equations (Sec. 4.3). Using some simplifying assumptions, we arrive at plane waves as a simple solution. Finally, we describe some wave theory which is used extensively in graphics. In particular, we derive the law of reflection, the law of refraction, and the Fresnel equations for reflection and transmission (Sec. 4.4). As an additional feature we show that variants of these laws and formulae are also valid for the important case of inhomogeneous waves (almost any wave propagating in an absorbing material is inhomogeneous).

4.1 Microscopic Maxwell Equations

From the theory of quantum electrodynamics we understand that the interaction of photons and electrons to a certain extent agrees with Maxwell’s equations:

\[
\begin{align*}
    c^2 \nabla \times \mathbf{B} &= \frac{j}{\varepsilon_0} + \frac{\partial \mathbf{E}}{\partial t} \\
    \nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
    \nabla \cdot \mathbf{E} &= \frac{\rho}{\varepsilon_0} \\
    \nabla \cdot \mathbf{B} &= 0,
\end{align*}
\]

where \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic field vectors, \( j \) and \( \rho \) are the current and charge densities, \( c \) is the speed of light in vacuum, and \( \varepsilon_0 \) is the vacuum permittivity. The original version of Maxwell’s equations included two additional vectors (\( \mathbf{H} \) and \( \mathbf{D} \)) because Maxwell (and other early workers) were not aware of the internal structure of atoms. They did not know that charges are bound to atoms and that atomic magnetism is caused by circulating currents [Feynman et al. 1964, Sec. 32-2]. This means that they had to work with a more general set of equations than what is really needed to describe nature. Maxwell’s old magnetic vector \( \mathbf{H} \) proves to be useful in a more macroscopic description of the electromagnetic field. Therefore the field \( \mathbf{H} \) is still used extensively and we will introduce it later in this chapter.

In our thought experiment of the previous chapter concerning a quantum field simulator for rendering realistic images, we reasoned that the intensity of RGB colour values is determined by the number of photons arriving per second. The relative amount of red, green, and blue is determined by the energies of the photons. When we reduce the quantum particles to waves and use only Maxwell’s equations, we have to think of it a little differently. The number of photons arriving per second is rather the magnitude of the energy flux in the field and the energies of the photons are the wavelengths present in the field. When we
look at Maxwell’s equations there is no quantity describing the energy of the field. We need such a quantity in order to relate the electromagnetic field to the RGB colour values of our image.

Simple arguments show that the loss of energy per unit time and per unit volume due to work done by the electromagnetic field is the quantity \( \mathbf{E} \cdot \mathbf{j} \) [Feynman et al. 1964]. This was also known to Maxwell [1873, Vol. II, Chapter VI] and using his equation (4.1) involving the curl of the magnetic field, one can also write this quantity as

\[
\mathbf{E} \cdot \mathbf{j} = \varepsilon_0 c^2 \mathbf{E} \cdot (\nabla \times \mathbf{B}) - \varepsilon_0 \mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t} .
\]

Poynting [1884] essentially showed that another way to write it is

\[
\mathbf{E} \cdot \mathbf{j} = -\nabla \cdot (\varepsilon_0 c^2 \mathbf{E} \times \mathbf{B}) - \frac{\partial}{\partial t} \left( \frac{\varepsilon_0}{2} \mathbf{E} \cdot \mathbf{E} + \frac{\varepsilon_0 c^2}{2} \mathbf{B} \cdot \mathbf{B} \right) .
\]

Looking back at the equation (3.20) of charge conservation, this equation is remarkably similar. Only there is a loss of electromagnetic energy \((-\mathbf{E} \cdot \mathbf{j})\) whereas there is no loss of charge in the field. Considering this analogy, one defines the energy flux \( \mathbf{S} \) of the field, also called Poynting’s vector, and the energy density \( u \) of the field as follows:

\[
\mathbf{S} = \varepsilon_0 c^2 \mathbf{E} \times \mathbf{B} \quad (4.5)
\]

\[
u = \frac{\varepsilon_0}{2} (|\mathbf{E}|^2 + c^2 |\mathbf{B}|^2) , \quad (4.6)
\]

such that

\[
\nabla \cdot \mathbf{S} + \frac{\partial u}{\partial t} = -\mathbf{E} \cdot \mathbf{j} .
\]

In the previous chapter we saw how the expression for the energy density (4.6) agrees well with the quantized description of the energy in a photon field (cf. Equations 3.7 and 3.17). Thus we can use the intensity of Poynting’s vector \( |\mathbf{S}| \) to represent the intensity of the colour values in our renderer.

Knowing how to find the energy flux of the field, the next thing we need to know, is how to follow the propagation of the waves through a scene. How are waves of light emitted, how are they absorbed, how do they interact with matter? To start with emission, the formula for electromagnetic radiation by one individual point charge in free space is as follows [Feynman et al. 1963, Sec. 28-1]:

\[
\mathbf{E} = \frac{q}{4\pi \varepsilon_0} \left( \frac{\mathbf{e}_{r'}}{r'^2} + \frac{r'}{c} \frac{d}{dt} \left( \frac{\mathbf{e}_{r'}}{r'^2} \right) + \frac{1}{c^2} \frac{d^2}{dt^2} \mathbf{e}_{r'} \right) \quad (4.8)
\]

\[
\mathbf{B} = \mathbf{e}_{r'} \times \mathbf{E}/c \quad , \quad (4.9)
\]
Figure 4.1: A moving point charge \( q \) at a large distance \( r \approx r' \) from an observer. This figure illustrates why the displacement of the vector \( \vec{e}_{r'}(t) \) on the unit sphere is approximately equal to the displacement \( x(t)/r \).

where \( q \) is the charge and \( \mathbf{r}(t) = r(t)\hat{e}_r(t) \) is the vector at time \( t \) from the charge toward the position we are considering in the field. The distance is denoted \( r(t) \) and the unit vector describing the direction of \( \mathbf{r} \) is denoted \( \hat{e}_r(t) \). The distance and direction appearing in the formulae (4.8–4.9) are retarded such that \( r' = r(t - r'/c) \) and \( \hat{e}_{r'} = \hat{e}_r(t - r'/c) \). Note that these expressions are recursive. We cannot determine the electromagnetic field at an instance in time without knowing where the charges were at some time in the past.

If we look closer at the equation for radiation from a single charge (4.8), it reveals that the first two terms will vanish quickly as the distance to the charge increases. So let us assume that \( r \) is large and concentrate on the third term only:

\[
E = \frac{q}{4\pi\varepsilon_0 c^2} \frac{d^2\hat{e}_{r'}}{dt^2}.
\]

Let us assume that the charge moves slowly compared to the speed of light. Then the charge will move only a short distance from \( r' \) to \( \mathbf{r} \). If we let \( x \) denote the length of \( \mathbf{r} - r' \) projected on a plane normal to \( \mathbf{r}' \), the sine of the angle between \( \mathbf{r} \) and \( \mathbf{r}' \), that is, \( x/r \), will approximately be the change in \( \hat{e}_{r'} \). This is illustrated in Figure 4.1. Since the distance \( r \approx r' \) is large, it is almost constant. Therefore the acceleration of \( \hat{e}_{r'} \) is approximately \( a'_{\perp}/r' \), where \( a'_{\perp} \) is the retarded, projected acceleration of the charge itself. The prime denotes that it is retarded, which means that it is at the time \( t - r'/c \), and the symbol \( \perp \) denotes that it is projected on a plane normal to the viewing direction \( \mathbf{r}' \). With this approximation, we have an expression for the magnitude of the electric field vector

\[
|E| = \frac{q}{4\pi\varepsilon_0 c^2 r'} a'_{\perp}.
\]
4.1 Microscopic Maxwell Equations

From the relation (4.9) between $E$ and $B$ we find the following (which is valid for energy radiated through a vacuum)

$$|B| = |E|/c,$$

(4.10)

Inserting in the expression for Poynting’s vector (4.5), we find the that the intensity of the energy flux is

$$|S| = \varepsilon_0 c |E|^2.$$

(4.11)

If we assume that the charge is accelerating in a direction forming the angle $\theta$ with $r'$, we get the following intensity for a single charge far away from the point of observation:

$$|S| = \frac{q^2}{16\pi^2 \varepsilon_0 c^3 r'^2} a'^2 \sin^2 \theta,$$

(4.12)

where $a'$ is the retarded acceleration of the charge. Note that the intensity of the radiation falls off with the square of the distance $r'$ to the source. This is the justification for the inverse square law of radiation and now we are aware of the simplifying assumptions involved in its derivation. If we get close enough or if the charge is moving fast enough, the inverse square law is no longer valid. In that case we should use the general result given by Equations 4.11 and 4.8 (except for $r' = 0$).

The equation for a single point charge is interesting, but we need more than one charge to describe the scenes that we want to render in graphics. If we return to the vector potential $A$ and scalar potential $\phi$ defined indirectly in the previous chapter (Equation 3.8), and choose the Lorentz gauge, we have

$$E = -\nabla \phi - \frac{\partial A}{\partial t}, \quad B = \nabla \times A, \quad \nabla \cdot A = -\frac{1}{c^2} \frac{\partial \phi}{\partial t}.$$

(4.13)

Then Mawell’s equations (4.1–4.4) become

$$\nabla^2 A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} = -\frac{j}{\varepsilon_0 c^2}$$

(4.14)

$$\nabla^2 \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = -\frac{\rho}{\varepsilon_0}.$$

(4.15)

These two equations are actually four differential equations of identical structure ($A$ has three components). Formally they have the same solution. This general solution for Maxwell’s equations at the time $t$ is [Feynman et al. 1964, Sec. 21-3]

$$A(x, t) = \int \frac{j(y, t - r_{xy}/c)}{4\pi \varepsilon_0 c^2 r_{xy}} \, dy$$

(4.16)

$$\phi(x, t) = \int \frac{\rho(y, t - r_{xy}/c)}{4\pi \varepsilon_0 r_{xy}} \, dy,$$

(4.17)
where \( x \) and \( y \) are positions in space. The field vectors are obtained by insertion in the equations (4.13) which define the potentials. It is possible to derive the field of a single point charge (4.8–4.9) using this solution [Feynman et al. 1964, Chapter 21].

### 4.2 Macroscopic Maxwell Equations

Since we do not want to simulate the interaction of every charge with the field, we need some more macroscopic measures. Considering the general solution (4.16–4.17), macroscopic expressions for the charge and current densities (\( \rho \) and \( j \)) seem to be the right way to go. Suppose we want to model a material with \( N \) atoms per unit volume. We model each atom as having just one general dipole moment \( qd \), where \( q \) is the magnitude of the charges in the atom and \( d \) is a vector denoting their separation. A dipole is two charges separated by a very short distance, but under a few assumptions any assembly of point charges approximately has a dipole potential. The assumptions are that the charges should be (a) located in a small limited region, (b) neutral as a whole, and (c) observed at a large distance [Feynman et al. 1964, Sec. 6-5]. The dipole moment per unit volume is called the **polarisation vector** and is given by

\[
P = Nqd .
\]

In this dipole approximation the polarisation vector is proportional to the electric field vector \( E \), we write

\[
P = \varepsilon_0 \chi_e E ,
\]

and refer to \( \chi_e \) as the **electric susceptibility**. The charge and current densities due to the polarisation of a material are [Feynman et al. 1964, Sec. 10-3 and Sec. 32-2]

\[
\rho_{\text{pol}} = -\nabla \cdot P , \quad j_{\text{pol}} = \frac{dP}{dt} . \tag{4.18}
\]

If there are no charges or currents in free space and no magnetisation currents in the material, these charge and current densities are the only ones present. The polarisation vector is therefore a more macroscopic or phenomenological way of describing the charges and currents in a dielectric.

Magnetisation is not related to the charge density, “the magnetisation of materials comes from circulating currents within the atoms” [Feynman et al. 1964, Sec. 36-1]. To describe this, one introduces another macroscopic quantity: The **magnetisation vector** \( M \). It is defined indirectly by

\[
j_{\text{mag}} = \nabla \times M . \tag{4.19}
\]
Summing up the different terms in the charge and current densities, we have
\[
\rho = \rho_{\text{free}} + \rho_{\text{pol}} \\
\vec{j} = \vec{j}_{\text{free}} + \vec{j}_{\text{pol}} + \vec{j}_{\text{mag}} .
\]
Inserting these in Maxwell’s equations and moving the terms around, we get the following result:
\[
\nabla \times (\varepsilon_0 c^2 \vec{B} - \vec{M}) = \vec{j}_{\text{free}} + \frac{\partial}{\partial t} (\varepsilon_0 \vec{E} + \vec{P}) \tag{4.20}
\]
\[
\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \tag{4.21}
\]
\[
\nabla \cdot (\varepsilon_0 \vec{E} + \vec{P}) = \rho_{\text{free}} \tag{4.22}
\]
\[
\nabla \cdot \vec{B} = 0 \tag{4.23}
\]
If we introduce two additional field vectors:
\[
\vec{D} = \varepsilon_0 \vec{E} + \vec{P} \tag{4.24}
\]
\[
\vec{H} = \varepsilon_0 c^2 \vec{B} - \vec{M} , \tag{4.25}
\]
we get the original Maxwell equations. Sometimes this version of the equations is referred to as the macroscopic Maxwell equations because they involve the phenomenological polarisation and magnetisation vectors ($\vec{P}$ and $\vec{M}$).

The magnetisation vector is often assumed to be proportional to $\vec{H}$ such that
\[
\vec{M} = \chi_m \vec{H} , \tag{4.26}
\]
where $\chi_m$ is the magnetic susceptibility. Then a rearrangement of Equation 4.25 gives
\[
\vec{H} = \frac{\varepsilon_0 c^2}{1 + \chi_m} \vec{B} .
\]
This assumption is, however, only valid for a very limited set of magnetic materials. Another assumption we can make is that free charges only appear as conduction in a material. It has been found experimentally that metals produce a current with a density $\vec{j}$ proportional to $\vec{E}$ [Feynman et al. 1964, Sec. 32-6]. To model this relationship, we introduce another phenomenological quantity called the conductivity $\sigma$, such that
\[
\vec{j}_{\text{free}} = \sigma \vec{E} .
\]
To summarise these macroscopic or phenomenological material properties, we have
\[
\vec{D} = \varepsilon_0 (1 + \chi_e) \vec{E} = \varepsilon \vec{E} \tag{4.27}
\]
\[
\vec{B} = \frac{(1 + \chi_m)/(\varepsilon_0 c^2)}\vec{H} = \mu \vec{H} \tag{4.28}
\]
\[
\vec{j}_{\text{free}} = \sigma \vec{E} . \tag{4.29}
\]
To shorten notation, these equations also introduce the permittivity \(\varepsilon\) and the permeability \(\mu\). Note that all these macroscopic material properties are independent of the direction of the field. For this reason they are often referred to as the *isotropic* material equations. When using these material equations, we cannot model as general a case as if we use Equations 4.20–4.23. If we use the indirect definitions of \(P\) and \(M\) (Equations 4.18 and 4.19), we do not have to make any simplifying assumptions about the material. Unfortunately the polarisation and magnetisation vectors are not easy to model, so in the following we will use the isotropic material equations.

Let us briefly get an idea about how the isotropic material properties relate to real-world materials [Born and Wolf 1999]: If \(\sigma\) is not negligibly small, the material is a *conductor* (which roughly means that it has some electrons that are not bound to any particular atom such that they are able to produce a “free” current). As an example metals are good conductors. If the material is not a conductor, it is called a *dielectric*. The electric properties are then determined solely by the permittivity \(\varepsilon\). If \(\mu\) differs appreciably from unity, the material is *magnetic*. In particular, if \(\mu > 1\), the material is *paramagnetic*, while if \(\mu < 1\) it is *diamagnetic*. The material properties are all wavelength dependent.

### 4.3 Time-Harmonic Solution and Plane Waves

If we look at the differential equations (4.14–4.15) which give rise to the general solution for the electromagnetic field, they reveal that the vector and scalar potentials have wave solutions at locations in space where there is no charge or current density (where \(\rho\) and \(j\) are zero). Let us represent the solution as time-harmonic plane waves. Then the potentials have the form

\[
\begin{align*}
A(x, t) &= \text{Re}\left( A_0 e^{-i(\omega t - k \cdot x)} \right), \\
\phi(x, t) &= \text{Re}\left( \phi_0 e^{-i(\omega t - k \cdot x)} \right),
\end{align*}
\]

where \(k\) is the wave vector and Re takes the real part of a complex quantity. If we insert these solutions in the expressions (4.13) for \(E\) and \(B\), we again get time-harmonic plain waves. This plane wave solution is valid for radiation in free space, that is, when \(\rho\) and \(j\) are zero. Let us try to figure out if it is also valid in a more general case.

Having stepped away from the quantum theories, we can safely express the field vectors in terms of Fourier transforms (the assumption is that the waves have a
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A continuous range of frequencies:

\[ F(x, t) = \frac{1}{\pi} \int_0^\infty \mathcal{F}(x, \omega) e^{-i\omega t} d\omega. \]

This is the argument why we are allowed to represent the field vectors as a superposition of time-harmonic functions:

\[ F(x, t) = \text{Re} \left( F_0(x) e^{-i\omega t} \right). \]

In this representation both \(D\) and \(E\) are functions of \(e^{-i\omega t}\). From the material equation (4.2) we then conclude that the permittivity \(\varepsilon\) does not depend on time. Similarly the permeability \(\mu\) does not depend on time.

The time-harmonic representation of the electromagnetic field is very convenient. Therefore let us write Maxwell’s equations using complex time-harmonic vector functions. To make it clear that the field vectors are complex, we follow the notation of Bohren and Huffman [1983] and use the subscript \(c\). As an example the time-harmonic representation of the electric field vector is

\[ E_c = E_0(x) e^{-i\omega t}, \]

where it is understood that we obtain the physical electric field vector by taking the real part \(E = \text{Re}(E_c)\). With a loss of generality that is of no significance in a graphics context, we neglect charges moving freely through empty space, that is, we set \(\rho_{\text{free}} = 0\). Using the isotropic material equations (4.27–4.29) and the time independence of \(\varepsilon\) and \(\mu\), we get the following time-harmonic version of the macroscopic Maxwell equations:

\[ \nabla \times H_c = (\sigma - i\omega\varepsilon) E_c \]

\[ \nabla \times E_c = i\omega\mu H_c \]

\[ \nabla \cdot (\varepsilon E_c) = 0 \]

\[ \nabla \cdot (\mu H_c) = 0. \]

Note that we have packed most of the important charges and currents into the \(H_c\) vector and the material properties. By insertion of the plane wave expressions

\[ E_c(x, t) = E_0 e^{-i(\omega t - k \cdot x)} \quad \text{and} \quad H_c(x, t) = H_0 e^{-i(\omega t - k \cdot x)}, \]

we observe that plane waves do not in general satisfy the conditions. But they do satisfy them if we assume that the material properties are independent of position, that is, if the material is homogeneous. Thus plane waves are not only a solution in the free electromagnetic field, but also when we use the isotropic
material equations and assume that the material is homogeneous. Inserting the
plane wave solution, we get the following Maxwell equations:

\[
\begin{align*}
\mathbf{k} \times \mathbf{H}_0 &= -\omega (\varepsilon + i\sigma/\omega) \mathbf{E}_0 \quad (4.35) \\
\mathbf{k} \times \mathbf{E}_0 &= \omega \mu \mathbf{H}_0 \quad (4.36) \\
\mathbf{k} \cdot \mathbf{E}_0 &= 0 \quad (4.37) \\
\mathbf{k} \cdot \mathbf{H}_0 &= 0 \quad (4.38)
\end{align*}
\]

This reveals that Maxwell’s equations require plane waves to satisfy the following
conditions:

\[
\begin{align*}
\mathbf{k} \cdot \mathbf{E}_0 &= \mathbf{k} \cdot \mathbf{H}_0 = \mathbf{E}_0 \cdot \mathbf{H}_0 = 0 \quad (4.39) \\
\mathbf{k} \cdot \mathbf{k} &= \omega^2 \mu (\varepsilon + i\sigma/\omega) \quad (4.40)
\end{align*}
\]

where all the vectors may be complex and \( \varepsilon_c = \varepsilon + i\sigma/\omega \) is sometimes called the
complex permittivity (or the complex dielectric constant). The latter equation
is particularly interesting, it denotes the relation between material and wave
propagation.

Let us take a look at the real and imaginary parts of the wave vector \( \mathbf{k} \). We
write

\[
\mathbf{k} = k' + ik'' = k'\mathbf{s}' + ik''\mathbf{s}'',
\]

where \( k' = |k'| \) and \( k'' = |k''| \) such that \( \mathbf{s}' \) and \( \mathbf{s}'' \) are unit vectors in the
direction of real and imaginary part of the wave vector respectively. If the real
part of the wave vector \( \mathbf{k}' \) is parallel to the imaginary part \( \mathbf{k}'' \), the wave is
said to be homogeneous. Otherwise it is inhomogeneous. Of course, \( \mathbf{k}'' = 0 \) is
parallel to any vector, why a wave is homogeneous if \( \mathbf{k} \) is real-valued. If \( \mathbf{k} \) is
complex, the exponential term of the plane wave expressions (4.34) is as follows

\[
e^{i\mathbf{k} \cdot \mathbf{x}} = e^{i\mathbf{k}' \cdot \mathbf{x}} e^{-i\mathbf{k}'' \cdot \mathbf{x}}.
\]

Here we may observe that \( \mathbf{k}' \) is the vector normal to the surface of constant phase
and \( \mathbf{k}'' \) is normal to the surface of constant amplitude. The phase velocity is
then \( v = \omega/k' \) and the amplitude is damped (or decays) in the direction \( \mathbf{s}'' \) at
the rate \( k'' \).

If we consider the relation (4.40) describing the rule for propagation of plane
waves in homogeneous matter, it is obvious that a phenomenological quantity
with the following definition is convenient:

\[
n = n' + in'' = c\sqrt{\mu(\varepsilon + i\sigma/\omega)} \quad (4.41)
\]

It is called the (complex) index of refraction, or refractive index. If we insert it
in Equation 4.40, we get

\[
\mathbf{k} \cdot \mathbf{k} = k' \cdot k' - k'' \cdot k'' + i2k' \cdot k'' = \frac{\omega^2}{c^2} n^2.
\]
For materials that are not strong absorbers, \( k'' \cdot k'' \) will be so small that we can neglect it. Then if we equate the real parts (and assume that the index of refraction is positive), we get

\[
k' \approx \frac{\omega}{c} n'.
\]

Hence, the real part of the refractive index is nearly the ratio of the speed of light in vacuum to the phase velocity \( n' \approx k'c/\omega = c/v \). Equating the imaginary parts, has the result

\[
2k'k'' \cos \theta = \frac{\omega^2}{c^2} 2n'n'',
\]

where \( \theta \) is the angle between the real and imaginary parts of the wave vector \((k'\) and \(k'')\). Using the approximate expression for \( k' \), we have

\[
k'' \approx \frac{\omega}{c \cos \theta} \frac{n''}{\cos \theta} = \frac{2\pi}{\lambda \cos \theta} n'',
\]

where \( \lambda \) is the wavelength in vacuum. This means that the imaginary part \( n'' \) is an expression related to the absorption of light in the material.

The index of refraction is a nice way to sum up all the material properties, and indeed it is a quantity which is measured as one of the key optical properties of materials. We will return to the optical properties of materials in Part II.

Considering the energy of the field, we know that it is the magnitude of the Poynting vector:

\[
|S| = |\varepsilon_0 c^2 E \times B| = \varepsilon_0 c^2 |E \times B|.
\]

For the plane wave solution, we have

\[
|S| = \varepsilon_0 c^2 \mu |\text{Re}(E_0) \times \text{Re}(H_0)|,
\]

where we have used one of the isotropic material equations (4.28) and the plane wave expressions (4.34). When the plane wave expressions are inserted, we get

\[
|S| = \varepsilon_0 c^2 \mu \left|\text{Re}(E_0 e^{-i(\omega t - k' \cdot x)}) \times \text{Re}(H_0 e^{-i(\omega t - k' \cdot x)})e^{-2k'' s'' \cdot x}\right|.
\]

Since the exponential terms which involve \( \omega t \) and \( k' \cdot x \) are only oscillations, it follows that \( 2k'' \) is the exponential attenuation of the energy flux as the wave propagates through the material. This attenuation is called the absorption coefficient and in graphics we use the symbol \( \sigma_a \) (which should not be confused with the conductivity \( \sigma \)). The relationship between the imaginary part of the refractive index and the absorption coefficient is

\[
\sigma_a = 2k'' \approx \frac{4\pi n''}{\lambda \cos \theta},
\]

(4.43)
where \( \cos \theta = 1 \) for homogeneous plane waves. After explaining all these quantities, we have come from a description of radiation from point charges at a microscopic level to a description of absorption of plane waves at a macroscopic level. We have not yet discussed how the wave changes when it meets a surface. This is the subject of the following section.

### 4.4 Reflection and Refraction

Let us consider a plane wave incident on a smooth surface. Due to the photon spin discussed in Chapter 3, it is convenient to resolve all the waves we deal with into two independent plane wave components. The wave components we choose are the wave with the electric vector perpendicular to the plane of incidence, \( \perp \)-polarised light, and the wave with the electric vector parallel to the plane of incidence, \( \parallel \)-polarised light. From experience we know that light incident on a smooth surface gives rise to two waves: A reflected and a transmitted wave. In the following we denote the incident wave by the subscript \( i \), the reflected by the subscript \( r \), and the transmitted by the subscript \( t \). The boundary conditions given by Maxwell’s equations require that the tangential component of the electric vector is continuous across the boundary of the surface. The \( \perp \)-polarised component of the electric vector is clearly tangent to the surface at the point of incidence, therefore at the boundary:

\[
E_{\perp i} + E_{\perp r} = E_{\perp t} \ .
\]

This must hold at all times and no matter where we place the point of incidence in space. Suppose we place the point of incidence at the origin of our coordinate system (where \( x = 0 \)), then

\[
E_{\perp 0i} e^{-i\omega_i t} + E_{\perp 0r} e^{-i\omega_r t} = E_{\perp 0t} e^{-i\omega_t t} \ .
\]

This is true only if

\[
\omega_i = \omega_r = \omega_t \ . \tag{4.44}
\]

Then the exponential factors cancel out, and we have:

\[
E_{\perp 0i} + E_{\perp 0r} = E_{\perp 0t} \ . \tag{4.45}
\]

In addition, since the frequency of the reflected and transmitted waves is the same as that of the incident wave (4.44), Equation 4.42 gives

\[
\frac{k_i \cdot k_i}{n_i^2} = \frac{k_r \cdot k_r}{n_r^2} = \frac{k_t \cdot k_t}{n_t^2} \ . \tag{4.46}
\]

In a sense this shows how the relation \( k \cdot k = k_0^2 n^2 \) governs the propagation of a plane wave in homogeneous matter (\( k_0 = \omega/c \) is the wave number in vacuum).
Let us orient our coordinate system such that the tangent plane is the xy-plane and the plane of incidence is the xz-plane. Confer Figure 4.2. Then at the boundary, where \( z = 0 \), we have at the time \( t = 0 \)

\[
\mathbf{E}_{0i} e^{i(k_{x,i} x + k_{y,i} y)} + \mathbf{E}_{0r} e^{i(k_{x,r} x + k_{y,r} y)} = \mathbf{E}_{0t} e^{i(k_{x,t} x + k_{y,t} y)},
\]

This must hold for all \( x \) and \( y \) on the boundary, thus

\[
k_{x,i} = k_{x,r} = k_{x,t} \quad \text{and} \quad k_{y,i} = k_{y,r} = k_{y,t}. \quad (4.47)
\]

Since \( k_i \) and the normal to the surface at the point of incidence span the plane of incidence, \( k_i \) is parallel to it and therefore has no \( y \) component, that is, \( k_{y,i} = 0 \). Then according to our new result (4.47), we have

\[
k_{y,i} = k_{y,r} = k_{y,t} = 0. \quad (4.48)
\]

In other words the reflected and transmitted waves lie in the plane of incidence. Using Equation 4.46, we get

\[
k_{z,i}^2 + k_{z,r}^2 = k_{z,t}^2 + k_{z,r}^2,
\]

where the \( x \) components cancel out (cf. Equation 4.47), and the mathematical solution is \( k_{z,r} = k_{z,i} \) or \( k_{z,r} = -k_{z,i} \). The reflected wave was, however, defined to be propagating in the same medium as the incident wave, and if \( k_{z,r} \) has the same sign as \( k_{z,i} \), the reflected wave is moving across the boundary. Therefore the only solution that makes physical sense is

\[
k_{z,r} = -k_{z,i}. \quad (4.49)
\]
Equations 4.47, 4.48, and 4.49 summarise the law of reflection for plane waves: *The reflected wave lies in the plane of incidence, the (complex) angle of reflection is equal to the (complex) angle of incidence.*

The law of refraction is found in a similar way. From Equations 4.46 and 4.48 we have

\[
\frac{k_t \cdot k_t}{n_t^2} = \frac{k_i \cdot k_i}{n_i^2}.
\]

Dividing by \(k_{x,t}^2 = k_{x,i}^2\) (the equality is from Equation 4.47) and juggling the terms around, the result is

\[
n_i \sin \Theta_i = n_t \sin \Theta_t,
\]

where \(\sin \Theta_i = k_{x,i}/\sqrt{k_i \cdot k_i}\) is sine of the complex angle of incidence and \(\sin \Theta_t = k_{x,t}/\sqrt{k_t \cdot k_t}\) is sine of the complex angle of refraction. We refer to this result as the generalised Snell’s law. The law of refraction for plane waves is thus: *The refracted wave lies in the plane of incidence, the (complex) angle of refraction follows the generalised Snell’s law (4.50).*

From the plane wave Maxwell equations (4.36) we have:

\[
H_0 = \frac{1}{\omega \mu} k \times E_0.
\]

Considering the \(x\) component of \(H_0\), and seeing that \(H\) is also required to be continuous across the boundary, we have

\[
-\frac{k_{z,i}}{\omega \mu_i} E_{0i}^\perp - \frac{k_{z,r}}{\omega \mu_i} E_{0r}^\perp = -\frac{k_{z,t}}{\omega \mu_t} E_{0t}^\perp.
\]

Recalling that the frequencies are equal (cf. Equation 4.44) and using the law of reflection \(k_{z,r} = -k_{z,i}\), another way to write this is

\[
k_{z,i} E_{0i}^\perp - k_{z,i} E_{0r}^\perp = k_{z,t} \frac{\mu_i}{\mu_t} E_{0t}^\perp.
\]

If we neglect the relative difference in permeability between the materials and insert our earlier result (4.45), this equation leads to

\[
E_{0r}^\perp = \frac{k_{z,i} - k_{z,t}}{k_{z,i} + k_{z,t}} E_{0i}^\perp.
\]

Dividing through by \(\sqrt{k_i \cdot k_i} E_{0i}^\perp\) and again using Equation 4.46, we obtain the Fresnel equation for the reflection of the \(\perp\)-polarised component of the light:

\[
\tilde{r}_\perp = \frac{E_{0r}^\perp}{E_{0i}^\perp} = \frac{n_i \cos \Theta_i - n_t \cos \Theta_t}{n_i \cos \Theta_i + n_t \cos \Theta_t},
\]

(4.51)
where \( \cos \Theta_i = \frac{k_{z,i}}{\sqrt{k_i \cdot k_i}} \) is cosine of the complex angle of incidence and \( \cos \Theta_i = \frac{k_{z,t}}{\sqrt{k_t \cdot k_t}} \) is cosine of the complex angle of refraction. These complex angles that we have now mentioned a few times, do not have the same simple geometrical interpretation as real angles. Nevertheless, they are still useful because cosine of a complex angle is the dot product of two normalised complex vectors.

The \( \parallel \)-polarised component is obtained in a similar fashion, but in this case the electric field vector is no longer parallel to the tangential plane. To use the condition which says that the tangential component of the electric vector is continuous across the boundary, we have to project the \( \parallel \)-polarised component to the tangential plane using cosine of the complex angles, such that

\[
E_{\parallel i} \cos \Theta_i + E_{\parallel r} \cos \Theta_r = E_{\parallel t} \cos \Theta_t .
\]

With this relation, and again requiring that \( H_0 \) is continuous across the boundary, we obtain

\[
\tilde{r}_\parallel = \frac{E_{0r}}{E_{0i}} = \frac{n_t \cos \Theta_i - n_i \cos \Theta_t}{n_t \cos \Theta_i + n_i \cos \Theta_t} .
\] (4.52)

The Fresnel equations (4.51,4.52) describe amplitude ratios, but often we are only interested in the flow of energy. To translate the amplitude ratios into energy ratios (reflectances), we square the absolute values [Born and Wolf 1999] such that

\[
R_\perp = |\tilde{r}_\perp|^2 \quad \text{and} \quad R_\parallel = |\tilde{r}_\parallel|^2 .
\]

The reflected \( \perp \)-polarised light is then the amount of incident \( \perp \)-polarised light times the reflectance \( R_\perp \), and the amount of reflected \( \parallel \)-polarised light is the amount of incident \( \parallel \)-polarised light times the reflectance \( R_\parallel \). For unpolarised light, the total reflectance is

\[
R = \frac{1}{2}(R_\perp + R_\parallel) .
\]

The transmittances are one minus the reflectances:

\[
T_\perp = 1 - R_\perp , \quad T_\parallel = 1 - R_\parallel , \quad T = 1 - R .
\]

The Fresnel equations illustrate that light may become polarised upon reflection. Polarisation was, however, used mostly as a mathematical convenience in the derivation of the Fresnel equations. Maxwell’s equations do not give us any reason why polarisation is needed to model light. We can represent it in the wave theory, but we cannot explain why it is of any physical consequence. The photon spin is the reason why polarisation changes the properties of light. In
Chapter 3 we saw that photons are spin one particles which cannot exist in
the rest state. Therefore only two angular momenta ($-\hbar$ and $\hbar$) are possible
for photons. This means that two polarisation components (like the $\perp$ and $\parallel$
components chosen here) are appropriate.

This chapter has introduced several different ways to model electromagnetic ra-
diation. The ways have been of diminishing exactitude. We have used more
and more simplifications in order to describe a more and more macroscopic
case. Let us briefly explore at what levels the material in this chapter allows
us to construct rendering algorithms. As the most exact way of rendering us-
ing Maxwell’s equations, we should use the general solution (4.16–4.17) for the
microscopic equations (4.1–4.4). This solution involves only the simplifications
that we discussed in the previous chapter as compared to the quantum theory.
To succeed with such a renderer, we would have to model materials at an atomic
level. It might be possible to model materials at a slightly more macroscopic
level using the dipole approximation. We can derive current and charge den-
sities from such dipoles and use them for the integrations that find the vector
and scalar potentials of the field. One way to accomplish this integration is
using molecular dynamics [Rapaport 2004]. If we compute the vector and scalar
potentials for every patch on the image plane (every pixel), we can find the field
vectors and with those we can find the Poynting vector leading to the colour
values that we need. Of course we would need to evaluate the field at an ap-
propriate number of wavelengths distributed throughout the visible part of the
spectrum.

Taking one more step up the ladder towards a more feasible way of rendering
realistic images, we arrived at the macroscopic Maxwell equations (4.20–4.23).
The simplification was that we introduced two phenomenological vectors (the
polarisation and magnetisation vectors) in order to represent materials at a
more macroscopic level. Unfortunately we did not find an easier solution for the
general version of the macroscopic Maxwell equations. Mostly we used them
to move on to the time-harmonic Maxwell equations (4.30–4.33). The simpli-
fication at this point was that we introduced the isotropic material equations
(4.27–4.29). Beside assuming that the materials are isotropic these equations
also involve the simplifying assumptions that the permittivity, permeability, and
conductivity of the materials are proportional to the field vectors $E$ and $H$. This
is certainly not true in general, but the class of materials for which it is true is
happily rather large. Unfortunately we did not find a simple general solution
for the time-harmonic Maxwell equations either. To find that, we would need
something more general than plane waves. When we move to geometrical optics
in the next chapter, we will be able to model a more general type of wave at
the cost of making assumptions about the wavelength. In this chapter we had
to assume that the materials are also homogeneous in order to fit a plane wave
solution to the time-harmonic equations.
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It is certainly possible to construct a rendering algorithm based on the plane wave solution (4.34) of Maxwell’s equations. With the additional simplification of using scalar waves this was indeed the solution employed by Moravec [1981] in his wave-theoretical rendering scheme. I do not know if an implementation of Moravec’s algorithm has been attempted on modern hardware, but I suppose reasonable results would be obtained today in comparison to the less successful results in the original paper. Moravec’s approach is to model waves by sweeping a 2D array of complex values over an entire scene and storing new sources at points where light is reflected. The reflected light is then propagated in the following sweep going in the opposite direction. The disadvantage of this approach is that the scene must be modelled by finely sliced “object planes” parallel to the image plane. Preferably there should be a plane for every half wavelength. This is a highly impractical and very storage intensive way of representing objects. Extraction of the planes from an implicit surface representation might be the way to go.

Even if we do not want to construct a wave-based rendering algorithm, the electromagnetic field theory is very useful for describing the interaction of light and matter in a more detailed way than would be possible if we did not know about it. The Fresnel equations are a good example of results that we cannot derive without employing some wave theory. So this is the crux of the matter: we need the wave theory (and in some cases even the quantum theory) to describe the interaction of light and matter when the simpler rendering methods fail to do so in sufficient detail. In this chapter we introduced the complex index of refraction at a phenomenological level. To predict theoretical values for the index of refraction, we would have to resort to a quantum description of matter. Similarly, we have to resort to the electromagnetic field theory to predict the phenomenological quantities which we use to describe the scattering of light in conventional rendering algorithms.

In the following chapters, we will move to the theories used for rendering in graphics today. You will see where the phenomenological description of scattering comes in, and a scheme for theoretical prediction of phenomenological scattering properties is presented (using Maxwell’s equations) in Part II. First let us explore the most advanced ray theory available. It is often referred to as geometrical optics, and it is derived from the theory described in this chapter.
Chapter 5

Geometrical Optics

suddenly there fell across my path a glowing beam of sunshine that lighted up the grass before me. I stopped to see how the green blades danced in its light, how the sunshine fell down the sloping bank across the stream below. Whirring insects seemed to be suddenly born in its beam. The stream flowed more gayly, the flowers on its brim were richer in color.

Anonymous author of Sunshine

The conventional algorithms for rendering realistic images use a ray theory of light. The goal of this chapter is to derive a ray theory which models the electromagnetic field as faithfully as possible. The rays which best represent electromagnetic waves, are relatively straightforward to find if the waves are assumed to be plane and moving in a non-absorbing, homogeneous dielectric. In fact it was shown by Sommerfeld and Runge [1911] that waves of this kind are equivalent to rays of light for $\lambda \to 0$, where $\lambda$ denotes the wavelength in vacuum. Conferring the previous chapter, we realise that plane waves are very restricted. We would like our ray theory to handle a more general case. In particular we would like to be able to handle all kinds of isotropic materials. This means that we have to solve the time-harmonic Maxwell equations (4.30–4.33) rather than the plane wave Maxwell equations (4.35–4.38). Non-absorbing, homogeneous dielectrics is really a quite limited set of materials. By solving the more general set of equations, we also allow absorbing materials, heterogeneous (i.e. inhomogeneous) materials, and materials which are not necessarily dielectrics. The remaining restriction on the materials is that they are isotropic. The fundamen-
tal assumption of geometrical optics is that we can neglect wavelength ($\lambda \to 0$). This is often a good assumption in the visible part of the spectrum, where wavelengths range from 380 nm to 780 nm, but wave phenomena such as diffraction will not be captured in geometrical optics.

5.1 The Eikonal Equation

After application of some vector calculus to the time-harmonic Maxwell equations (4.30–4.33), we obtain the following second order wave equations (cf. Appendix A.1)

$$\nabla^2 E_c + \nabla \ln \mu \times (\nabla \times E_c) + \nabla (E_c \cdot \nabla \ln \varepsilon) = -k_0^2 n^2 E_c \quad (5.1)$$

$$\nabla^2 H_c + \nabla \ln \varepsilon \times (\nabla \times H_c) + \nabla (H_c \cdot \nabla \ln \mu) = -k_0^2 n^2 H_c \quad , \quad (5.2)$$

where $k_0 = 2\pi/\lambda$ is the wave number in vacuum and $n$ is the (complex) index of refraction. If the wave is in a homogeneous medium, both $\mu$, $\varepsilon$, $\sigma$ and $n$ will be independent of position. Such a scenario significantly simplifies the wave equations since $\nabla \ln \mu = \nabla \ln \varepsilon = 0$. Taking notice that $-k_0^2 E_c$ and $-k_0^2 H_c$ are the second derivatives with respect to time of the electric and magnetic fields, one discovers that Equations 5.1 and 5.2 reduce to first order wave equations when the medium is homogeneous.

Let us try the following wave functions (which are more general than plane waves) as a solution for the second order wave equations (5.1–5.2):

$$E_c(x, t) = E_0(x) e^{-i(\omega t - k(x) \cdot x)} \quad (5.3)$$

$$H_c(x, t) = H_0(x) e^{-i(\omega t - k(x) \cdot x)} \quad . \quad (5.4)$$

Note that the vectors $k$, $E_0$, and $H_0$ may depend on the position in the medium. As is customary in geometrical optics, we introduce the optical path:

$$\mathcal{S}(x) = k_0^{-1} k(x) \cdot x ,$$

and with this we write the wave functions (5.3–5.4) as follows:

$$E_c(x) = E_0(x) e^{i k_0 \mathcal{S}(x)} e^{-i \omega t} \quad (5.5)$$

$$H_c(x) = E_0(x) e^{i k_0 \mathcal{S}(x)} e^{-i \omega t} \quad . \quad (5.6)$$

After insertion of the trial solutions (5.5–5.6) in the second order wave equations (5.1–5.2), the time exponentials cancel out. Application of some vector calculus
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leads to equations of three terms summing to zero (see Appendix A.2). For the electric field we get

\[
((\nabla \mathcal{S})^2 - n^2) E_0 + (ik_0)^{-1} L(E_0, \mathcal{S}, \varepsilon, \mu) + (ik_0)^{-2} M(E_0, \varepsilon, \mu) = 0 .
\]

For large \( k_0 \) the second and third terms vanish. The fundamental assumption of geometrical optics (\( \lambda \to 0 \)) corresponds to saying that \( k_0 = 2\pi/\lambda \) is assumed very large. Thus the second and third terms definitely vanish in geometrical optics. It follows from the remaining term that

\[
(\nabla \mathcal{S})^2 = \left( \frac{\partial \mathcal{S}}{\partial x} \right)^2 + \left( \frac{\partial \mathcal{S}}{\partial y} \right)^2 + \left( \frac{\partial \mathcal{S}}{\partial z} \right)^2 = n^2 .
\]  

(5.7)

This relation is known as the eikonal equation, and it is the basic equation of geometrical optics. It is the condition that must hold for our trial solution (5.3–5.4) to be a valid solution of Maxwell’s equations. Details of the derivation is provided in Appendix A.2. Validity of the eikonal equation has previously been shown by Born and Wolf [1999] for heterogeneous media with real-valued indices of refraction, and by Bell [1967] for homogeneous media with complex indices of refraction. Epstein [1930] derived the eikonal equation in as general a form as we do, but he derived it from the first order wave equation \( (\nabla^2 \mathbf{E} + k_0^2 n^2 \mathbf{E} = 0) \) rather than Maxwell’s equations. The details of the derivation are thus included because they show why the eikonal equation is also valid in a heterogeneous and possibly absorbing medium. Put in a different way, it is shown in Appendix A.2 that the eikonal equation (5.7) is valid even when \( n \) and \( \mathcal{S} \) are complex functions of the position \( \mathbf{x} \) in the medium.

5.2 The Direction of Energy Propagation

As we have indicated in previous chapters, we are not really interested in tracing the wave fronts. The important thing to trace in a rendering context is the energy. Therefore we want the rays of light to follow the direction of energy flow in the field. This direction is given by Poynting’s vector (cf. Equation 4.5):

\[
\mathbf{S} = \varepsilon_0 c^2 \text{Re}(\mathbf{E}_c) \times \text{Re}(\mathbf{B}_c) = \varepsilon_0 c^2 \mu \text{Re}(\mathbf{E}_c) \times \text{Re}(\mathbf{H}_c) .
\]

Observe that Poynting’s vector is orthogonal to the real parts of both the electric and the magnetic vectors. The gradient of the optical path

\[
\nabla \mathcal{S}(\mathbf{x}) = k_0^{-1} (\mathbf{k}(\mathbf{x}) + (\mathbf{x} \cdot \nabla)\mathbf{k}(\mathbf{x}))
\]  

(5.8)

has similar properties in some special cases. For homogeneous waves (which have \( \mathbf{k}' \) and \( \mathbf{k}'' \) parallel) the real part of \( \nabla \mathcal{S} \) is also the direction of Poynting’s
vector (this is shown later in this chapter). For homogeneous media $\nabla k = 0$, and then it follows from Equation 5.8 that $\nabla S$ and $k$ are parallel. This means that the waves are plane, and $\nabla S$ corresponds to the wave vector, but the directions of the real part $k'$ and the imaginary part $k''$ are not necessarily parallel. Thus even for homogeneous media the gradient of the optical path $\nabla S$ is not necessarily the direction of Poynting’s vector. When the real and imaginary parts of the wave vector are not parallel, the wave is referred to as inhomogeneous. Except for a few special cases, waves are always inhomogeneous when propagating in absorbing media. This is the case for both homogeneous and heterogeneous absorbing media (and sometimes, but rarely, also for non-absorbing media). Therefore inhomogeneous waves are an important type of light which we ought to be able to handle in geometrical optics.

Since the direction of damping $k''$ and the direction normal to the surface of constant phase $k'$ are not parallel for inhomogeneous waves, the damping causes Poynting’s vector to start oscillating. These oscillations are so rapid that the instantaneous direction of Poynting’s vector does not give any useful information about the general progress of energy in the field. Hence, we have to come up with a different way of finding the direction of the energy flow. The generally accepted approach is to consider the time average of Poynting’s vector $S_{\text{avg}}$ over a period of oscillation $T = 2\pi/\omega$:

$$S_{\text{avg}} = \frac{\varepsilon_0 c^2 \mu}{T} \int_0^T \text{Re}(E_c) \times \text{Re}(H_c) \, dt . \quad (5.9)$$

Considering our solution (5.3–5.4), we write the electric and magnetic vectors as follows:

$$E_c(x, t) = (E'_0(x) + iE''_0(x))e^{-i(\omega t - k'(x) \cdot x)}e^{-k''(x) \cdot x}$$

$$H_c(x, t) = (H'_0(x) + iH''_0(x))e^{-i(\omega t - k'(x) \cdot x)}e^{-k''(x) \cdot x}.$$

Setting $\theta(x, t) = \omega t - k'(x) \cdot x$, we get the following real parts

$$\text{Re}(E_c) = (E'_0 \cos \theta - E''_0 \sin \theta)e^{-k'' \cdot x} \quad (5.10)$$

$$\text{Re}(H_c) = (H'_0 \cos \theta - H''_0 \sin \theta)e^{-k'' \cdot x} . \quad (5.11)$$

These real parts still have the same period of oscillation, and since the integral of a sine or a cosine over a period of oscillation is zero, insertion in Equation 5.9 gives (see Appendix A.3)

$$S_{\text{avg}} = \frac{\varepsilon_0 c^2 \mu}{2} (E'_0 \times H'_0 + E''_0 \times H''_0)e^{-2k'' \cdot x} . \quad (5.12)$$

To have an easier way of modelling inhomogeneous waves, we resolve the wave functions into two independent components. One is the transverse electric (TE)
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component, and it has the feature that \( E_0 = E'_0 \). The other component is the transverse magnetic (TM), which has \( H_0 = H'_0 \). This choice of components imposes no restrictions on the types of waves that we are able to model. Let us determine the direction of the time averaged energy flux \( S_{\text{avg}} \) in each component. Using the fundamental assumption in geometrical optics (\( \lambda \to 0 \)), and the properties \( E_0 = E'_0 \) and \( H_0 = H'_0 \) for the TE wave and TM wave respectively, we find (see again Appendix A.3)

\[
S_{\text{avg,TE}} = \frac{\varepsilon_0 c}{2} |E_0|^2 \text{Re}(\nabla \mathcal{S}) e^{-2k'' \cdot x} \tag{5.13}
\]

\[
S_{\text{avg,TM}} = \frac{\varepsilon_0 c^3 \mu^2}{2} |H_0|^2 \text{Re} \left( \frac{\nabla \mathcal{S}}{n^2} \right) e^{-2k'' \cdot x} \tag{5.14}
\]

This shows that the energy flux carried by a TE wave follows the direction of the real part of \( \nabla \mathcal{S} \). A TM wave, however, follows a slightly different path in which both the real and imaginary parts of \( \nabla \mathcal{S} \) are necessary. Since the eikonal equation (5.7) is valid for complex \( \nabla \mathcal{S} \), its solution provide sufficient information for us to find the direction of rays representing TE and TM waves. Therefore we will use the eikonal equation in the following to derive the path of such rays.

First we would like to express the two Poynting vector components (5.13–5.14) using only the optical path \( \mathcal{S} \), the material properties, and some initial energy \( |S_0| \). Otherwise we cannot make a ray theory of light which is independent of the electromagnetic field vectors (and that is what we are aiming at in this chapter). To begin with, let us find out how \( |H_0| \) relates to \( |E_0| \). We will find this relation using a Equation A.13 which was derived from Maxwell’s equations in Appendix A.3. The squared absolute value of a complex vector is defined by

\[
|v|^2 = v \cdot v^* ,
\]

where the asterisk * denotes the complex conjugate. We take the squared magnitude on both sides of Equation A.13, and get

\[
|H_0|^2 = \frac{1}{c^2 \mu^2} |\nabla \mathcal{S} \times E_0|^2 = \frac{1}{c^2 \mu^2} (|\nabla \mathcal{S}|^2 |E_0|^2 - |\nabla \mathcal{S} \cdot E_0|^2) .
\]

To find the magnitude of the gradient of the optical path \( |\nabla \mathcal{S}| \), we take the absolute value on both sides of the eikonal equation (5.7). The result is

\[
|\nabla \mathcal{S}|^2 = |n|^2 .
\]

With this result, and the condition \( E_0 \cdot \nabla \mathcal{S} = 0 \) (cf. Equation A.14), we arrive at the relation

\[
|H_0|^2 = \frac{|n|^2}{c^2 \mu^2} |E_0|^2 . \tag{5.15}
\]
Using this relation between $|E_0|$ and $|H_0|$ in Equations 5.13 and 5.14, we get the formulae for the two components of the Poynting vector on the form that we were looking for:

\[
S_{\text{avg},\text{TE}} = |S_0| \frac{1}{n'} \Re(\nabla \mathcal{F}) e^{-2k_0 \Im(\mathcal{F})}
\]

\[
S_{\text{avg},\text{TM}} = |S_0| \frac{|n|^2}{n'} \Re(\nabla \mathcal{F}/n^2) e^{-2k_0 \Im(\mathcal{F})},
\]

(5.16) \quad (5.17)

where the initial energy is

\[
|S_0| = \frac{\varepsilon_0 c}{2} |E_0|^2.
\]

A ray of energy $|S_0|$ could be any ray of light. This means that we can use the equations (5.16–5.17) to split a ray of unpolarised light into it’s TE and TM components, and after the split the total energy of the ray will be half the sum of the two components:

\[
S_{\text{avg}} = \frac{1}{2} (S_{\text{avg},\text{TE}} + S_{\text{avg},\text{TM}}).
\]

One should take note of Equations 5.16 and 5.17 (I have seen them nowhere else in the literature, the closest are equations similar to 5.13 and 5.14 derived for homogeneous media by Bell [1967, p. 8]. Bell does not find them useful because his purpose is not to trace rays, but rather to calculate formulae for measuring optical properties). As we will see shortly, it is very useful for tracing rays in absorbing media that we are able to split a ray in its TE and TM components.

A homogeneous wave (Re($\nabla \mathcal{F}$) and Im($\nabla \mathcal{F}$) parallel) moves in the direction normal to the surface of constant phase, and the direction of a light ray representing a homogeneous wave is found directly by solving the eikonal equation. Making a ray that represents an inhomogeneous wave is unfortunately not so simple. We cannot merely add the directions of the two Poynting vector components to get the direction of the energy flux carried by an inhomogeneous wave. Using a relation (A.13) derived in Appendix A.3 with the expression for the time-averaged Poynting vector (5.12), the true direction (written in terms of the electric field vector) is

\[
S_{\text{avg}} = \frac{\varepsilon_0 c}{2} \left(|E_0|^2 \Re(\nabla \mathcal{F}) - \Re(E_0(E_0^* \cdot \nabla \mathcal{F}))\right) e^{-2k'' \cdot x}.
\]

(5.18)

There seems to be no way to represent this direction without reference to the electric (or the magnetic) field vector. This means that we cannot correctly represent inhomogeneous waves by rays of light. One solution is to trace the wave front using complex vectors and angles. This is called complex ray tracing.
[Kravtsov 1967; Bennett 1974; Chapman et al. 1999], but it is not really a ray theory of light. To model inhomogeneous waves in a ray theory of light, we have to make an approximation. The traditional approximation is simply to trace \( \text{Re}(\nabla \mathcal{S}) \) and neglect the change in direction caused by the absorption. This is a good approximation for weakly absorbing materials.

As an alternative approximation for modelling inhomogeneous waves in geometrical optics, my proposal is to trace two rays: one for the TE component and one for the TM component. This would capture the propagation of light in absorbing media more faithfully. The energy flux is split in two components propagating in slightly different directions. These are directions that we are able to find without keeping track of the electromagnetic field vectors (using Equations 5.16 and 5.17). The total energy flux of the represented wave is then a weighted sum of the magnitudes of the two components. The underlying assumption is that the medium changes smoothly such that the weighted energy flow in two slightly different directions is a good representative of the flow in the correct direction (5.18). The correct direction is in-between the directions of the two components.

How do we weight the TE and TM components in a ray tracing? Luckily there is nothing preventing us from choosing to identify the TE wave with the \( \perp \)-polarised wave and the TM wave with the \( \parallel \)-polarised wave described in the previous chapter. In other words we choose to represent a wave of light by two components: A transverse electric component with the electric vector perpendicular to the plane of incidence (TE, \( \perp \)) and a transverse magnetic component with the electric vector parallel to the plane of incidence (TM, \( \parallel \)). This makes the answer much easier: If unpolarised light is emitted in an absorbing medium, we weight the TE and TM components by one half each:

\[
|S_{\text{avg}}|_{\text{unpolarised}} = \frac{1}{2}(|S_{\text{avg}},\text{TE}| + |S_{\text{avg}},\text{TM}|).
\]

If light is not emitted in an absorbing medium, but refracts into an absorbing medium, we weight the TE component by the amount of \( \perp \)-polarised transmitted light and the TM component by the amount of \( \parallel \)-polarised transmitted light:

\[
|S_{\text{avg}}|_{\text{transmitted}} = T_{\perp}|S_{\text{avg}},\text{TE}| + T_{\parallel}|S_{\text{avg}},\text{TM}|.
\]

5.3 Tracing Rays of Light

Knowing how to find the energy flux associated with a ray, the next thing we need to do, is to find the path that a ray follows. In other words we need to
solve the eikonal equation (5.7). Let us find a general solution for the eikonal equation using the Jacobi method. Consider the gradient of the optical path:

\[
\nabla J = \left( \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z} \right) = (p, q, r) = \mathbf{p}.
\]

This way of writing it illustrates that we can write the eikonal equation as a partial differential equation of the form

\[
H(p, q, r, x, y, z) = 0,
\]

where \( H \) corresponds to the Hamiltonian function in dynamics. In the case of the eikonal equation, \( H \) is given by

\[
H(p, q, r, x, y, z) = p^2 + q^2 + r^2 - n^2,
\]

where both \( p, q, r \), and \( n \) depend on \( \mathbf{x} = (x, y, z) \).

Now we introduce the parametric equations \( x = x(\tau), y = y(\tau), z = z(\tau) \) to denote a ray. Then the derivatives with respect to \( \tau \) are given by

\[
\frac{dx}{d\tau} = \alpha \frac{\partial J}{\partial x}, \quad \frac{dy}{d\tau} = \alpha \frac{\partial J}{\partial y}, \quad \frac{dz}{d\tau} = \alpha \frac{\partial J}{\partial z},
\]

where \( \alpha \) can be chosen arbitrarily, since it has no influence on the geometrical path of the ray. It only has influence on the unit of arc length along the ray [Kline and Kay 1965]. Suppose we choose \( \alpha = 2 \), then by the definition of \( H \), we may write the derivatives above as follows:

\[
\frac{dx}{d\tau} = \frac{\partial H}{\partial p}, \quad \frac{dy}{d\tau} = \frac{\partial H}{\partial q}, \quad \frac{dz}{d\tau} = \frac{\partial H}{\partial r}.
\]

Since \( p, q, \) and \( r \) are also functions of \( \tau \), these equations are not adequate for finding the path of the rays. But now all we need to find are the derivatives of \( p, q, \) and \( r \) with respect to \( \tau \).

Observe that \( x \) does not appear explicitly in Equation 5.20. Consequently we can express \( H \) as a function of the explicit intermediate variables \( p, q, \) and \( r \), and the independent variable \( x \). Then according to the chain rule

\[
\frac{dH}{dx} = \frac{\partial H}{\partial x} + \frac{\partial H}{\partial p} \frac{dp}{dx} + \frac{\partial H}{\partial q} \frac{dq}{dx} + \frac{\partial H}{\partial q} \frac{dq}{dx}.
\]

By virtue of Equations 5.22, we obtain

\[
\frac{dH}{dx} = \frac{\partial H}{\partial x} + \frac{dp}{dx} \frac{d\tau}{d\tau} + \frac{dq}{dx} \frac{d\tau}{d\tau} + \frac{dr}{dx} \frac{d\tau}{d\tau}.
\]
According to the condition (5.19), \( \frac{dH}{dx} = 0 \). Furthermore \( y \) and \( z \) are independent of \( x \), thus

\[
\frac{dp}{d\tau} = -\frac{\partial H}{\partial x},
\]
and using the same line of arguments only differentiating \( H \) with respect to \( y \) and \( z \), we get

\[
\frac{dq}{d\tau} = -\frac{\partial H}{\partial y}, \quad \frac{dr}{d\tau} = -\frac{\partial H}{\partial z}.
\]

Let \( \mathcal{S}(x, y, z, \alpha_1, \alpha_2) \) be a complete integral of Equation 5.19, where \( \alpha_1, \alpha_2 \) is a set of arbitrary independent parameters. Then the theorem of Jacobi says that the six ordinary differential equations (5.22-5.24) has the solution given by the four-parameter manifold of curves represented by the equations [Kline and Kay 1965]

\[
\frac{\partial \mathcal{S}}{\partial \alpha_1} = \beta_1 \quad \text{and} \quad \frac{\partial \mathcal{S}}{\partial \alpha_2} = \beta_2,
\]

where \( \beta_1, \beta_2 \) is another set of arbitrary parameters. This is all the fundamental theory we need to find \( \nabla \mathcal{S} \) in isotropic, heterogeneous media. Recall that \( \nabla \mathcal{S} \) is not the direction of rays of light in the media. The gradient of the optical path \( \nabla \mathcal{S} \) is a complex-valued vector giving us the means to find the direction of rays of light using Equations 5.16 and 5.17.

The solution is a little abstract, so let us construct an example. Take an isotropic medium in which the index of refraction \( n \) depends only on the coordinate \( z \). In this case the eikonal equation (5.7) attains the form

\[
\left( \frac{\partial \mathcal{S}}{\partial x} \right)^2 + \left( \frac{\partial \mathcal{S}}{\partial y} \right)^2 + \left( \frac{\partial \mathcal{S}}{\partial z} \right)^2 = n^2(z).
\]

Using separation of variables, the complete integral of this equation is given by

\[
\mathcal{S} = ax + by + \int \sqrt{n^2(z) - a^2 - b^2} \, dz,
\]

where \( a \) and \( b \) are arbitrary parameters. With this solution, we let \( \alpha_1 = a \) and \( \alpha_2 = b \), then application of Equation 5.25 results in

\[
x - \alpha_1 \int \frac{1}{\sqrt{n^2(z) - \alpha_1^2 - \alpha_2^2}} \, dz = \beta_1
\]

\[
y - \alpha_2 \int \frac{1}{\sqrt{n^2(z) - \alpha_1^2 - \alpha_2^2}} \, dz = \beta_2.
\]

Through variation of the four parameters \( (\alpha_1, \alpha_2, \beta_1, \beta_2) \), these two equations specify the path of all possible complex paths in the medium, and a complex path specifies the direction of \( \nabla \mathcal{S} \).
To be specific, we introduce a surface of discontinuity at $z = 0$, and say that a ray is incident from Medium 1 ($z > 0$) with index of refraction $n_1$ at an angle $\theta_1$ with the $z$-axis. In other words, the ray has the initial condition

$$S = n_1 \sin \theta_1 x + n_1 \cos \theta_1 z .$$

Then $\alpha_1 = n_1 \sin \theta_1$, $\alpha_2 = 0$ and we choose $\beta_1 = \beta_2 = 0$. According to the solution (5.26–5.27), we have

$$x = \int \frac{n_1 \sin \theta_1}{\sqrt{n_2^2(z) - (n_1 \sin \theta_1)^2}} \, dz ,$$

where $n_1$ and $n_2$ are the (complex) refractive indices of Medium 1 and Medium 2, and $y = 0$ says that the path stays in the plane of incidence.

Finding the differential form of Equation 5.28 at the discontinuity, gives the (complex) angle of refraction $\Theta_2$ into Medium 2 ($z < 0$). The result is

$$\tan \Theta_2 = \frac{dx}{dz} = \frac{n_1 \sin \theta_1}{\sqrt{n_2^2 - n_1^2 \sin^2 \theta_1}} ,$$

Some symbolic manipulation shows that this is equivalent to the generalised Snell’s law (4.50), and if either Medium 1 or Medium 2 is absorbing, the resulting angle of refraction $\Theta_2$ is probably complex. The direction of the refracted path is the gradient of the optical path $\nabla S$, which is what we are looking for.

Let $\vec{n}$ denote a unit vector normal to the surface of discontinuity pointing into Medium 1 at the location $x$. Suppose $\vec{t}$ is a unit vector tangent to the surface at $x$. Then the direction of the refracted light is

$$\nabla S = n_2 \sin \Theta_2 \vec{t} - n_2 \cos \Theta_2 \vec{n} .$$

Let $\vec{\omega}'$ denote the direction from which a ray of light is incident at $x$. The component of $\vec{\omega}'$ which is perpendicular to the normal, is

$$\vec{\omega}'_\perp = (\vec{n} \cdot \vec{\omega}')\vec{n} - \vec{\omega}' ,$$

and we have

$$|\vec{\omega}'_\perp| = \sin \theta_1 .$$

An expression for the unit tangent vector $\vec{t}$ then follows:

$$\vec{t} = \frac{\vec{\omega}'_\perp}{|\vec{\omega}'_\perp|} = \frac{(\vec{n} \cdot \vec{\omega}')\vec{n} - \vec{\omega}'}{\sin \theta_1} .$$
Since we can assume that $\cos \Theta_2$ is in the first quadrant, another way to express $\cos \Theta_2$ is

$$\cos \Theta_2 = \sqrt{1 - \sin^2 \Theta_2} = \sqrt{1 - (n_1/n_2)^2 \sin^2 \theta_1} ,$$

(5.33)

where we have used the generalised Snell’s law, or, equivalently, Equation 5.30 written in a different way.

Inserting from Equations 5.32 and 5.33 in Equation 5.31, and using the generalised Snell’s law again, we get the usual formula for finding the direction of refracted light (cf. Glassner’s [1995] Equation 11.57):

$$\nabla \mathcal{S} = n_1 ((\vec{n} \cdot \vec{\omega}')\vec{n} - \vec{\omega}') + \vec{n} \sqrt{n_2^2 - n_1^2(1 - (\vec{n} \cdot \vec{\omega}')^2)} .$$

(5.34)

Our version does not give a vector of unit length and the indices of refraction are now complex numbers. The quantity we find with our slightly different formula (5.34) is the gradient of the optical path $\nabla \mathcal{S}$ (a complex-valued vector) instead of the direction of a refracted ray of light. The gradient of the optical path is what we need to find the directions of the two rays representing an inhomogeneous wave: We use $\text{Re}(\nabla \mathcal{S})$ for the direction of the $\perp$-polarised component and $\text{Re}(\nabla \mathcal{S}/n_2^2)$ for the direction of the $\parallel$-polarised component. These two components are treated as normal rays of light with energy given by $T_\perp |S_{\text{avg,TE}}|$ and $T_\parallel |S_{\text{avg,TM}}|$ respectively, where $T_\perp$ and $T_\parallel$ are the Fresnel transmittances discussed in Section 4.4. If the real and imaginary parts of $\nabla \mathcal{S}$ are parallel (and that includes when there is no imaginary part), the wave we are representing is homogeneous and then we need only one ray traced in the direction $\text{Re}(\nabla \mathcal{S})$ to represent it.

### 5.4 Rendering Small Absorbing Particles

The rather general exposition of geometrical optics given in this chapter describes a ray theory of light which is valid for representing electromagnetic waves of very short wavelength in isotropic, heterogeneous, absorbing materials. Of course homogeneous materials and non-absorbing (or transparent) materials are special cases of our more general theory. With some geometrical representation of the media in a scene, a ray theory of light as the one presented here, is directly applicable as a rendering algorithm. To my knowledge, the eikonal equation was first employed in graphics by Stam and Languéonou [1996]. Their mission was to render transparent, heterogeneous media. More recently Irhke et al. [2007] presented a very efficient way of rendering using the eikonal equation. They include absorption and scattering effects, but all at a simplified level. This work and other work on light transport in heterogeneous media [Gutierrez et al. 2005, for example] do not consider the effect of the imaginary part of the
refractive index. Glassner [1995] mentions the Fresnel equations for materials with complex index of refraction, but he does not include the imaginary part in his derivation of Snell’s law. Hopefully this chapter sheds some light on the role of the imaginary part of the refractive index in the propagation of waves of light.

When light passes from a dense transparent medium to a sparse transparent medium, say from glass to air, there are angles of incidence for which the reflectance is unity. This happens when cosine of the complex angle of refraction $\cos \Theta_2$ becomes purely imaginary because then the Fresnel equations for reflectance (4.51,4.52) return 1. The smallest angle of total reflection is called the critical angle $\theta_c$. From Equation 5.33 it follows that

$$\sin \theta_c = \frac{n_2}{n_1} \quad (n_1 \text{ and } n_2 \text{ real}).$$

For these angles of incidence $\theta_1 \geq \theta_c$, that is, for purely imaginary $\cos \Theta_2$, we have the phenomenon called total internal reflection. An interesting consequence of absorption is that it eliminates total internal reflection. If either of the refractive indices ($n_1$ or $n_2$) is a complex number, there will always be some transmitted light.

The reason why the imaginary part of the refractive index has not been given much thought in graphics, is probably that it is often very small when the wavelength is short (this follows from the relation (4.43) between wavelength, absorption coefficient, and the imaginary part of the refractive index). If it is not very small, the absorption is very strong, and then we cannot make out the effect of refraction anyway. This is a very convincing argument why we do not need to worry about the imaginary part of the refractive index when computing the direction of a refracted ray. For unusual graphics applications it is, however, important to know about the effect of absorption on the refraction of light. If we were going to use graphics techniques for visualizing radio waves, the effect of the imaginary part of the refractive index would be very important. The wavelengths of radio waves easily range from meters to kilometers. To take an example of importance when we consider light, that is, electromagnetic waves with visible wavelengths, let us consider very small, strongly absorbing particles.

Figure 5.1a shows a standard ray tracing of diamond shaped particle. The particle is surrounded by a smeared out background which is modelled as if it were very far away. The size of the particle is around a nanometer and the absorption coefficient is around $10^9 \text{ m}^{-1}$. This makes the imaginary part of the refractive index of the same scale as the real part (around 1). The spectrum used for the absorption is that of pure ice scaled by $10^9$ such that it is of the same scale as the absorption of a blue pigment. The result of the standard ray tracing looks pretty much like a diamond with a little blue absorption in it. If we use the complex index of refraction when evaluating the Fresnel equations
Figure 5.1: Renderings of a small (nanometer scale), strongly absorbing, diamond shaped particle. The absorption spectrum is that of pure ice scaled by $10^9$ such that it corresponds to a blue pigment. The images in the top row (a,b) were rendered using standard ray tracing, the images in the bottom row (c,d) were rendered using the geometrical optics presented in this chapter. In the left column (a,c) the real part of the refractive index was used in the Fresnel equations, in the right column (b,d) the complex index of refraction was used.
in the standard ray tracer, the result is very different (Fig. 5.1b). The reason is that more background lighting is allowed to refract into the particle. What happens when we use the ray theory of light presented in this chapter? If we use it with only the real part of the refractive index in the Fresnel equations (Fig. 5.1c), the dispersive effects show themselves very clearly. They are caused by the influence of the absorption on the direction of the refracted light. The correct rendering using the complex index of refraction throughout, is presented in Figure 5.1d. To show that the dispersive effect diminishes as the absorption decreases, Figure 5.2 presents the effect when the absorption is 10 times less than in Figure 5.1. If the absorption is reduced by another factor 10 while the size of the particle is increased by a factor 100, the effect is only just discernable.

Tracing rays of light through small particles provides a simple way of simulating their light scattering properties. Later in this thesis (Part II) we will see that it is rather difficult to determine, mathematically, how very small particles scatter light. At least this is true if the particles are not approximately spherical. The geometrical optics presented in this chapter enable us to compute the scattering by particles of arbitrary geometry. The theory includes refraction effects caused by strong absorption, and we have demonstrated by example that it is very important to include these effects if we want to capture the scattering properties of small absorbing particles correctly.
Using a ray theory of light to compute the optical properties of small particles with arbitrary surface geometry, is (at least in graphics) a previously unexplored way of finding optical properties. The most similar approach I am aware of is the idea of having a *shell transport function* which captures the light transport in a representative lump of medium containing arbitrarily shaped particles [Moon et al. 2007]. Such a shell transport function is quite similar to the scattering properties of a medium. The difference is that it describes a scalable sphere containing the medium rather than the properties of the medium at a specific point. As for other work in graphics, the shell transport functions do not take the refraction effects caused by absorption into account. I believe that the idea of capturing optical properties using a ray tracing approach presented in this chapter is an interesting concept that should be investigated further in the future.

In this chapter we have arrived at a ray theory of light which is readily applicable in rendering. The simplification we used to obtain a ray theory of light from the macroscopic Maxwell equations, was to assume that wavelength is very small. This is a good assumption in most cases involving light because electromagnetic waves in the visible part of the spectrum have very short wavelengths. Using this assumption we showed how to trace light through isotropic materials. It should be mentioned that it is possible to generalise the theory we have presented such that it also allows anisotropic materials (see for example the work of Kline and Kay [1965]). Although we used the macroscopic Maxwell equations, the level at which we model materials is still very microscopic compared to conventional rendering techniques. We still need to model every particle that has an index of refraction which is different from the surroundings. In the next chapter we introduce macroscopic material properties to describe the scattering of light at a more macroscopic level. This leads us to radiative transfer theory which is the theory used for most realistic rendering.
Radiative Transfer

In the beginning, in the dark, there was nothing but water, and Bumba was alone.

One day Bumba was in terrible pain. He retched and strained and vomited up the sun. After that light spread over everything. The heat of the sun dried up the water until the black edges of the world began to show.

from a creation story of the Boshongo People

Radiative transfer theory was introduced to graphics by Jim Blinn [1982]. Its purpose was, and still is today, to simulate the scattering of light that goes on beneath the surfaces of semi-transparent objects. We saw in the previous chapter how a ray theory of light is useful for simulating reflection and refraction in specular objects. The problem is that most objects are composed of millions of specular particles. There are far too many of them for us to trace rays through every single one. To simulate the scattering of light by a large number of small particles, Arthur Schuster [1905] introduced the scattering coefficient; a new macroscopic, or phenomenological, quantity to join the index of refraction which sums up the material properties used in the macroscopic Maxwell equations. The scattering coefficient measures the exponential attenuation caused by scattering for every meter that a ray of light penetrates into a medium. Thus it is similar to the absorption coefficient, but the light is not transformed into other types of energy, it is just scattered away from the considered ray. Evidently some energy must also be scattered back into the considered ray. From similar considerations over the scattering coefficient Schuster constructed an equation describing the energy transfer in a scene.
Schuster originally considered an atmosphere modelled as a medium between two parallel planes. In a more general setting we have to model the directional tendency in the scattering. This means that we need more than just a scattering coefficient. Extending Schuster’s theory, Schwarzschild [1906] introduced what we today call the phase function. This is a phenomenological function which describes the magnitude of scattering as a function of the angle with the direction of the considered ray of light. With this extension of the theory Schwarzschild formulated what we today refer to as the radiative transfer equation (sometimes abbreviated RTE). The full radiative transfer theory was introduced to graphics by Kajiya and Von Herzen [1984]. They suggested that the radiative transfer equation should be used for realistic rendering of volumes, and indeed the equation is today often referred to as the volume rendering equation in graphics.

Since it is a phenomenological equation, that is, a mathematical model which was not originally derived from physics, we will first find out what it looks like. In its differential form the radiative transfer equation is [Chandrasekhar 1950]:

$$(\vec{\omega} \cdot \nabla) L(x, \vec{\omega}) = -\sigma_t(x) L(x, \vec{\omega}) + \sigma_s(x) \int_{4\pi} p(x, \vec{\omega}', \vec{\omega}) L(x, \vec{\omega}') \, d\omega' + L_e(x, \vec{\omega})$$

(6.1)

where $L(x, \vec{\omega})$ is the radiance at $x$ in the direction $\vec{\omega}$, the subscript $e$ denotes emission, and $\sigma_s$, $\sigma_a$, and $\sigma_t = \sigma_s + \sigma_a$ are the scattering, absorption, and extinction coefficients respectively. The phase function $p$ specifies the normalised distribution of the scattered light. Radiance is a radiometric quantity measured in energy flux per solid angle per projected area. The equation splits the directional derivative (left-hand side), that is, the change in radiance along a ray, into three terms (right-hand side): The first term denotes the exponential attenuation, the second denotes the in-scattering from all directions, and the third is an emission term.

To complete the theoretical understanding that we would like to have of the simplifications involved in the theory of light that we use, we will, in this chapter, relate the radiative transfer equation to the physical theories presented in the previous chapters.

It should be mentioned that there are many ways to generalise the radiative transfer equation. The same equation is used in neutron transport theory [Weinberg and Wigner 1958; Case and Zweifel 1967] where it is often called the Boltzmann equation. The Boltzmann equation also includes a term for variation of the radiance over time. Thus the radiative transfer equation (as defined by Equation 6.1) would be the stationary Boltzmann equation, and it can be generalised to include the same term for variation over time. Modified radiative transfer equations have also been proposed for radiative transfer in dense media [Goedecke 1977; Wen et al. 1990]. In the following we will only consider the conventional, stationary radiative transfer equation (6.1).
6.1 Scattering by a Particle

To introduce scattering in an electromagnetic field, we have to think a little like when we were constructing a Hamiltonian operator in quantum electrodynamics (cf. Chapter 3). We write the energy of a field containing scatterers as the sum of three terms: One describing the incident field $S_i$, one describing the scattered field $S_s$, and one describing the interaction between the two fields $S_{ext}$.

As a consequence of Equation 5.12, another way to write the time-averaged Poynting vector is:

$$S_{avg} = \frac{\varepsilon_0 c^2 \mu}{2} \text{Re}(E_c \times H_c^*) ,$$

(6.2)

where $\varepsilon_0$ is the electric constant, $c$ is the speed of light in vacuum, $\mu$ is the permeability, $E_c$ and $H_c$ are the time-harmonic electric and magnetic vectors, Re takes the real part of a complex quantity, and the asterisk * denotes the complex conjugate. The factor $\varepsilon_0 c^2 \mu$ cancels out if the material is not magnetic (cf. Equation 4.28).

Consider a particle in an electromagnetic field. To describe the effect, we split the field in two contributions: An incident field $(E_i, H_i)$ and a scattered field $(E_s, H_s)$. The sum of the two contributions makes up the total electromagnetic field:

$$E_c = E_i + E_s \ , \quad H_c = H_i + H_s \ .$$

When we insert in Equation 6.2 to find the total time-averaged Poynting vector, we get the three terms just mentioned (incident, scattered, interaction):

$$S_{avg} = S_i + S_s + S_{ext} ,$$

(6.3)

where

$$S_i = \frac{\varepsilon_0 c^2 \mu}{2} \text{Re}(E_i \times H_i^*)$$

(6.4)

$$S_s = \frac{\varepsilon_0 c^2 \mu}{2} \text{Re}(E_s \times H_s^*)$$

(6.5)

$$S_{ext} = \frac{\varepsilon_0 c^2 \mu}{2} \text{Re}(E_i \times H_s^* + E_s \times H_i^*) .$$

(6.6)

To get an idea about the directions of the different vectors, we introduce a coordinate system. See Figure 6.1. The direction of the incident light defines an axis of incidence. Let us orient our coordinate system such that it has origin at the center of the particle and $z$-axis along the axis of incidence. The $z$-axis is then the forward direction. Together the forward direction and the direction in which we consider the scattered light defines the scattering plane. If the two
directions are parallel, we may choose any plane containing the axis of incidence. In this setting a spherical coordinate system \((r, \theta, \phi)\) is oriented such that \(\theta\) is the angle between the forward direction and the scattered direction, while \(\phi\) is the angle between the \(x\)-axis and the scattering plane. This description of the setup follows that of Bohren and Huffman [1983, Sec. 3.2].

At a large distance from the particle (in the far field) the scattered field may be expressed as a spherical wave [Born and Wolf 1999; Bohren and Huffman 1983]:

\[
E_s(r) = i \frac{e^{ikr}}{kr} Z(\vec{s}) \quad , \quad H_s(r) = \frac{k}{\omega \mu} i \frac{e^{ikr}}{kr} \vec{s} \times Z(\vec{s}) ,
\]  

(6.7)

where \(r\) is the distance to the observer (which is assumed to be the same in all directions), \(\omega\) is the angular frequency, \(k\) is the wave number, \(\mu\) is the permeability, and both the index of refraction \(n\) and the permeability \(\mu\) are those of the medium surrounding the particle. The vector \(Z\) denotes the strength of the light scattered in the direction \(\vec{s}\). There must be a relation between the incident electric field \(E_i\) and the scattered field hidden in the directionally dependent \textit{scattering vector function} \(Z(\vec{s})\). Let us try to formulate this relationship in the following paragraph.
6.1 Scattering by a Particle

As in reflection and refraction we consider two polarisations: One with the electric vector perpendicular to the scattering plane (⊥, TE) and one with the electric vector parallel to the scattering plane (∥, TM). Suppose we (in the case of the electric vector) denote the amplitudes of these two components by $E_{i\perp}$ and $E_{i\parallel}$ for the incident field, and by $E_{s\perp}$ and $E_{s\parallel}$ for the scattered field. Then we introduce a scattering matrix $S(\theta, \phi)$ which in general depends on the angle $\theta$ between the forward direction and the direction of the scattered light as well as the angle $\phi$ which determines the location of the scattering plane. Putting all this notation together, we get a formula describing the relationship between the amplitudes of the scattered components and those of the incident components [van de Hulst 1957; Bohren and Huffman 1983]:

$$\begin{pmatrix} E_{s\parallel} \\ E_{s\perp} \end{pmatrix} = \frac{i e^{ik(r-z)}}{kr} \begin{pmatrix} S_2 & S_3 \\ S_4 & S_1 \end{pmatrix} \begin{pmatrix} E_{i\parallel} \\ E_{i\perp} \end{pmatrix},$$

where the four-component matrix is the scattering matrix $S(\theta, \phi)$ and $z$ is the distance from the light source to the origin of the coordinate system which was placed inside the particle. In the forward direction, when $\theta = 0$, the angle $\phi$ is of no consequence and we simply write $S(0)$ for the scattering matrix. If the particle is a perfect sphere, we have $S_3 = S_4 = 0$ and in the forward direction also $S_1(0) = S_2(0) = S(0)$ [van de Hulst 1957].

The scattering matrix gives an expression for the scattering vector function $Z$:

$$Z = e^{-ikz} \begin{pmatrix} \vec{e}_\parallel \\ \vec{e}_\perp \end{pmatrix} \begin{pmatrix} S_2 & S_3 \\ S_4 & S_1 \end{pmatrix} \begin{pmatrix} E_{i\parallel} \\ E_{i\perp} \end{pmatrix},$$

(6.8)

where $\vec{e}_\parallel$ and $\vec{e}_\perp$ are unit vectors parallel and perpendicular to the scattering plane respectively. They are chosen such that $\vec{e}_\parallel \times \vec{e}_\perp = \vec{s}$. Now that we have an expression connecting $Z$ to the incident field, let us see how $Z$ relates to the scattered energy. By insertion of the spherical wave equations (6.7) in the expression for the scattering Poynting vector (6.5), we get

$$S_s = \frac{\varepsilon_0 c^2}{2\omega} \frac{e^{-2k''r}}{r^2} \text{Re} \left( \frac{Z(\vec{s}) \times (k \times Z(\vec{s}))^*}{kk^*} \right).$$

(6.9)

For comparison the Poynting vector of the incident light is:

$$S_i = \frac{\varepsilon_0 c^2}{2\omega} \text{Re} (E_{i0} \times (k \times E_{i0})) e^{-2k''z}.$$

In both these equations the wave vector is related to the direction of scattering by $k = k\vec{s}$. Because the vectors are perpendicular (and using $k' \approx n' \omega/c$), we get the following magnitudes of the scattering and incident Poynting vectors:

$$|S_s| = \frac{\varepsilon_0 c}{2} n' e^{-2k''r} \frac{|Z(\vec{s})|^2}{|k|^2}$$

$$|S_i| = \frac{\varepsilon_0 c}{2} n'|E_{i0}|^2 e^{-2k''z}.$$
Let us see if we can find out something about the ratio of scattered to incident light. We denote the surface of the particle \( A \). The rate of energy transfer across a closed surface arbitrarily close to \( A \) is given by the integral \( \text{Bohren and Huffman 1983} \)

\[
\int S_{\text{avg}} \cdot \vec{n} \, dA ,
\]
where \( \vec{n} \) denotes the outward surface normal. The total scattering by a particle is then an integral over the surface of the particle. We observe that there are two ways to consider a patch on the surface of the particle: one way is to consider an area \( \Delta A \), but another way is to describe the patch by a solid angle \( \Delta \Omega \). We have

\[
\Delta \Omega = \frac{\Delta A}{r^2} .
\]
This means that the energy scattered by a particle is given by

\[
W_s = \int S_s \cdot \vec{s} \, dA = \int \frac{\varepsilon_0 c}{2} n' e^{-2k''r} \frac{|Z(\vec{s})|^2}{|k|^2} \, d\Omega .
\]
What we are after is the ratio of scattered to incident light. The conventional way of describing this ratio is to divide \( W_s \) by the incident energy flux \( |S_i| \).

To make the two quantities look more alike, we use the weights of the two polarisations (\( \| \) and \( \perp \)) instead of \( E_i\| \) and \( E_i\perp \) in the expression for \( Z \). Then it is possible to extract the magnitude of the incident field \( |E_{i0}| \) from \( Z \). Let us write \( |E_{i0}| e^{-ikz} X(\vec{s}) = Z(\vec{s}) \). Then the ratio is

\[
C_s = \frac{W_s}{|S_i|} = e^{-2k'r} \int \frac{|X(\vec{s})|^2}{|k|^2} \, d\Omega . \tag{6.10}
\]
A ratio of total scattered energy to energy incident per unit area gives an area as result. This particular area \( C_s \) is referred to as the scattering cross section of the particle. It is the area that would receive the same amount of energy as the particle scatters (to the distance \( r \)) if we subtend it normal to the incident light.

The exponential attenuation term \( e^{-2k'r} \) in the direction towards the observer is rather unfortunate. It means that the scattering cross section is not really an independent property of the particle. Nevertheless it is the generally accepted approach to use it as such. The approximation made in this context is that the absorption of the medium around the particle is small, thus we can neglect the exponential term or set \( r \) to the radius of a sphere bounding the particle. This assumption is not a good one, but since we want to use the scattering cross section for constructing macroscopic scattering properties, we will have to make do with it.
6.2 Macroscopic Scattering

If we normalise the directionally dependant quantity under the integral, we have the phase function of the particle:

\[ p = \frac{|X^2|}{|k|^2 C_s} \, . \]

This indicates that there is a connection to the radiative transfer equation (6.1). Before we get to the connection between the two worlds, we first need more than one particle.

6.2 Macroscopic Scattering

In the spirit of the previous section each particle that we introduce is modelled by a scattered electromagnetic field. Suppose we have \( N \) particles, then the total electromagnetic field is

\[ E_c = E_i + \sum_{j=1}^{N} E_{s,j} \, , \quad H_c = H_i + \sum_{j=1}^{N} H_{s,j} \, . \]

When we insert this expression in the expression for the total time-averaged Poynting vector (6.2), we get the following three terms instead of Equations 6.4–6.6 [Bohren and Huffman 1983]:

\[ S_i = \frac{\varepsilon_0 c^2 \mu}{2} \text{Re}(E_i \times H_i^*) \]  (6.11)

\[ S_s = \frac{\varepsilon_0 c^2 \mu}{2} \sum_{j=1}^{N} \sum_{l=1}^{N} \text{Re}(E_{s,j} \times H_{s,l}^*) \]  (6.12)

\[ S_{\text{ext}} = \frac{\varepsilon_0 c^2 \mu}{2} \sum_{j=1}^{N} \text{Re}(E_i \times H_{s,j}^* + E_s \times H_{i,j}^*) \, . \]  (6.13)

To generalise the results found for a single particle in the previous section, we could try to use a spherical wave to model the combined scattering effect of a collection of particles. Obviously the particles cannot all be placed at the origin, so we need something to handle the fact that they are placed at different positions in space.

Suppose we denote the wave vector of the incident light \( k_0 \). In our single particle case we had \( k_0 \cdot x = -kz \). Now we let \( x_j \) denote the position of particle \( j \). Because we model the combined scattering as a spherical wave (far-field approximation), we are allowed to assume that the direction of the scattered
light $\vec{s}$ is the same for all particles. The wave vector of the scattered light is then $k_1 = k\vec{s}$, and we let $K = k_1 - k_0$ denote the phase change. In this terminology, which follows Champeney \[1973\], the scattering vector function $Z$ is

$$Z(\vec{s}) = |E_{i0}| \sum_{j=1}^{N} e^{-iK \cdot x_j} X_j(\vec{s}).$$ \hspace{1cm} (6.14)

Or, if we introduce a density function

$$\rho(x, \vec{s}) = \sum_{j=1}^{N} X_j(\vec{s}) \delta(x - x_j),$$

which involves point delta functions for the positions of the particles, we can write the scattering vector function as a Fourier transform

$$Z(\vec{s}) = |E_{i0}| \int \rho(x, \vec{s}) e^{-iK \cdot x} dx = |E_{i0}|X(\vec{s}).$$

In this way we have packed all the difficulties into the function $X(\vec{s})$ which now describes the total scattering by all the particles in the direction $\vec{s}$.

On immediate inspection the spherical wave approach seems to be a very limited point of view. As we have formulated it, it is only valid if we are considering a number of scatterers from far away. If we were standing in the midst of them, like in the middle of a cloud, the approximation would no longer be so good. This is not necessarily the case. If we replace $\rho(x, \vec{s})$ by the number density $N(x)$ of scatterers per unit volume, and think of $X(V, \vec{s})$ as the collected scattering of volume $V$ in the direction $\vec{s}$, then the equations are still valid for a very small element of volume [Champeney 1973]. Thus when we let the volumes go to the limit of being points in a medium ($V \rightarrow x$), the equations are also valid even if we are moving around inside the medium. If we are tracing a ray of light through a medium, it is comforting to know that we are able to express the scattering at a point $x$ in the medium in the direction $\vec{s}$. Thus we have obtained our macroscopic scattering properties: They are the $X(x, \vec{s})$ vector function, or the phase function $p$ before it is normalised if you prefer.

If we insist on a normalised phase function (and we often do), we need a macroscopic version of the scattering cross section. This is found by the same procedure as the one we used in the previous section to find the scattering cross section of a single particle. First we integrate the magnitude of the Poynting vector for the scattered field (6.12) over all solid angles. And then we divide by the magnitude of the Poynting vector for the incident field (6.11). In the far field the result is

$$C_{s,\text{macro}} = \frac{W_s}{S_s} = e^{-2k''(r-z)} \int_{4\pi} \left| \sum_{j=1}^{N} \sum_{l=1}^{N} \frac{X_j(\vec{s}) \cdot X^*_l(\vec{s})}{k^2} \right| d\Omega.$$
This shows that we cannot simply add the scattering cross sections of the individual particles to get the correct macroscopic scattering cross section. Nevertheless, it is common practice to use this approximation. For comparison the approximation is

\[ C_{s,\text{macro}} \approx e^{-2k'(r-z)} \sum_{j=1}^{N} \int_{4\pi} \frac{|X_j(\vec{s})|^2 |k|^2}{|k|^2} \, d\Omega. \]  

(6.15)

It is difficult to say what the simplifying assumption is exactly. One way to explain it is to say that all secondary scattering events have been neglected. However, if we let the scattering cross section describe the scattering in an infinitesimal volume (as we did for the scattering function \( X \) before), we are still able to simulate multiple scattering in a macroscopic way. In this case we cannot simply say that all secondary scattering events have been neglected. They may be overestimated or underestimated due to a macroscopic scattering cross section which is slightly off target, but they are not neglected. Precisely how much the macroscopic scattering cross section is off target, when we neglect secondary scattering in the microscopic description, is not easy to say. It is also difficult to say if it is too large or too small. We may conjecture that it is probably too large if the particles are absorbing and too small if they are not. The general conception, which is probably true, is that the independent scattering approximation (6.15) is a good approximation as long as the particles are not too densely packed in the medium [van de Hulst 1957; Goedecke 1977].

The cross section concept is a little strange. Why represent the ratio of scattered to incident light in terms of an area? I am not really sure why this choice has been made in physics. Perhaps it is because it relates to the concept of number density. If \( C_s \) is the scattering cross section of a particle, then, in the independent scattering approximation, the macroscopic version of it would be \( C_s \) times the number of scattering cross sections per unit volume. Since the particles may have many sizes with different cross sections, the macroscopic scattering cross section should be an integral over particle sizes \( a \). Let us denote it \( \sigma_s \), we have

\[ \sigma_s(x) = \int_0^\infty C_s(x,a) N(x,a) \, da. \]  

(6.16)

This quantity, \( \sigma_s \), is Schuster’s scattering coefficient as derived from Maxwell’s equations. The number density in this expression is actually \( N(x,a) \, da \), while \( N(x,a) \) itself is a number density distribution. It is a distribution because it denotes the number of particles of size \( a \) in the range of particle sizes \( da \). The scattering coefficient denotes the scattering per unit length that a ray suffers when penetrating the particulate medium. Thus the scattering coefficient is similar to the absorption coefficient described in Section 4.3 (cf. Equation 4.43). Another way to describe the macroscopic scattering properties of a medium is then by a scattering coefficient \( \sigma_s \) and a normalised phase function \( p \).
It is convenient to introduce an extinction coefficient $\sigma_t$ which is the sum of the scattering and absorption coefficients:

$$\sigma_t = \sigma_a + \sigma_s.$$  \hspace{1cm} (6.17)

Having described all three of these coefficients as well as the normalised phase function, we now know where the optical properties used in the radiative transfer equation (6.1) come from. It remains to find out how the equation itself comes about. This is the subject of the following section.

### 6.3 The Radiative Transfer Equation

The radiometric quantity *radiance* is fundamental in radiative transfer. It is what the radiative transfer equation (6.1) is concerned with and it is defined (radiometrically) by

$$L = \frac{d^3Q}{dt \, d\omega \, dA_\perp} = \frac{d^2\Phi}{d\omega \, dA \cos \theta},$$

where $Q$ is energy, $t$ is time, $\Phi = dQ/dt$ is energy flux, $\omega$ is solid angle, $A_\perp$ is projected area, $A$ is area, and $\theta$ is the angle between the normal to the area $dA$ and the considered direction. Radiance describes the flow of energy through a differential area $dA$. The energy flows in a directional differential volume $d\omega$ which is not necessarily normal to the area. The purpose of radiance is thus to describe the energy flow in a ray of light incident on a surface. The reason why we cannot simply assign an energy flux to a ray with no extension in space was considered in the historical remarks of Chapter 2. The reason is simply that energy needs a volume to flow in.

Since radiance models directional energy flow through an area, it is the perfect quantity for describing the energy flux moving through an image plane in the direction towards the eye. Thus radiance is what we compute for every pixel in an image plane, and it is what we use to find the colour that we want to assign to a pixel. As radiative transfer theory evolves around radiance, it is not surprising that the theory was introduced quite early in graphics.

To describe how the radiative transfer equation (6.1) comes about from Maxwell's equations, is a rather difficult subject. The difficulties arise because the equation was not based on a microscopic physical description from the beginning. It was created as a mathematical model based on intuitive arguments in order to describe the macroscopic phenomena that we experience when we observe the world (this is why we call it phenomenological). Nevertheless, the
radiative transfer equation has been incredibly successful in a wide range of applications. Therefore people have tried to derive it from Maxwell’s equations many times [Ishimaru 1977], but it is a little like trying to fit a shoe in a glove.

The first and foremost problem is to define radiance in terms of electromagnetic quantities. The radiometric definition of radiance is heuristical. It is assumed to be of physical significance, but we have to take the integral of the radiance over all solid angles to obtain a quantity of unambiguous physical meaning [Wolf 1976; Fante 1981]. For this reason any definition of radiance which gives the correct result when integrated over all solid angles is an acceptable definition.

Since radiance is not uniquely defined, several different definitions have been proposed. Preisendorfer [1965, Chapter XIV] provided an early attempt to derive the radiative transfer theory from the electromagnetic field theory. However, it has been assumed from very early on that the radiative transfer quantity fluence, which is defined by

\[
\phi(x) = \int_{4\pi} L(x, \omega) \, d\omega ,
\]  

(6.18)

is the same as the speed of light times the time-averaged electromagnetic energy density. That is, \( \phi = cu_{\text{avg}} \), where \( u_{\text{avg}} \) is the time-average of \( u \) as defined by Equation 4.6. This was assumed by Planck [1914] and many results in heat transfer rely on it. Unfortunately Preisendorfer’s definition of radiance does not, in general, obey this basic assumption [Wolf 1976].

Another important quantity in radiative transfer theory is the net flux which is defined by

\[
F(x) = \int_{4\pi} \tilde{\omega}L(x, \tilde{\omega}) \, d\omega .
\]  

(6.19)

Wolf [1976] provided a different definition of radiance which satisfies both \( \phi = cu_{\text{avg}} \) and \( F = S_{\text{avg}} \). He showed that for a spatially homogeneous stationary electromagnetic field his definition, “with no approximation whatsoever” [Wolf 1976, p. 876], leads to the radiative transfer theory in free space. Based on this approach, Fante [1981] has provided a derivation of the radiative transfer equation for plane waves in a dielectric, and Sudarshan [1981] coupled the radiative transfer theory to quantum electrodynamics.

When the electromagnetic field is not in free space, the radiative transfer equation is only valid under certain conditions. The conditions depend on the definition of radiance that we choose, and on the equations that we would like the radiance quantity to fulfil. Fante [1981], for example, requires that radiance is traced in the direction normal to the surface of constant phase. This places additional constraints on the nature of the light and matter for which the radiative transfer equation is valid. If we take into account that energy does not
always flow in the direction normal to the surface of constant phase (using the theory proposed in the previous chapter), then we do not have to require that radiance follows the direction normal to the surface of constant phase. Thus it is difficult to say precisely how often the radiative transfer equation is valid (it depends on how you use it).

Yet another way to define radiance is in terms of a Fourier transform of the mutual coherence function [Ishimaru 1978]. Many authors have taken this approach, for example Ishimaru [1977; 1978] and Mishchenko [2002] (see also the references they provide). It is an approach which more clearly shows that the macroscopic optical properties in the radiative transfer equation are indeed the same as the macroscopic optical properties derived from the electromagnetic field theory. The most general derivation of the radiative transfer equation I am aware of is that of Mishchenko [2002; 2003] (the derivation is also available in the book by Mishchenko et al. [2006]). The conclusions of Mishchenko, as to the validity conditions of the radiative transfer equation, are consistent with the validity conditions that have previously been postulated (these are summarised, for example, by Goedecke [1977]). So it is highly probable that the validity conditions truly are the following:

- Particles and observer are all in the far-field zones of each other.
- Particles are statistically independent and randomly distributed throughout the medium.
- Particles scatter light independently.
- Particles in a small volume element scatter light at most once.

If we recall the simplifying assumptions involved in the independent scattering approximation (6.15), there is quite a good match between the validity conditions of the radiative transfer equation and those of the macroscopic optical properties. Thus we have a theory of macroscopic scattering which is fairly self-consistent.

Instead of taking part in the discussion about a definition of radiance in terms of electromagnetic quantities, I will stick with the indirect definition given by $\phi = cu_{avg}$ in Equation 6.18 and $F = S_{avg}$ in Equation 6.19. The radiative transfer equation implies an interesting relationship between these two quantities which we will now derive.

Integrating the radiative transfer equation (6.1) over all solid angles $d\omega$, the
following results since the phase function integrates to 1:

\[
\int_{4\pi} (\vec{\omega} \cdot \nabla) L(x, \vec{\omega}) \, d\omega = -(\sigma_t(x) - \sigma_s(x)) \int_{4\pi} L(x, \vec{\omega}) \, d\omega + Q(x) .
\] (6.20)

Here \(Q\) is a source term defined by

\[
Q(x) = \int_{4\pi} L_e(x, \vec{\omega}) \, d\omega .
\]

Using the definitions of the fluence and net flux (6.18,6.19) as well as the relationship between the extinction, scattering, and absorption coefficients (6.17), simple considerations lead from this equation (6.20) to the relation

\[
\nabla \cdot F(x) = -\sigma_a \phi(x) + Q(x) .
\] (6.21)

Using the basic assumptions \(\phi = cu_{avg}\) and \(F = S_{avg}\), we arrive at the following relationship:

\[
\nabla \cdot S_{avg}(x) = -\sigma_a cu_{avg}(x) + Q(x) .
\] (6.22)

This equation is a macroscopic time-averaged version of the differential equation for the conservation of electromagnetic energy (4.7). Intuitively, a comparison of the two equations (4.7,6.22) suggests that if our macroscopic optical properties (\(\sigma_a\) and \(L_e\)) faithfully model the microscopic properties, Equation 6.22 probably holds in most cases. Hopefully this gives some confidence in the validity of the radiative transfer equation. In the next section we will describe how the radiative transfer equation is evaluated in practice.

6.4 Rendering Volumes

In Chapter 5 we found a way to trace energy through matter. This was all we needed to render materials with a continuous interior. However, when a material is composed of millions of microscopic particles, it is no longer feasible to model the surface of every particle. Therefore we have, in this chapter, introduced macroscopic scattering, and in the previous section we saw that the radiative transfer equation (6.1) is a fairly self-consistent way to describe macroscopic scattering given an appropriate set of macroscopic scattering properties for a material.

The radiative transfer equation describes the relation between incident, scattered, and absorbed radiance at a point in a medium. Since radiance is a quantity based on energy, we assume that it follows the flow of energy through
a medium. Thus we trace rays using the eikonal equation (5.7) as described in Chapter 5. However, we have to be careful and take into account that radiance denotes flux per solid angle per projected area. When we follow a ray of light through a material, we have to take into account that the radiance may change along the ray. Let us see how radiance changes upon refraction.

Consider a ray of light in a medium with refractive index \( n_1 \) incident on a surface patch \( dA \) of a medium with refractive index \( n_2 \). Due to energy conservation at the boundary, the following condition must hold:

\[
L_i \cos \theta_i \, dA \, d\omega_i = L_r \cos \theta_r \, dA \, d\omega_r + L_t \cos \theta_t \, dA \, d\omega_t ,
\]

where \( L_i, L_r, \) and \( L_t \) are the incident, reflected, and transmitted radiances and likewise \( \theta_i, \theta_r, \) and \( \theta_t \) are the angle of incidence, the angle of reflection, and the angle of refraction. In spherical coordinates the solid angles are defined by

\[
d\omega_i = \sin \theta_i \, d\theta_i \, d\phi_i \\
d\omega_r = \sin \theta_r \, d\theta_r \, d\phi_r \\
d\omega_t = \sin \theta_t \, d\theta_t \, d\phi_t .
\]

Using the law of reflection \( \theta_i = \theta_r \) and the fact that both the reflected and transmitted rays lie in the plane of incidence \( \phi_i = \phi_r = \phi_t \) (cf. Section 4.4), the boundary condition becomes

\[
L_i \cos \theta_i \sin \theta_i \, d\theta_i = L_r \cos \theta_i \sin \theta_i \, d\theta_i + L_t \cos \theta_t \sin \theta_t \, d\theta_t .
\]

To find the transmitted angle, we have to consider the direction of the transmitted ray.

If we use the ray tracing scheme described in the previous chapter, we will split the ray in two directions: One for the TE component and one for the TM component. Using the directions given by Equations 5.16 and 5.17, we find

\[
\sin \theta_t^\perp = \frac{n'_1}{n'_2} \sin \theta_i \\
\cos \theta_t^\perp \, d\theta_t^\perp = \frac{n'_1}{n'_2} \cos \theta_i \, d\theta_i \\
\sin \theta_t^\parallel = \frac{(n''_2 - n'^2_1)n'_1 + 2n'_2 n''_2 n''_1}{n'_2 |n_2|^2} \sin \theta_i \\
\cos \theta_t^\parallel \, d\theta_t^\parallel = \frac{(n''_2 - n'^2_1)n'_1 + 2n'_2 n''_2 n''_1}{n'_2 |n_2|^2} \cos \theta_i \, d\theta_i .
\]

With this result the boundary condition is

\[
L_i = RL_i + T_\perp \left( \frac{n'_1}{n'_2} \right)^2 L_i + T_\parallel \left( \frac{(n''_2 - n'^2_1)n'_1 + 2n'_2 n''_2 n''_1}{n'_2 |n_2|^2} \right)^2 L_i , \quad (6.23)
\]
where we have used the Fresnel reflectance and transmittance described in Section 4.4. If both media are non-absorbing (or weak absorbers), the equation simplifies to

\[ L_i = RL_i + T \left( \frac{n'_1}{n'_2} \right)^2 L_i . \] (6.24)

These equations show that radiance is not constant along a ray of light. If we move along a ray through a heterogeneous medium, the radiance should be modified. Generalizing the result above to the interior of a medium, we approximately have [Preisendorfer 1965; Ishimaru 1978]

\[ \frac{L_1}{n'_2} dA_1 = \frac{L_2}{n'_2} dA_2 , \]

where the subscripts 1 and 2 denote two locations along a ray of light. This means that the quantity \( L_1/n'_2 \) is (approximately) constant along the ray. If we store \( L_1/n'_2 \) before tracing a ray from one point in a medium, then the radiance at the destination point is \( L_2 = n'_2 L_1/n'_2 \). Now that we know how radiance behaves as we move along a ray, we are ready to evaluate the radiative transfer equation (6.1) using ray tracing.

Rendering realistic images using the radiative transfer equation, was first proposed by Kajiya and Von Herzen [1984]. Most rendering algorithms use approximate evaluation schemes to gain speed, we will look at approximate methods in Chapter 7. Before we start making approximations, we should learn a general way of evaluating the radiative transfer equation. The remainder of this section is a short account of Monte Carlo path tracing, which is a sampling-based rendering algorithm that works in general. More information is available in the book by Pharr and Humphreys [2004]. Unfortunately Pharr and Humphreys stop their treatment of volume rendering at single scattering. Evaluation of the general case has been described by Pattanaik and Mudur [1993].

The emission term in the radiative transfer equation is just an added constant. It is not difficult to include it, but it makes the equations rather long. Therefore we leave out the emission term in the following. The general approach is as follows. We first parameterise the radiative transfer equation using the distance \( s' \) that we have moved along a path into a medium. We have (for a non-emitter):

\[ \frac{dL(s')}{ds'} + \sigma_t(s')L(s') = \sigma_s(s') \int_{4\pi} p(s', \omega', \bar{\omega}) L(s', \bar{\omega}') d\omega' , \] (6.25)

where \( \bar{\omega} \) denotes the tangential direction of the path at the distance \( s' \) along the path.

The parameterised equation (6.25) is a linear, first-order, ordinary differential equation (where \( \sigma_t(s') \) is a variable coefficient). One way to solve such an
equation is by means of an integration factor:

\[ T_r(s', s) = \exp \left( -\int_{s'}^s \sigma_t(t) \, dt \right) . \] (6.26)

With this factor the equation (6.25) translates to

\[
\frac{d}{ds'}(T_r(s', s)L(s')) = T_r(s', s)\sigma_s(s') \int_{4\pi} p(s', \omega', \omega) L(s', \omega') \, d\omega' . \] (6.27)

Note that \( T_r(s, s) = 1 \). Then by integration along the ray from the surface \( s' = 0 \) to the considered location in the medium \( s' = s \), the equation (6.27) attains the form:

\[
L(s) = T_r(0, s)L(0) + \int_0^s T_r(s', s)\sigma_s(s') \int_{4\pi} p(s', \omega', \omega) L(s', \omega') \, d\omega' \, ds' . \] (6.28)

For convenience some of the different mathematical quantities encountered in this derivation have been given appropriate names in radiative transfer theory [Chandrasekhar 1950]. The distance \( s \) (or \( s' \)) traveled along the ray inside the medium, is referred to as the depth. The integral in Equation 6.26 is called the optical thickness and is denoted by the symbol \( \tau \), that is,

\[
\tau(s', s) = \int_{s'}^s \sigma_t(t) \, dt .
\]

The integration factor itself \( T_r(s', s) = e^{-\tau(s', s)} \) is sometimes referred to as the beam (or path) transmittance. Finally, the first term on the right hand side of the formal solution (6.28) for the radiative transfer equation (6.1) is referred to as the direct transmission term whereas the second term is called the diffusion term. Realistic rendering is all about evaluating these terms in various kinds of ways.

To sample the equation (6.28) correctly using Monte Carlo path tracing, we take a look at the direct transmission term \( T_r(0, s)L(0) \). For this term we need to evaluate the optical thickness \( \tau(0, s) \). If the medium is homogeneous, this optical thickness is simply given by

\[
\tau(0, s) = \sigma_t s . \] (6.29)

For heterogeneous media, we use Monte Carlo sampling. The optical thickness is found quite efficiently by the estimator:

\[
\sum_{i=0}^{N-1} \sigma_t(t_i) \Delta t , \] (6.30)
where $\Delta t$ is the step size (given as user input) and $t_i$ are locations along the ray found using a single random variable $\xi \in [0, 1]$: 

$$t_i = \frac{\xi + i}{N} s . \tag{6.31}$$

The number $N$ of locations along the ray is found using the depth $s$ which is the distance to the next surface, that is, $N = \lfloor s/\Delta t \rfloor$. Having estimated the optical thickness $\tau(0, s)$, the beam transmittance $T_r(0, s)$ is easily found and multiplied by the amount of radiance $L(0)$ to reveal the direct transmission term. The radiance $L(0)$ is the radiance which contributes to the ray at the surface of the medium.

Evaluating the diffusion term is more involved. What we need is an estimator of the form

$$\frac{1}{N} \sum_{j=0}^{N-1} \frac{T_r(s'_j, s)\sigma_s(s'_j)J(s'_j)}{\text{pdf}(s'_j)} , \tag{6.32}$$

where the probability distribution function (pdf) preferably cancels out the transmittance. The source function

$$J(s') = \int_{4\pi} p(s', \vec{\omega'}, \vec{\omega}) L(s', \vec{\omega'}) d\omega' \tag{6.33}$$

is evaluated using a distribution of samples over the entire unit sphere.

To sample the probability distribution function in Equation 6.32:

$$\text{pdf}(s'_j) = \sigma_t(s'_j)T_r(s'_j, s) ,$$

we use the cumulative probability of an interaction along the ray. An interaction is either scattering according to the source function (6.33) or absorption. According to the cumulative probability of an interaction, an interaction occurs when [Pattanaik and Mudur 1993]

$$\ln(\xi_j) + \tau(s'_j, s) = 0 ,$$

where $\xi_j \in [0, 1]$ is a random variable for sample $j$. The depth of the sample is easily found for homogeneous media, where we have $\tau(s'_j, s) = (s - s'_j)\sigma_t$, which gives

$$s'_j = s + \frac{\ln(\xi_j)}{\sigma_t} . \tag{6.34}$$

If $s'_j < 0$, there is no interaction for sample $j$. For heterogeneous media we have to step along the ray to find out where the optical thickness matches the event. Starting at $t_1$ in $t_i = s - i\Delta t$, we step along the ray by incrementing $i$, and
if $\ln(\xi_j) + \tau(t_i, s) > 0$, we stop and compute the location of the interaction as follows [Pattanaik and Mudur 1993]:

$$s'_j = (i - 1)\Delta t - \frac{\tau(t_{i-1}, s) + \ln(\xi_j)}{\sigma_t(t_i)}.$$  \hspace{1cm} (6.35)

Here it is assumed that $\sigma_t(t_i)$ is approximately constant in steps of size $\Delta t$ along the ray, such that $\sigma_t(s'_j) \approx \sigma_t(t_i)$. If we end up with $t_i \leq 0$ before the other criteria is fulfilled, there is no interaction for sample $j$. The optical thicknesses needed in order to find $s'_j$ are evaluated in the same way as when we evaluated $\tau(0, s)$ only with $s - t_i$ in Equation 6.31 instead of $s$.

Finally, the scattering coefficient $\sigma_s(s'_j)$ in the estimator (6.32) and the extinction coefficient $\sigma_t(s'_j)$ in the probability distribution function (pdf) are canceled out by means of a Russian roulette. At every interaction a Russian roulette is carried out using the scattering albedo, which is defined by

$$\alpha(s'_j) = \frac{\sigma_s(s'_j)}{\sigma_t(s'_j)},$$

as the probability of a scattering event.

Using the sampling scheme described above, the estimator (6.32) becomes:

$$\frac{1}{N} \sum_{j=0}^{N-1} J(s'_j) = \frac{1}{NM} \sum_{j=0}^{N-1} \sum_{k=0}^{M-1} \frac{p(s'_j, \omega'_k, \bar{\omega})L(s'_j, \omega'_k)}{\text{pdf}(\omega'_k)}$$  \hspace{1cm} (6.36)

for $\xi < \alpha(s'_j)$ and 0 otherwise. For an isotropic phase function, sampling a uniform distribution over the unit sphere leaves only $L(s'_j, \omega'_k)$ in the sum.

To summarise the algorithm, a ray is traced from an observer through a scene, when it refracts into a participating medium (that is, a scattering material), we do the following:

1. If the medium is a strong absorber, we trace two refracted rays (one for the TE component and one for the TM component). Otherwise we trace just one refracted ray. The radiance carried along the refracted ray is corrected according to the boundary condition (Equation 6.23 or Equation 6.24).

2. The tracing of the refracted ray gives the depth $s$ to the next surface.

3. The radiance $L(0)$ which contributes to the ray at the surface is found by tracing new rays in the directions of reflection and refraction. If $L(0)$ is not too small, we evaluate the direct transmission term:

   (a) The optical thickness $\tau(0, s)$ is estimated using Equations 6.31 and 6.30 (or Equation 6.29 for homogeneous media).
(b) The direct transmission term $T_r(0, s) L(0)$ is found using the optical thickness $\tau(0, s)$ (see Equation 6.26) and the radiance which contributes to the ray at the surface $L(0)$.

4. For every diffusion term sample $j = 1, \ldots, N$, a sample depth $s'_j$ is found using Equation 6.35 (or Equation 6.34 for homogeneous media).

5. For the samples $s'_j > 0$, a Russian roulette is done using the scattering albedo $\alpha(s'_j)$. For $\xi < \alpha(s'_j)$, where $\xi \in [0, 1]$ is a random variable, there is a scattering event.

6. For every scattering event, the phase function $p(s'_j, \omega'_k, \omega)$ is evaluated in $M$ sampled directions $\omega'_k$ with $k = 1, \ldots, M$. Likewise $M$ new rays are traced at the position $s'_j$ in the directions $\omega'_k$ to obtain the radiances $L(s'_j, \omega_k)$. Using Equation 6.36 this gives an estimate of the diffusion term.

7. Finally, the direct transmission term and the diffusion term are added to get the radiance emergent at the surface $L(s)$.

The numbers of samples chosen are often $N = 1$ and $M = 1$. Then we get a very noisy sample image rather quickly. Another sample is then rendered and this is averaged with the previous one. The next sample is weighted by one third and added to the other two samples which are weighted by two thirds and so on. In this way the image will improve itself over time. Even so, the Monte Carlo path tracing procedure spawns a formidable number of rays. It is very slow, but it is nice to use it for computing reference images. The images in Part IV are rendered using this approach with only few modifications to get a speed-up. In the next chapter we will investigate rendering techniques which are more approximate and therefore also faster.
Mainstream photo-realistic rendering is based on radiative transfer theory. In Section 6.4 we saw that it is not so difficult to describe a general algorithm for realistic rendering. The real difficulties emerge when we want to speed up the computation. Since the radiative transfer equation (6.1), in general, is expensive to evaluate, many rendering algorithms do not evaluate it directly.

Frequently we are only interested in the radiance emergent on the surface of the objects in a scene. Therefore a phenomenological equation which only concerns radiance emergent on surfaces is commonly employed as a less expensive alternative to the volume rendering described by the radiative transfer equation. This equation is referred to as the rendering equation and it was introduced to graphics by Kajiya [1986].

One of the goals of this thesis is to find the physical origins of the material properties that we use and measure in graphics. In the previous chapter we saw how the macroscopic optical properties relate the radiative transfer equation to the physical theories of light. Unfortunately the rendering equation does not use the same macroscopic optical properties. To come closer to the goal, we will investigate, in this chapter, how the rendering equation relates to the radiative transfer equation.
The nomenclature, which we use in graphics for the phenomenological theory of radiative transfer between surfaces, originates in the field of optical radiation measurement with the work of Nicodemus et al. [1977]. The rendering equation is

\[
L(\mathbf{x}_o, \vec{\omega}_o) = \int_A \int_{2\pi} S(\mathbf{x}_i, \vec{\omega}_i; \mathbf{x}_o, \vec{\omega}_o) L(\mathbf{x}_i, \vec{\omega}_i) \cos \theta \, d\omega_i \, dA + L_e(\mathbf{x}_o, \vec{\omega}_o) .
\tag{7.1}
\]

where \(L(\mathbf{x}_o, \vec{\omega}_o)\) is the outgoing (or emergent) radiance in the direction \(\vec{\omega}_o\) from the location \(\mathbf{x}_o\) on the surface \(A\) of a medium, \(L(\mathbf{x}_i, \vec{\omega}_i)\) is the radiance incident on the surface \(A\) at the location \(\mathbf{x}_i\) from the direction \(\vec{\omega}_i\), and \(\cos \theta = \vec{\omega}_i \cdot \vec{n}\) is the angle between the surface normal \(\vec{n}\) and the direction \(\vec{\omega}_i\) toward the incident light. The function \(S\) is called a Bidirectional Scattering-Surface Reflectance-Distribution Function (BSSRDF) and \(L_e\) is an emission term.

Essentially the BSSRDF describes the fraction of light that a ray entering the medium at the surface location \(\mathbf{x}_i\) from the direction \(\vec{\omega}_i\) will contribute to the ray emerging at the surface location \(\mathbf{x}_o\) in the direction \(\vec{\omega}_o\). This is an immensely complicated function. Consider an element of flux \(d\Phi_i(\mathbf{x}_i, \vec{\omega}_i)\) incident on a surface location \(\mathbf{x}_i\) from the direction \(\vec{\omega}_i\), within the element of solid angle \(d\omega_i\). Let \(dL_r(\mathbf{x}_o, \vec{\omega}_o)\) denote the element of emergent radiance at the surface location \(\mathbf{x}_o\) in the direction \(\vec{\omega}_o\) which is due to the incident flux \(d\Phi_i(\mathbf{x}_i, \vec{\omega}_i)\). The assumption underlying the rendering equation (7.1) is that, for all incident and outgoing directions and locations, the emergent radiance \(dL_r(\mathbf{x}_o, \vec{\omega}_o)\) is proportional to the incident flux \(d\Phi_i(\mathbf{x}_i, \vec{\omega}_i)\). That is, \([\text{Nicodemus et al. 1977}]\)

\[
\frac{dL_r(\mathbf{x}_o, \vec{\omega}_o)}{d\Phi_i(\mathbf{x}_i, \vec{\omega}_i)} = S(\mathbf{x}_i, \vec{\omega}_i; \mathbf{x}_o, \vec{\omega}_o) .
\tag{7.2}
\]

The subscript \(r\) denotes reflectance. It has been added because the equation does not include the emission term.

Preisendorfer [1965] has shown that the rendering equation (7.1) for non-emitters \((L_e = 0)\) follows from the radiative transfer equation (6.1). Of course, Preisendorfer does not call it “the rendering equation”, he calls it “the global version of the continuous formulation of radiative transfer theory”, but it is the same equation. The assumptions he uses are that the flux is incident and emergent from an arbitrary convex continuous medium with a constant index of refraction, and illuminated by a steady radiance distribution of arbitrary directional structure at each point of its boundary [Preisendorfer 1965, Sec. 22]. It is not assumed that the scattering properties are constant (thus the medium may be heterogeneous with respect to the scattering properties, but the rays of light follow straight line paths). Later he shows that the underlying assumption (7.2) is also true for flux incident and emergent on a connected concave continuous medium [Preisendorfer 1965, Sec. 25].
7.1 Fick’s Law of Diffusion

To derive the rendering equation from the radiative transfer equation Preisendorfer [1965] uses an operator $S^j$ with $j = 1, 2, \ldots$. The operator denotes scattering events inside the medium. If we denote the direct transmission term $L^0 = T_r(0, s)L(0)$, the operator works such that $L^1 = S^1 L^0$ is the emergent radiance if we include the light that has been scattered once before entering the ray. The assertion used to complete the proof is that the total emergent radiance $L$ is

$$L = L^0 + \sum_{j=1}^{\infty} S^j L^0 .$$

This is most probably true in general.

Finally, an interesting thing to note is the connection that Preisendorfer [1965] finds between the phase function and the BSSRDF. Consider flux incident on a medium from the direction $\vec{\omega}_i$, and emergent in the directions $\vec{\omega}_o$. Letting the medium shrink to a point, Preisendorfer finds that the BSSRDF, in the limit, is the same as $\sigma_s p(\vec{\omega}_i, \vec{\omega}_o)$, where $\sigma_s$ is the scattering coefficient and $p$ is the phase function. Thus there is certainly a relationship between the macroscopic optical properties used in volume rendering and those used in surface rendering.

The radiative transfer equation is the same as the equation used in stationary neutron transport theory. Therefore many results concerning neutron diffusion are also applicable in radiative transfer theory. The following two sections comprise a short account of diffusion theory, and one of the popular rendering technique called subsurface scattering. In subsurface scattering a BSSRDF is often derived using diffusion theory. Subsurface scattering is interesting in the context of this thesis because it shows how the macroscopic optical properties are directly involved when we derive BSSRDFs theoretically. Fick’s law of diffusion is a key element in the derivation of the dipole approximation used in subsurface scattering. Let us, therefore, first investigate under which simplifying assumptions Fick’s law of diffusion is valid.

7.1 Fick’s Law of Diffusion

The purpose of diffusion theory is to provide an efficient approximative alternative to Monte Carlo evaluation of the radiative transfer equation (6.1). To make the problem simpler, we only consider homogeneous, non-emitting media, and we make the very common assumption that scattering is rotationally invariant. This means that

$$p(x, \omega', \omega) = p(\omega' \cdot \omega) = p(\cos \theta_0) .$$
Due to the differentiation theorem for Fourier transforms, the directional derivative in the radiative transfer equation (6.1) is much easier to handle if we take the three-dimensional Fourier transform. We let \( \tilde{L} \) denote the Fourier transformed radiance, such that

\[
L(x, \vec{\omega}) = \frac{1}{(2\pi)^3} \int \tilde{L}(u, \vec{\omega}) e^{iu \cdot x} du .
\]

Inserting this expression for \( L \) in the radiative transfer equation (6.1), we get the equation in terms of the Fourier transformed radiance (for a non-emitter):

\[
(\sigma_t + iu \cdot \vec{\omega}) \tilde{L}(u, \vec{\omega}) = \sigma_s \int_{4\pi} p(\cos \theta_0) \tilde{L}(u, \vec{\omega}') d\omega' ,
\]

This equation reveals that the Fourier transformed radiance \( \tilde{L} \) may be taken as a function of \( u = |u| \) and \( \cos \theta = (u \cdot \vec{\omega})/u \) [Waller 1946].

Because we assumed rotationally invariant scattering, we can expand the phase function in terms of a series of Legendre polynomials:

\[
p(\cos \theta_0) = \sum_{n=0}^{\infty} \frac{2n + 1}{4\pi} p_n P_n(\cos \theta_0) ,
\]

where the expansion coefficients \( p_n \) are determined by the orthogonality relations for the Legendre polynomials \( P_n \). This means that

\[
p_n = \int_{4\pi} p(\cos \theta_0) P_n(\cos \theta_0) d\omega .
\]

The first two values for the Legendre polynomials are \( P_0(\mu) = 1 \) and \( P_1(\mu) = \mu \). This means that we can interpret the first two expansion coefficients as follows:

\[
p_0 = \int_{4\pi} p(\cos \theta_0) d\omega = 1
\]

\[
p_1 = \int_{4\pi} p(\cos \theta_0) \cos \theta_0 d\omega = g
\]

where \( g \) is called the asymmetry parameter and the rightmost equality in the first equation follows because the phase function is normalised. The asymmetry parameter denotes the weighted mean cosine of the scattering angle with the phase function as weighting function. In a sense it describes the shape of the phase function: If \( g = 1 \), all light is scattered in the forward direction; if \( g = -1 \), all light is backscattered; and if \( g = 0 \), the phase function is perfectly isotropic.

To explain the angles referred to in the following, we note that the elements of solid angles \( d\omega \) and \( d\omega' \) have a representation in spherical coordinates such that

\[
d\omega = \sin \theta d\theta d\varphi
\]

\[
d\omega' = \sin \theta' d\theta' d\varphi'
\]
The addition theorem for Legendre polynomials says that
\[ P_n(\cos \theta_0) = P_n(\cos \theta) P_n(\cos \theta') \]
\[ + 2 \sum_{m=-n}^{n} \frac{(n-m)!}{(n+m)!} P_n^m(\cos \theta) P_n^m(\cos \theta') \cos(m(\varphi - \varphi')) , \quad (7.6) \]
where \( P_n^m \) are the associated Legendre polynomials. Using the addition theorem, the expansion of the phase function (7.4) can be expressed as a function of \( \cos \theta \) and \( \cos \theta' \). The second term in the addition theorem (7.6) cancels out if we integrate over \( \varphi \) from 0 to \( 2\pi \) since, as \( m \) is an integer, we have
\[ \int_{0}^{2\pi} \cos(m(\varphi - \varphi')) \, d\varphi = 0 . \]
Thus if we insert the expansion of the phase function (7.4) in Equation 7.3, use the addition theorem (7.6), and integrate both sides of the equation over \( \varphi \) from 0 to \( 2\pi \), we obtain
\[ (\sigma_t + iu \cdot \vec{\omega}) 2\pi \tilde{L}(u, \vec{\omega}) = \sigma_s \int_{4\pi}^{\infty} \sum_{n=0}^{\infty} \frac{2n+1}{4\pi} p_n P_n(\cos \theta) P_n(\cos \theta') 2\pi \tilde{L}(u, \vec{\omega}') \, d\omega' . \quad (7.7) \]
As mentioned before, \( \tilde{L} \) may be taken as a function of \( u \) and \( \cos \theta \). Therefore we choose
\[ \tilde{L}(u, \cos \theta) = 2\pi \tilde{L}(u, \vec{\omega}) . \]
Using this relation, and replacing the integral over all solid angles with an integral over spherical coordinates, Equation 7.7 takes the following form:
\[ (\sigma_t + iu \cos \theta) \tilde{L}(u, \cos \theta) = \sigma_s \sum_{n=0}^{\infty} \frac{2n+1}{2} p_n P_n(\cos \theta) \]
\[ \times \int_{-1}^{1} P_n(\cos \theta') \tilde{L}(u, \cos \theta') \, d(\cos \theta') . \quad (7.8) \]
The orthogonality relations for Legendre polynomials says that
\[ \int_{-1}^{1} P_n(\mu) P_m(\mu) \, d\mu = \begin{cases} 2/(2n+1) & \text{for } n = m \\ 0 & \text{otherwise} \end{cases} . \quad (7.9) \]
Multiplying Equation 7.8 by \( P_1(\cos \theta) = \cos \theta \), and using the orthogonality relations (7.9), we obtain the following after integration over \( \cos \theta \) from \(-1\) to \(1\) at both sides of the equation:
\[ \int_{-1}^{1} \cos \theta(\sigma_t + iu \cos \theta) \tilde{L}(u, \cos \theta) \, d(\cos \theta) = \sigma_s p_1 \int_{-1}^{1} P_1(\cos \theta') \tilde{L}(u, \cos \theta') \, d(\cos \theta') . \quad (7.10) \]
In the same way that we expanded the phase function in terms of a series of Legendre polynomials we can also expand the Fourier transformed radiance $\tilde{L}$ in Legendre polynomials. We have

$$\tilde{L}(u, \mu) = \sum_{n=0}^{\infty} \tilde{L}_n(u) P_n(\mu) ,$$

where $\tilde{L}_n$ are the expansion coefficients. Using this expansion with both $\mu = \cos \theta$ and $\mu = \cos \theta'$, and the orthogonality relations once again (7.9), Equation 7.10 becomes

$$\tilde{L}_1(u) = -\frac{1}{\sigma_t - g\sigma_s} \int_{-1}^{1} iu \cos^2 \theta \tilde{L}(u, \cos \theta) d(\cos \theta) , \quad (7.11)$$

where $\tilde{L}_1$ is the second coefficient in the Legendre polynomials expansion of $\tilde{L}$, and the phase function expansion coefficient $p_1$ has been replaced by the asymmetry parameter $g$ (7.5).

The mean square cosine of the Fourier transformed radiance distribution is defined by

$$\langle \cos^2 \theta \rangle_{\text{avg}} = \frac{\int_{4\pi} \cos^2 \theta \tilde{L}(u, \cos \theta) d\omega}{\int_{4\pi} \tilde{L}(u, \cos \theta) d\omega} . \quad (7.12)$$

Here it should be noted that if (and only if) $\langle \cos^2 \theta \rangle_{\text{avg}}$ is independent of the position in $u$-space, we may legally replace $\tilde{L}(u, \cos \theta)$ with $L(x, \vec{\omega})$ in this definition. Using this mean square cosine quantity with Equation 7.11, we obtain

$$\tilde{L}_1(u) = -\frac{iu \langle \cos^2 \theta \rangle_{\text{avg}}}{\sigma_t - g\sigma_s} \tilde{L}_0(u) , \quad (7.13)$$

where $\tilde{L}_0$ is the first coefficient in the Legendre polynomials expansion of $\tilde{L}$.

If we, in turn, place $u$ along each axis in $u$-space and replace $\cos \theta$ by the direction cosines:

$$\langle \cos \alpha, \cos \beta, \cos \gamma \rangle = \vec{\omega} , \quad (7.14)$$

the result is the following three-component vector equation

$$\begin{pmatrix} \tilde{L}_1(u_x) \\ \tilde{L}_1(u_y) \\ \tilde{L}_1(u_z) \end{pmatrix} = -\frac{\langle \cos^2 \theta \rangle_{\text{avg}}}{\sigma_t - g\sigma_s} \begin{pmatrix} i u_x \tilde{L}_0(u_x) \\ i u_y \tilde{L}_0(u_y) \\ i u_z \tilde{L}_0(u_z) \end{pmatrix} . \quad (7.15)$$

If the proportionality coefficient in this equation is independent of the position in $u$-space, we can insert expressions for the Legendre polynomials expansion coefficients and inverse Fourier transform the equation, and the Fourier integrals and exponentials will cancel out. However, the mean square cosine of the
Fourier transformed radiance distribution \( \langle \cos^2 \theta \rangle_{\text{avg}} \), which is a part of the proportionality coefficient, may be a function of the position in \( u \)-space. If this is the case, integrals and exponentials do not cancel out in the inverse Fourier transform. For the moment we will assume that \( \langle \cos^2 \theta \rangle_{\text{avg}} \) is independent of the position in \( u \)-space. Under this assumption, we obtain

\[
\left( \int_{4\pi} \cos \alpha L(x, \bar{\omega}) \, d\omega \int_{4\pi} \cos \beta L(x, \bar{\omega}) \, d\omega \int_{4\pi} \cos \gamma L(x, \bar{\omega}) \, d\omega \right) = -\frac{\langle \cos^2 \theta \rangle_{\text{avg}}}{\sigma_t - g \sigma_s} \left( \frac{d}{dx} \int_{4\pi} L(x, \bar{\omega}) \, d\omega \right).
\]

A more elegant way to write this vector equation is

\[
\int_{4\pi} \bar{\omega} L(x, \bar{\omega}) \, d\omega = -\frac{\langle \cos^2 \theta \rangle_{\text{avg}}}{\sigma_t - g \sigma_s} \nabla \int_{4\pi} L(x, \bar{\omega}) \, d\omega,
\]

and this is exactly Fick’s law of diffusion. The integrals are usually renamed as in Section 6.3 such that we have

\[
F(x) = -D(x) \nabla \phi(x) = -\frac{\langle \cos^2 \theta \rangle_{\text{avg}}}{\sigma_t'(x)} \nabla \phi(x), \tag{7.16}
\]

where \( F \) is the net flux (6.19), \( \phi \) is the fluence (6.18), \( D \) is called the diffusion coefficient, and \( \sigma_t' \) is the reduced extinction coefficient defined by

\[
\sigma_t' = (1 - g) \sigma_s + \sigma_a = \sigma_t - g \sigma_s.
\]

This derivation of Fick’s law is more general than the derivations I have been able to find by previous authors. Fick [1855] originally derived this proportionality between net flux and the gradient of the fluence as a law for liquid diffusion. A derivation from the one-dimensional radiative transfer equation, which results in conclusions similar to ours (but for one-dimensional transport), has been presented by Glasstone and Edlund [1952].

The problem in generalisation of results derived for one-dimensional transport is that all equations are based on the assumption that radiance is rotationally invariant (axially symmetric) with respect to some given direction. The Fourier transform used in this section enables us to work around this problem. The idea of employing a Fourier transform for a generalised derivation of Fick’s law was inspired by Waller’s [1946] use of similar Fourier transforms (for a different purpose than deriving Fick’s law). Fick’s law has, of course, been derived for three-dimensional transport before [Case and Zweifel 1967; Ishimaru 1978], but these derivations are based on the \( P_1 \) approximation whereas the derivation given here is rigorous. In the \( P_1 \) approximation radiance \( L(x, \bar{\omega}) \) is approximated by the first two terms of a spherical harmonics expansion. This is a very restrictive assumption. There is substantial theoretical and experimental
evidence [Bothe 1941; Chandrasekhar 1950; Glasstone and Edlund 1952; Weinberg and Wigner 1958; Case and Zweifel 1967; Ishimaru 1989; Aronson and Corngold 1999; Elaloufi et al. 2003; Ripoll et al. 2005; Pierrat et al. 2006] that this assumption is only valid for nearly isotropic, almost non-absorbing media ($\sigma'_a >> \sigma_a$).

The diffusion equation follows quickly when Fick’s law is available. Insertion of Fick’s law (7.16) in Equation 6.21 gives the diffusion equation for a medium which is not an emitter:

$$\nabla \cdot (D(x)\nabla \phi(x)) = \sigma_a \phi(x) .$$

(7.17)

If sources were present in the medium, a few source terms would be present in this equation.

Before employing the diffusion equation, I would like to emphasise that it is only valid if $\langle \cos^2 \theta \rangle_{\text{avg}}$ is independent of the position in $u$-space. To determine when this is the case, we analyze the mean square cosine of the Fourier transformed radiance distribution using its definition (7.12). Since the third Legendre polynomial is $P_2(\cos \theta) = \frac{1}{2}(3 \cos^2 \theta - 1)$, we express cosine squared in terms of Legendre polynomials as follows:

$$\cos^2 \theta = \frac{1}{3} P_0(\cos \theta) + \frac{2}{3} P_2(\cos \theta) .$$

(7.18)

After expansion of $\tilde{L}$ as a sum of Legendre polynomials, this result can be inserted in the definition of $\langle \cos^2 \theta \rangle_{\text{avg}}$ and using the orthogonality of the Legendre polynomials, the result is

$$\langle \cos^2 \theta \rangle_{\text{avg}} = \frac{1}{3} + \frac{2}{3} \frac{\tilde{L}_2(u)}{\tilde{L}_0(u)} .$$

(7.19)

In the $P_1$-approximation, $\tilde{L}_2$ vanishes and the diffusion equation (7.17) reduces to the traditional diffusion equation in which $D = 1/(3\sigma'_1)$. However, as mentioned previously, the $P_1$-approximation is only valid for a very limited range of media. An important observation by Glasstone and Edlund [1952] is the following. If $\tilde{L}(u, \tilde{\omega})$ can be treated as a product of two functions, one of which depends on $u$ and the other on $\tilde{\omega}$, then all the expansion coefficients $\tilde{L}_n$ bear a constant ratio to $\tilde{L}_0$, and then Fick’s law is valid. This condition is usually fulfilled in the asymptotic regions of a medium, that is, at considerable distances from sources and boundaries. It remains, then, to find an expression for the diffusion coefficient $D$ which is valid for a broader range of media than those for which $\sigma'_1 >> \sigma_a$.

From this point on, we can proceed in two different directions. One is due to Bothe [1941; 1942], the other to Waller [1946]. Bothe’s approach is to insert
a trial solution in the radiative transfer equation (6.1), and derive an equation from which $D$ can be determined. Waller’s approach is to derive a continued fraction expression for $L_0$. With a considerable amount of algebraic manipulation, it is possible to transform this continued fraction into an expression for $L_0 = \phi$ [Holte 1948]. An expression for $D$ can then be extracted from the expression for $L_0$ [Kuščer and McCormick 1991]. In both approaches, practically useful expressions are obtained by considering only a finite number of terms in a Legendre polynomials expansion of the phase function $p$.

A phase function which is very commonly used in graphics is the Henyey-Greenstein phase function [Henyey and Greenstein 1940]. It is a very convenient phase function to expand in Legendre polynomials because the coefficients are [Aronson and Corngold 1999]

$$p_n = g^n,$$

where $g$ is the asymmetry parameter (7.5). The full expansions by Bothe [1941; 1942] and Holte [1948] are reproduced and their range of validity is discussed by Aronson and Corngold [1999]. A practical expression for the diffusion coefficient $D$ obtains if we truncate the original expression of Holte to first order:

$$D = \frac{1}{3\sigma'_t} \left(1 - \frac{4}{5} \frac{\sigma_a}{\sigma_s(1 - g^2) + \sigma_a}\right)^{-1}. \quad (7.20)$$

This expression for the diffusion coefficient gives a much better result for absorbing media and media that exhibit anisotropic scattering [Ripoll et al. 2005]. This is important if we want to use diffusion rather than Monte Carlo path tracing because the larger the particles in a medium are, the more forward peaked (anisotropic) is the scattering of the medium [van de Hulst 1957]. For many natural materials the particles are big enough to exhibit highly anisotropic scattering. Most of the particles considered in Part IV are highly forward scattering.

## 7.2 Subsurface Scattering

Subsurface scattering is a name given to rendering algorithms that only consider the radiance emergent on the surface of a scattering medium. The first subsurface scattering model was presented by Blinn [1982]. The more general concept of subsurface scattering was formulated by Hanrahan and Krueger [1993]. The global formulation of subsurface scattering, that is, the formulation of subsurface scattering in terms of a BSSRDF was first considered by Pharr and Hanrahan [2000]. Except for Blinn’s [1982] single scattering approximation, these models for subsurface scattering were based on Monte Carlo simulation and very expensive to evaluate.
To make volume rendering more practical, diffusion theory was introduced to graphics by Stam [1995]. He also suggests that diffusion theory might be used for subsurface scattering, but he notes the problem that diffusion theory is only valid in the asymptotic regions of a medium. The asymptotic region of a medium is some mean free paths from sources and boundaries of the medium. The mean free path is defined by $1/\sigma$ and it is the average distance that a ray of light penetrates into the medium before the first scattering event takes place. Disregarding the problem that diffusion theory is only strictly valid in the asymptotic regions, the diffusion theory was used by Jensen et al. [2001] to find a practical BSSRDF model for subsurface scattering. This is the model that people most often are referring to when they talk about subsurface scattering.

Subsurface scattering is currently one of the most popular rendering techniques. It is popular because it is a fast way of approximating the scattering that goes on beneath the surface of a medium. The more correct result is obtained by evaluation of the radiative transfer equation. To connect the theory of the previous chapters all the way to a practical rendering technique, I will give a quick overview of the subsurface scattering model introduced by Jensen et al. [2001].

To find a practical rendering technique, we would like to derive a BSSRDF for the rendering equation using diffusion theory. It is common to split the BSSRDF in two terms. One for single scattering $S^{(1)}$ and one for diffuse scattering $S_d$, such that

$$ S = T_{12} (S_d + S^{(1)}) T_{21}, $$

where $T_{12}$ and $T_{21}$ are the Fresnel transmittance terms where the radiance enters and exits the medium, respectively. The advantage is that methods exist for evaluation of the single scattering part [Blinn 1982; Hanrahan and Krueger 1993]. Then we only need to worry about the diffuse part of the BSSRDF $S_d = S_d(|x_i - x_o|)$, where we assume that the diffuse part only depends on the distance between the point of incidence $x_i$ and the point of emergence $x_o$. This means that we can evaluate $S_d$ by integrating some of the directional dependencies out of Equation 7.2.

Considering only the diffuse term and integrating over outgoing directions in Equation 7.2, the results is

$$ \frac{dM_d(x_o)}{d\Phi_i(x_i, \omega_i)} = \pi S_d(|x_i - x_o|), $$

where $M_d = d\Phi_o / dA_o$ is called the diffuse radiant exitance. If we make the somewhat enervating assumption that no diffuse radiance is scattered at the surface in the inward direction, then the inward part of the integral defining the
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diffuse net flux \( \mathbf{F}_d \) will be zero at the surface, and we have
\[
\mathbf{n} \cdot \mathbf{F}_d = \mathbf{n} \cdot \int 2\pi \mathbf{\tilde{\omega}} L(\mathbf{x}, \mathbf{\tilde{\omega}}) \, d\omega = \int 2\pi L(\mathbf{x}, \mathbf{\tilde{\omega}}) \cos \theta \, d\omega = M_d . \tag{7.22}
\]

What is interesting here is that we now have a connection between the rendering equation and the diffusion theory.

The diffusion equation (7.17) is an expression which concerns the fluence \( \phi \). Many approximate analytical solutions exist in the literature for the diffusion equation. One such analytic solution is the dipole approximation [Farrell et al. 1992]:
\[
\phi(\mathbf{x}) = \frac{\Phi}{4\pi D} \left( \frac{e^{-\sigma_{tr}d_r}}{d_r} - \frac{e^{-\sigma_{tr}d_v}}{d_v} \right) , \tag{7.23}
\]
where \( \Phi \) is the power of the dipole, \( \sigma_{tr} = \sqrt{3\sigma_a \sigma_t' \sigma_s} \) is the effective transport coefficient, \( \sigma_t' = \sigma_a + (1 - g) \sigma_s \) is the reduced extinction coefficient, \( g \) is the asymmetry parameter (7.5), and it is assumed that the medium is homogeneous such that the diffusion coefficient \( D \) is a constant. The dipole consists of two sources: a positive real source at the distance \( d_r = |\mathbf{x}_r - \mathbf{x}_o| \) from the point where light exits the medium and a virtual mirror source at the distance \( d_v = |\mathbf{x}_v - \mathbf{x}_o| \) from the same point.

It is now only a matter of putting the math together. Inserting Fick’s law of diffusion (7.16) in Equation 7.22, we have the following expression for the diffuse radiant exitance:
\[
M_d = -D \mathbf{n} \cdot \nabla \phi(\mathbf{x}) .
\]

Inserted in Equation 7.21, this gives an expression for the BSSRDF
\[
\pi S_d(|\mathbf{x}_i - \mathbf{x}_o|) = -D \frac{d(\mathbf{n} \cdot \nabla \phi(\mathbf{x}_o))}{d\Phi_i(\mathbf{x}_i, \mathbf{\tilde{\omega}}_i)} .
\]

To use this bridge between the rendering equation and diffusion theory, we insert the dipole approximation (7.23). If we orient the coordinate system such that the \( z \)-axis points in the direction of the inward normal at the point of incidence \( \mathbf{x}_i \), the dipole sources lie on the \( z \)-axis and \( d_r \) and \( d_v \) are distance functions of \( z \) and \( r = |\mathbf{x}_i - \mathbf{x}_o| \). See Figure 7.1. We get
\[
\pi S_d(r) = -D \frac{d\Phi}{d\Phi_i} \frac{\partial}{\partial z} \left[ \frac{1}{4\pi D} \left( \frac{e^{-\sigma_{tr}d_r(z,r)}}{d_r(z,r)} - \frac{e^{-\sigma_{tr}d_v(z,r)}}{d_v(z,r)} \right) \right] . \tag{7.24}
\]

A few geometrical considerations lead to the following expressions for the distance functions:
\[
d_r(z, r) = \sqrt{r^2 + (z + z_r)^2} \quad \text{and} \quad d_v(z, r) = \sqrt{r^2 + (z - z_v)^2} , \tag{7.25}
\]
where the signs have been chosen such that both $z_r$ and $z_v$ are positive. Inserting and differentiating in Equation 7.24 gives the following, when we subsequently set $z = 0$ to find $S_d$ at the surface:

$$
\pi S_d(r) = \frac{1}{4\pi} \frac{d\Phi}{d\Phi_i} \left( \frac{z_r(1 + \sigma_t d_r)e^{-\sigma_t d_r}}{d_r^3} + \frac{z_v(1 + \sigma_t d_v)e^{-\sigma_t d_v}}{d_v^3} \right). \quad (7.26)
$$

It remains to choose a power for the dipole and a position for each pole. Since the dipole represents light scattered diffusely within the medium, it makes sense to choose a power $\Phi$ which is proportional to the incident flux $\Phi_i$. The diffuse color of the medium is approximately given by the scattering albedo $\alpha = \sigma_s/\sigma_t$ of the medium. Therefore we can use the reduced scattering albedo $\alpha' = \sigma_s(1-g)/\sigma_t'$, to denote the color of the dipole. The power of the dipole is then $\Phi = \alpha' \Phi_i$. An appropriate position for the real source is $z_r = 1/\alpha'$ which is one (reduced) mean free path below the point of incidence $x_i$. The most obvious choice would then be the same $z_v$, but a trick is used here to correct for the error introduced by the assumption that no diffuse radiance is scattered at the surface in the inward direction. This assumption is not true if the medium has an index of refraction different from that of air (because then some diffuse radiance will be reflected back into the medium at the surface). A position for the virtual source taking
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this internal reflection into account is \( z_v = z_r + 2AD \) [Moulton 1990; Farrell et al. 1992], where the parameter \( A \) is related to the diffuse Fresnel reflectance \( R_{dr} \) as follows [Groenhuis et al. 1983]:

\[
A = \frac{1 + R_{dr}}{1 - R_{dr}} .
\]  

(7.27)

The diffuse Fresnel reflectance is defined by the integral over the hemisphere of the cosine weighted Fresnel reflectance. An approximate empirical formula is [Egan and Hilgeman 1979]:

\[
R_{dr} = -1.440n'^{-2} + 0.710n'^{-1} + 0.668 + 0.0636n' ,
\]  

(7.28)

where \( n' = n'_\text{from}/n'_\text{to} \) is the relative index of refraction, that is, the ratio of the refractive index for the medium containing the incident light ray to that of the medium which the light is incident upon. In our case, since we consider internal reflection, \( n' = n'_\text{inside}/n'_\text{outside} \).

If we insert these expressions for the power of the dipole \( \Phi \) and the distances to the poles \( z_r \) and \( z_d \) in Equation 7.26, we get the following practical BSSRDF for the diffuse scattering:

\[
S_d(r) = \frac{\alpha'}{4\pi^2} \left( \frac{(1 + \sigma_{tr}d_r)e^{-\sigma_{tr}d_r}}{\sigma'_t d_r^3} + \left( \frac{1}{\sigma'_t} + 2AD \right) \frac{(1 + \sigma_{tr}d_v)e^{-\sigma_{tr}d_v}}{d_v^3} \right) ,
\]

where

\[
d_r = \sqrt{r^2 + (1/\sigma'_t)^2} \]

\[
d_v = \sqrt{r^2 + (1/\sigma'_t + 2AD)^2} .
\]

The parameter \( A \) is given by Equation 7.27 and \( D \) is the diffusion coefficient which we gave a practical approximation for in Equation 7.20. Furthermore, we recall that \( \sigma'_t = \sigma_a + (1 - g)\sigma_s \) is the reduced extinction coefficient and \( \sigma_{tr} = \sqrt{3\sigma_a \sigma'_t} \) is the effective transport coefficient. Thus we see that the practical BSSRDF of Jensen et al. [2001] is completely described by the index of refraction of the surrounding medium, which is usually air (\( n'_{\text{outside}} = 1 \)), and the macroscopic optical properties of the material. These are, in summary,

\( n' \) - the real part of the index of refraction
\( \sigma_a \) - the absorption coefficient
\( \sigma_s \) - the scattering coefficient
\( g \) - the asymmetry parameter.

Part II of this thesis explores how it is possible to compute the macroscopic optical properties from a description of the particle composition of a material.
7.3 Conclusions

This part of the thesis has covered a broad range of theories concerning the propagation of light. To get started, a historical study of theories of light was presented (Chapter 2). This work is, to my knowledge, the first in-depth, source-based historical study that pinpoints events with relevance for graphics in the development of theories of light. Besides demonstrating that we can use the old theories of light to construct fast rendering techniques (Section 2.4), one of the key observations was that the development of realistic image synthesis, to a certain extent, has followed the development of theories of light. To investigate how we might continue this development, the chapters which followed the historical perspective strived to connect the theories of light currently used in graphics all the way up to quantum electrodynamics.

The connection between the theories of light used in graphics and the theory of quantum electrodynamics is important because it reveals in what aspects the behaviour of light has been simplified in graphics. Even more importantly, it reveals how the material properties used in graphics connect to the more microscopic properties of materials measured by physicists. The relationship between microscopic and macroscopic material properties is further investigated in Part II. The theory of quantum electrodynamics was only described introductory (Chapter 3). In my opinion, it is important to have an introductory understanding of the true nature of light. The first purpose of the introductory description was to formulate a renderer which captures all known details in the behaviour of light (Section 3.4). While such a renderer, in general, is too computationally expensive, it provides the information we need to formulate more macroscopic rendering algorithms which capture phenomena such as diffraction. The introductory description of quantum electrodynamics (Chapter 3) serves other purposes as well: It provides the means to understand the absorption and emission properties of materials (this subject is investigated introductory in Chapter 8); it introduces the concept of operators to handle problems of high dimensionality (we will return to such operators in Part III, where we will look at multidimensional appearance models from a geometrical point of view); finally, it demonstrates how the quantum theory of light simplifies to Maxwell’s electromagnetic field theory.

The electromagnetic field theory is essential in many aspects of this thesis. The description of the theory (Chapter 4) was a review with emphasis on the parts of the theory that are important for the thesis. In particular, the origin of the complex index of refraction was discussed. This is important because the imaginary part of the index of refraction denotes absorption, and the correct handling of absorbing media is a general theme throughout the thesis. Since the complex index of refraction is not considered so often in the literature, some effort was
spent to show that the formulae from the electromagnetic theory which we use most often in graphics (the law of reflection, the law of refraction, the Fresnel equations) are also valid for media with a complex index of refraction. Furthermore, the flow of energy in an electromagnetic field was considered because the flow of energy determines the intensity of the colours that we see, and, hence, it is what we would like to trace in order to render realistic images.

To trace the flow of energy in an electromagnetic field, geometrical optics is used in graphics. Geometrical optics is a simplification of the wave theory of light to a ray theory of light. It has been described many times in the literature, but usually it is described for homogeneous waves in a heterogeneous material, or for inhomogeneous waves in a homogeneous material. The description given in this thesis (Chapter 5) is also valid for inhomogeneous waves in a heterogeneous medium. The reason for this general treatment of geometrical optics is that waves are almost always inhomogeneous when they propagate through an absorbing medium. Absorption is important in graphics as it tells us a lot about the appearance of a material. The presented treatment of geometrical optics involved a new idea for real-valued ray tracing of heterogeneous, absorbing media. Theoretically, the new idea more faithfully follows the true flow of energy through an absorbing medium. If the absorption is strong, one might object that we do not need to trace rays through the medium as the energy will quickly be absorbed. Being able to trace rays through an absorbing particle is on the other hand very valuable. It enables us to determine the scattering of an absorbing particle of arbitrary shape using simple ray tracing. In Chapter 9 we will see that it is not so easy to compute the scattering of a particle in an electromagnetic field using an analytical approach. It remains to be investigated how accurately the new ray tracing scheme models the true electromagnetic scattering by particles.

In graphics we model a material composed of many particles using macroscopic scattering properties and radiative transfer theory. After the description of the path that rays of light follow through a medium, the connection between scattering of electromagnetic waves by particles and the scattering properties used in radiative transfer theory was given ample attention (Chapter 6). This is a difficult subject because radiative transfer theory was not originally based on the physical theories of light. The presented treatment of the subject emphasised the limiting assumptions that we make when we go to a macroscopic description of scattering and use it with radiative transfer theory. Finally, we connected the presented theory to rendering. This was done by a short description of Monte Carlo path tracing for rendering volumes (Section 6.4).

Since volume rendering is an expensive computation, we often only consider light emergent on surfaces. To complete the connection between physical theories of light and the rendering algorithms used in practice, the connection to
surface-based rendering techniques was described in this chapter. To describe how radiative transfer connects to diffusion-based rendering techniques (and to find out how general the connection is), a new and more general derivation of Fick’s law of diffusion was also presented (Section 7.1). Finally, it was demonstrated how the very popular rendering technique called subsurface scattering (the dipole approximation) is derived from diffusion theory.

In summary, this part covered the historical development leading to quantum electrodynamics and the simpler theory of light currently employed in graphics; the simplification of quantum electrodynamics to the theory of light that we use; and various considerations over the role of macroscopic optical material properties in the theories of light and in different rendering techniques. Throughout this part, I have strived to make the theory general such that it covers light propagation in a large group of the materials that we find in the real world. This is important in a graphics context, where we would like to capture the appearance of nature rather than the behaviour of light in an artificial setup such as a system of lenses.
Part II

MATTER
Although the first part of this thesis is mainly about theories of light, it also contains much information about matter. Indeed we have introduced several parameters to describe the properties of materials at a macroscopic level. What we have not discussed is how to obtain these optical properties. The easy way out is to say that we can simply measure them, but that would leave us with an incredibly large amount of work to do. We cannot measure the properties of every material that we want to use. Even if we make a huge database of material properties, we would often need a slightly different version of a material or the properties of a material under different conditions. Then we could adjust the measured properties manually, but unfortunately some of the properties are not very intuitive. It is, for example, difficult to guess how the scattering properties of an iceberg changes when its temperature changes, or how milk scatters light differently when its fat content decreases. We could also measure these dependencies, but it makes the measurements even more difficult and our database would increase with an incredible amount of tabulated data. In short, it is not practical to measure optical properties at too macroscopic a level.

Even if it is too complicated to derive optical properties of materials from the quantum theories, it is very valuable to know how they connect to the more microscopic properties of matter. The smaller the level at which we model the
properties, the fewer “primitives” do we have. At a more microscopic level the
database is smaller, and it becomes easier to model the relationship between the
properties and the physical conditions of the material. At an atomic level the
motion of the atoms tells us how the material relates to its temperature. If we
look at the particle composition of a material (here referring to light scattering
particles, not quantum particles), we will be able to model how the optical
properties change when we change the contents of the material relative to each
other. In the following we want to find out from which point of departure
it makes sense to calculate the optical properties. And at what level should
we use measurements? The chapters of this part explore the relations between
electrons and the index of refraction (Chapter 8); between the index of refraction
and the scattering of a particle (Chapter 9); between the properties of a single
particle and the properties of a cloud of particles (Chapter 10); and between the
spectral optical properties and the trichromatic colour-values used in a rendering
(Chapter 11).

The first material properties we discussed in Part I were the charge and cur-
cent densities in the microscopic Maxwell equations (4.1–4.4). As described in
Chapter 3, they model the mean effect of the electrons in a charge field. All
the electrons are however not alike. They have different definite and angular
momenta. The possible states of these momenta depend on the nature of the
material. The polarisation and magnetisation vectors described in Section 4.2
are ways of describing the properties of electrons which are bound to atoms.
The polarisation vector $P$ is the dipole moment per unit volume which approx-
imates an assembly of atoms. The magnetisation vector $M$ is the net magnetic
moment per unit volume [Feynman et al. 1964, Sec. 35-4]. For $N$ atoms with
average magnetic moment $\mu_{\text{avg}}$, we have

$$M = N\mu_{\text{avg}} .$$

To explain what magnetic moment is, we need to know what magnetism is.
It is caused by orbit motion and spin of electrons in atoms. For quantum
mechanical reasons the momentum of the orbit motion around the nucleus is
half the angular momentum which describes the spin of the electron [Feynman
et al. 1964, Sec. 34-2]. Thus only one momentum is needed to describe the orbit
and spin. This momentum is called the magnetic momentum $\mu$ and it is the
charge $-q_e$ of the electron divided by its mass $m$ times the angular momentum
$J$:

$$\mu = -\frac{q_e}{m} J .$$

As the next step we introduced the electric susceptibility (or polarisability) $\chi_e$
and the magnetic susceptibility $\chi_m$. The former assumes a proportionality re-
lation between the polarisation vector $P$ and the electric field vector $E$ such
that \( \mathbf{P} = \varepsilon_0 \chi_\varepsilon \mathbf{E} \). The latter assumes proportionality between the magnetisation vector \( \mathbf{M} \) and the magnetic vector \( \mathbf{H} \) such that \( \mathbf{M} = \chi_m \mathbf{H} \). Based on these assumptions, as well as the assumption that the density of free currents is proportional to the electric field vector, we arrived at the isotropic material equations \((4.27-4.29)\). The proportionality factors appearing in these equations were used to define the index of refraction \( n \) (cf. Equation \(4.41\)). The index of refraction is the first of the optical properties which we use extensively in graphics. The relation of the index of refraction to the more microscopic descriptions of matter is completely obscured by the intermediate material properties. In the following section we will see if we can get a better understanding of the refractive index.

## 8.1 The Index of Refraction

The relationship between electrons and the index of refraction is not intuitively clear when we look at the description which is based on the speed of light in vacuum \( c \), the permittivity \( \varepsilon \), the permeability \( \mu \), and the conductivity \( \sigma \) of the material:

\[
n = c \sqrt{\mu (\varepsilon + i\sigma/\omega)}.
\]

It is, however, not so difficult to explain what the index of refraction means (approximately) when we consider a plane wave as the solution of Maxwell’s equations. The real part describes the ratio of the speed of light to the phase velocity of the wave \( n' \approx c/v \), while the imaginary part describes the absorption of light by the material \( n'' \approx \sigma_\varepsilon \lambda/4\pi \) (cf. Section 4.3).

Since \( n' \) is greater than one for almost all materials (under rare circumstances it may also be less than one), it looks as if light slows down when entering a material, but we know that photons always move at the speed of light. The reason for this peculiarity is that it is not the same photons emerging from the material. The emerging photons have been emitted anew by the electrons in the material. This is also the case for the reflected photons. Howcome they emerge in the reflected and refracted directions? Because, when we add up the probability amplitudes for the photons to go in all the different possible directions through space, it so happens that the amplitude is significantly larger for the photons to move in the reflected and refracted directions. The phase velocity (and therefore \( n' \)) must then be determined by the ability of the material to absorb and reemit photons.

Let us limit this discussion of the index of refraction to non-magnetic materials \((\mu = 1)\). The motion of the charges in a material defines its ability to absorb and emit photons. The degree to which an incident light field sets the charges
in motion is described by the electric susceptibility $\chi_e$ of the material. If we let $\alpha(\omega)$ denote the (frequency dependent) degree to which an atom is electrically susceptible, the atomic polarisability, we have [Feynman et al. 1964, Sec. 32-3]

$$P = \varepsilon_0 N \alpha(\omega) E_{local}, \quad (8.1)$$

where $N$ is the number of atoms per unit volume and $E_{local}$ is the electric field at a single atom.

If we take the macroscopic Maxell equations (4.20–4.23), and assume that there are no free currents or charges (and still that the material is non-magnetic such that $M = 0$), some algebraic manipulation gives

$$\nabla^2 E - \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} = -\frac{1}{\varepsilon_0} \nabla (\nabla \cdot P) + \frac{1}{\varepsilon_0 c^2} \frac{\partial^2 P}{\partial t^2}. \quad (8.1)$$

Assuming that the materials are isotropic, the divergence of the polarisation vector is zero. If we also assume that the waves are plane, the polarisation vector will also behave as a plane wave as it is proportional to $E$. Then the equation reduces to

$$-k^2 E + \frac{\omega^2}{c^2} E = -\frac{\omega^2}{\varepsilon_0 c^2} P. \quad (8.2)$$

Thinking of the atom as being spherical (which is alright for most liquids and for atoms in a cubic crystal lattice), the local electric field is [Feynman et al. 1964, Sec. 11-4]

$$E_{local} = E + \frac{1}{3 \varepsilon_0} P. \quad (8.2)$$

With the expression for the polarisation vector (8.1), this expression for the local field gives

$$P = \frac{3 \varepsilon_0 N \alpha}{3 - N \alpha} E, \quad (8.2)$$

which we insert in Equation 8.2 to get the following expression for the index of refraction:

$$n^2 = 1 + \frac{3 N \alpha}{3 - N \alpha}. \quad (8.3)$$

Another way to write it is

$$3 \frac{n^2 - 1}{n^2 + 2} = N \alpha. \quad (8.3)$$

This equation is known sometimes as the Clausius-Mossotti equation, sometimes as the Lorentz-Lorenz formula. It was derived first in a slightly different form by Mossotti [1850] and Clausius [1879] who assumed that atoms are small conducting spheres. Lorentz [1880] and Lorenz [1880] derived this relation between the index of refraction and the atomic polarisability as we see it here.
There could be several different atoms in a material. To capture this, we rewrite the left-hand side of Equation 8.3 such that it is a sum over the number densities for the different atoms:

\[
3 \frac{n^2 - 1}{n^2 + 2} = \sum_j N_j \alpha_j(\omega) .
\]

Under all these simplifying assumptions (non-magnetic, isotropic material of simple structure) we are able to approximate the index of refraction by calculating the number density for the different atoms in a material. These number densities are found in a simple way using the chemical formula for the material and Avogadro’s number.

As Newton found out in his experiments with prisms, the index of refraction is different for different wavelengths. This is because the atomic polarisability \( \alpha \) depends on frequency. Since atoms work as damped oscillators with several resonant frequencies, they follow the equation [Feynman et al. 1964, Sec. 32-1]

\[
\alpha(\omega) = \frac{q_e^2}{\varepsilon_0 m} \sum_k \frac{f_k}{\omega_{0k}^2 - \omega^2 + i\gamma_k \omega} ,
\]

where the atom acts as if it has resonators of charge \( f_k q_e \), mass \( f_k m \), and damping coefficient (or dissipation) \( \gamma_k \) at the natural frequency \( \omega_{0k} \) of oscillation mode \( k \). To find these coefficients that determine the wavelength dependency \( (\omega = 2\pi c/\lambda) \) of the index of refraction, we have to employ quantum mechanical concepts. For simple atoms it is possible to derive values for the coefficients using the Hamiltonian operator described in Chapter 3, but in many cases we will still have to rely on a number of measurements. Sometimes only a few oscillation modes are necessary to describe the index of refraction in the visible part of the spectrum (and note that that includes the absorption spectrum). This means that we have a theory from which we are able to approximate the index of refraction using only a limited number of constants for each atom. This makes the size of the database we need manageable.

The formula for the atomic polarisability (8.5) reveals that the real and imaginary parts of the index of refraction depend on the same set of constants. Thus there is also an internal relation between them. There are some limits to the combinations of \( n' \) and \( n'' \) which occur in nature. Absorption affects the phase velocity of light in a medium and vice versa. If we insert the expression for the atomic polarisability in the Clausius-Mossotti equation (8.4), and isolate the real and imaginary parts of the index of refraction, the result is not pretty. All the coefficients influence both the real and imaginary parts. The damping coefficient is, however, far more significant in absorption (the imaginary part) than in the real part of the refractive index.
Absorption occurs when a photon is annihilated in the process of lifting an electron to a higher energy state. Conversely, an emission occurs when a photon is created (or liberated) as an electron drops to a lower energy state. There is consequently a relationship between absorption, emission, and the coefficients needed to compute the index of refraction. In the following section we will briefly explore these relations.

8.2 Absorption and Emission

Suppose we have a material with a number density $N_1$ of atoms in energy state $E_1$ and a number density $N_2$ of atoms in energy state $E_2$. We let the difference between the energy states be such that the absorption of one photon will lift an atom from $E_1$ to $E_2$ and emission of a photon will do the opposite. This means that $E_2 - E_1 = \hbar \omega$. The Boltzmann law then says that in thermal equilibrium:

$$N_2 = N_1 e^{-\frac{E_2 - E_1}{kT}} = N_1 e^{-\frac{\hbar \omega}{kT}}, \quad (8.6)$$

where $k = 1.38 \cdot 10^{-23} \text{J/K}$ is the boltzmann constant. Letting $|N_p\rangle$ denote a state with $N_p$ photons of frequency $\omega$ and using the photon creation and annihilation operators, $\hat{a}^\dagger$ and $\hat{a}$, we recall from Section 3.1 that the probability amplitude of a photon being created (i.e. emitted) is given by

$$\hat{a}^\dagger |N_p\rangle = \sqrt{N_p + 1} |N_p + 1\rangle,$$

while the probability amplitude of a photon being annihilated (i.e. absorbed) is

$$\hat{a} |N_p\rangle = \sqrt{N_p} |N_p - 1\rangle.$$

The rate at which photons are created and annihilated is the sum of the probabilities for all the photons present. At thermal equilibrium the rate of emission must equal the rate of absorption. Therefore, if we recall that the probabilities are the square of the probability amplitudes, we get

$$N_1 N_p = N_2 (N_p + 1).$$

Using the ratio $N_2/N_1$ as given by Boltzmann’s law (8.6), we get the number density of photons in energy state $\hbar \omega$:

$$N_p = \frac{1}{e^{\frac{\hbar \omega}{kT}} - 1}. \quad (8.7)$$

If we find the different oscillation modes of the atoms in a material, we will be able to say what the number density of photons is at thermal equilibrium for
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Each mode. In other words, we can use this result to derive the emission and absorption spectra of materials.

We could now proceed to find the probabilities of electrons to shift from one energy state to another using the Hamiltonian operator described in Chapter 3, but it would take us too far afield. Instead, we simply note a few results from classical physics. If $\rho(\omega)\, d\omega$ denotes the energy per unit volume of radiation in the angular frequency interval $[\omega, \omega + d\omega]$, then at thermal equilibrium we have [Milonni 1994]

$$\rho(\omega_0)\, d\omega = \frac{\omega_0^2}{\pi^2 c^3} U\, d\omega,$$

where $U$ is the radiation energy per unit volume. If we consider a material with atoms that are able to radiate in all possible modes, we can replace $\omega_0$ by $\omega$ in this formula. Such a material is called a blackbody, and if we use our result from before to find the radiation energy $U = \hbar \omega N_p$, we get the blackbody emission spectrum using Equation 8.7:

$$\rho(\omega)\, d\omega = \frac{\omega^2}{\pi^2 c^3} \frac{\hbar \omega}{e^{\frac{\hbar \omega}{kT}} - 1} \, d\omega.$$

Using different relations between the quantities ($\omega = 2\pi c / \lambda$, $\hbar = 2\pi \hbar$), we can also write it in terms of wavelengths:

$$\rho(\lambda)\, d\lambda = \rho(\omega) \left| \frac{d\omega}{d\lambda} \right| d\lambda = \frac{8\pi c h \lambda^{-5}}{e^{\frac{h\lambda}{kT}} - 1} \, d\lambda.$$

The blackbody emission spectrum has been used frequently in graphics to model light sources. For sources that do not fit the blackbody emission spectrum, we use tabulated emission properties. In this chapter I have tried to show that there are other options. If the material is not approximately a blackbody, we have the option to look at the resonant frequencies ($\omega_0 k$) of the atoms in the material.

It is important to note that these resonant frequencies (or natural modes of oscillation) in atoms control all the macroscopic material properties. We can use them to compute both emission spectra and indices of refraction (which includes absorption spectra). Ultimately the connection between graphics and these physical theories can make us able to approximate the appearance of a material by looking at their chemical formulae. This opens up for many new applications of graphics. By visualizing the different components in a material each on their own and in different concentrations, we will be able learn how the appearance of materials relate to their chemical composition. This is useful, for example, if we want to predict or design the appearance of a material.

To continue this construction of a bridge between microscopic and macroscopic material properties, we will relate the indices of refraction to the scattering properties of materials in the following chapters.
Chapter 9

Particles as Spheres

Moyers: Perfection would be a bore, wouldn’t it?

Campbell: It would have to be. It would be inhumane. The umbilical point, the humanity, the thing that makes you humane and not supernatural and immortal — that’s what’s lovable.

Joseph Campbell and Bill Moyers, from The Power of Myth

In Chapter 6 we introduced macroscopic scattering properties by considering the scattering of a particle embedded in a host medium. The scattering was described without considering the actual geometry of the particles. Instead, we let an undetermined scattering matrix $S(\theta, \phi)$ describe the scattering of an arbitrary particle. Using this matrix, we derived a scattering cross section and a phase function for a particle. Finally, we combined the scattering cross sections with the number density of particles at different sizes to get the scattering coefficient and phase function which we use in realistic rendering. In this chapter we will show that it is possible to compute the scattering matrix if we assume that the particles are perfect spheres (Sec. 9.1). The formulae that we need to evaluate the scattering matrix are surprisingly complicated. So we will also discuss how one should evaluate the formal solution in practice (Sec. 9.2). Finally, we will briefly consider how to handle non-spherical particles (Sec. 9.3).

The calculation of scattering by a perfect sphere has been considered for more than a century. The formulae were originally derived by Lorenz [1890], and formally they have not changed much since. In the original theory, Lorenz
considered light from a transparent medium scattered by a transparent sphere. He used the ratio $N = n'_{\text{med}}/n'_p$ of the real refractive index of the host medium to that of the spherical particle. Mie [1908] derived the same formulae over again using Maxwell’s equations. Mie was considering colloidal suspensions of metallic particles. Since metals have a very significant imaginary part in their index of refraction, he generalised the original formulae using a complex index of refraction $n_p$ for the spheres. If you think about what types of matter that you are able to model with the original formulae, they are extremely limited. Water drops in air is an example which makes us able to model atmospheric phenomena such as clouds, mist, haze, and rainbows. It is difficult to think of other types of matter consisting of transparent particles in a transparent host medium. So, while the theoretical contribution of Mie was small, his extension of the theory was a considerable improvement in terms of materials that we are able to model. The theory of scattering by spherical particles is today called the Lorenz-Mie theory. Kerker [1969, Sec. 3.4] gives an excellent historical review of the different contributions to the theory in its initial development (and of how little the different contributors knew of each other’s work).

Even with the extension of Mie, the class of materials that we are able to model as possibly absorbing spheres in a transparent host is very limited. There are many particles which are approximately spheres, but it is rarely the case that the particles are embedded in a transparent host. The blue colour of the seas is caused by the weak absorption of water. Hence, even water is not transparent if the volume we are considering is large enough. Examples of absorbing spheres in a transparent host are then materials such as paints and plastics, suspensions of metallic particles in a transparent solvent, coloured glass, and the like. It would be much preferable if we were able to model the general case where the refractive index of the host medium is also allowed to be complex. This extension of the Lorenz-Mie theory was first considered by Mundy et al. [1974]. They used formulae formally equivalent to those of Lorenz and Mie, but they swapped the real-valued $n'_{\text{med}}$ in the final formulae for the complex version $n_{\text{med}}$ and this is how an absorbing host medium has subsequently been modelled.

After the paper by Mundy et al. [1974] there has been much discussion on scattering by particles in an absorbing host. The discussion is concerned with the problem explained in Section 6.1: we cannot really consider the scattering cross section to be an independent property of the material because there is an exponential attenuation term in the direction towards the observer left over in the formula (6.10). It means that we cannot really tell how much light was scattered by the particle if we look at the light that reaches a far away observer. This problem has not yet been solved. Another problem which people have neglected is that the Lorenz-Mie formulae were derived for homogeneous waves of light. In Chapters 4 and 5 we saw that waves are only very rarely homogeneous when propagating in an absorbing medium. Belokopytov and Vasil’ev [2006] have de-
rived the scattering of plane inhomogeneous waves by an absorbing particle in a non-absorbing host. This is a very special case because waves are as rarely inhomogeneous in a transparent medium as they are rarely homogeneous in an absorbing medium. Our goal in this chapter is to find the Lorenz-Mie formulae for the scattering of an absorbing sphere in an absorbing host. To do it properly, we need to take inhomogeneous waves in an absorbing medium into account. Even if we choose to limit ourselves to the more traditional case of homogeneous waves in our implementation, we should, at least theoretically, find out what difference it makes when the waves are inhomogeneous.

9.1 Scattering by a Sphere

Consider a plane wave scattered by a spherical particle embedded in a host medium. We take it that both the host medium and the particle are isotropic, homogeneous substances. Otherwise plane waves would not be a good approximation (cf. Section 4.3). Note that we make no assumptions about the absorption properties of the host medium and the particle, and we do not require the plane wave to be homogeneous or inhomogeneous. This treatment is therefore more general than previous work on the subject. However, we do this only as a theoretical exercise. I have not yet tried out the general theory in practice.

In the following we work with all the field vectors in their time-free form (this is acceptable as the exponential term involving time cancels out in the time-harmonic Maxwell equations). Furthermore we denote the complex refractive indices of the host medium and the particle \( n_{\text{med}} \) and \( n_{\text{p}} \) respectively. We are aiming at an expression for the scattered field. All we know at the moment (cf. Section 6.1) is that in the far field we can think of the scattered field as a spherical wave. To describe the relation between this spherical wave and the incident wave, we used a scattering matrix \( S(\theta, \phi) \). The scattering matrix relates the \( \parallel \)-polarised and the \( \perp \)-polarised components of the incident electric field to the same components of the Poynting vector of the scattered light (cf. Equations 6.8 and 6.9). Thus if we find the components of the scattering matrix, we also have an expression for the scattered field.

In Chapter 6 (Figure 6.1) we chose our coordinate system such that light is incident along the \( z \)-axis. This means that the \( z \)-axis points along the direction of the time-averaged Poynting vector for the incident field. For homogeneous plane waves the direction of the Poynting vector for the incident field is parallel to both the real and imaginary parts of the wave vector, but in general that is not necessarily the case. This means that we ought to think of the wave vector \( \mathbf{k} \) as having two different directions: one for the real part \( \mathbf{k}' \) and one for the
imaginary part $k''$. However, let us still think of it as if it were real, and only worry about the imaginary part when necessary.

The scattering plane is spanned by the $z$-axis and the direction of the scattered light. As we did in Chapter 5, we may identify TE components with $\perp$-polarised components and TM components with $\parallel$-polarised components. The $\perp$-polarised component of the electric field vector is by definition perpendicular to the scattering plane. The $\parallel$-polarised component lies in the scattering plane. For a homogeneous wave, the direction of $E_{i\parallel}$ would also be perpendicular to the $z$-axis, but that is not true in general.

Since we are working with a sphere, it is of no consequence with respect to particle geometry which way we choose to orient the $x$ and $y$ axes of the coordinate system. So let us choose that the $x$-axis is in the direction of the $\perp$-polarised component of the electric vector. By definition the $\parallel$-polarised component lies in the $yz$-plane, and we have

$$E_{i0} = E_{i\perp} \hat{e}_x + E_{i\parallel} (a \hat{e}_y + b \hat{e}_z) ,$$

(9.1)

where $\hat{e}_x$, $\hat{e}_y$, and $\hat{e}_z$ are the unit vectors in the direction of the axes of the coordinate system, $E_{i\perp}$ and $E_{i\parallel}$ are the complex amplitudes of the two polarisation components.
components of $E_{i0}$, and $a$ and $b$ are the direction cosines of $E_{i0}$ in the $y$ and $z$ directions respectively. See Figure 9.1.

Using that the $\parallel$-polarised component is also transverse magnetic (TM), we have the following general relation between the (complex) magnetic vector $H$ and the $\parallel$-polarised component of the electric vector $E_\parallel$ (it was obtained by modifying a case described by Born and Wolf [1999, §11.4.1]):

$$E_\parallel = -\frac{c\mu}{ik_0n^2} \frac{\partial H_x}{\partial z} = \frac{c\mu}{ik_0n^2} \frac{\partial H_x}{\partial y},$$

where $c$ is the speed of light in vacuum, $\mu$ is the permeability, and $k_0 = \omega/c$ is the wave number in vacuum. Dividing by $E = \sqrt{E \cdot E}$, gives the direction cosines. From the plane wave Maxwell equations (4.35–4.38) and the definition of the index of refraction (4.41), we have

$$H_0 = E_0 \frac{n}{c\mu},$$

and $H_z = H$ because $H_y = H_z = 0$ for the TM component.

Using these general relations with our incident light, we get

$$a = -\frac{k_z}{k_0n_{med}} = -\cos \alpha, \quad b = \frac{k_y}{k_0n_{med}} = \sin \alpha,$$

(9.2)

where $\alpha$ is a complex angle denoting the direction of the wave vector in the scattering plane (see again Figure 9.1).

From the plane wave Maxwell equations (in particular Equation 4.37), we know that $k \cdot E_0 = 0$. Calculating this dot product using Equations 9.1 and 9.2, we get

$$k \cdot E = k_x E_{i\perp} - k_y E_{i\parallel} \frac{k_z}{k_0n_{med}} + k_z E_{i\parallel} \frac{k_y}{k_0n_{med}} = k_x E_{i\perp}.$$

Therefore we have $k_x = 0$ as long as there is a TE component. This means that both the real and imaginary part of the wave vector $k$ lie in the scattering plane. Consequently, the electric vector of the incident wave has the following structure:

$$E_i = E_{i0} e^{i(k_y y + k_z z)}.$$

This is quite different from the case of a homogeneous wave, where only one coordinate is left in the exponential. For the inhomogeneous wave the scattering is not symmetric around the forward direction. A result which is very counter-intuitive since we are working with a sphere. It means that we can use only part of the results of Lorenz and Mie (and many others) for inhomogeneous waves. To find a solution, we look to the work of Belokopytov and Vasil’ev [2006].
Suppose we introduce the following slightly unusual set of spherical coordinates:

\[
x = \cos \beta \\
y = \sin \beta \sin \theta \\
z = \sin \beta \cos \theta ,
\]

where the \(x\)-axis is the polar axis such that the scattering plane is given by \(\sin \beta = 1\) and the forward direction when also \(\theta = 0\). The angle \(\theta\) is shown in Figure 9.1.

With these spherical coordinates, the expression for our incident field is

\[
E_i = E_0 e^{i r (k_y \sin \beta \sin \theta + k_z \sin \beta \cos \theta)} .
\]

Using the complex angle \(\alpha\), we can also write it as

\[
E_i = E_0 e^{i k r \sin \beta (\sin \alpha \sin \theta + \cos \alpha \cos \theta)} = E_0 e^{i k r \sin \beta \cos(\theta - \alpha)} ,
\]

where \(k = k_0 n_{\text{med}}\). In fact we are only interested in the scattering plane so we could omit the \(\sin \beta\) factor in the exponential. The version including \(\sin \beta\) is very close to the form of incident wave for which Belokopytov and Vasil'ev found a solution. The generalisation we have made is in the definition of \(\alpha\) (which is purely imaginary in their treatment). If you have an inhomogeneous wave in a non-absorbing medium, you have \(k \cdot k = k_0^2 n_{\text{med}}^2\) to be a real number.

Assuming \(k_z\) real and \(k_y\) purely imaginary in our Equations, we would have an inhomogeneous wave in a non-absorbing medium, and in that case the structure of our incident wave would be equivalent to the one addressed by Belokopytov and Vasil'ev [2006]. Thus the generalisation is a bit like Mie’s generalisation of Lorenz’ results: it is perhaps a small theoretical contribution, but it significantly extents the range of naturally occurring phenomena which the theory is able to model.

The spherical harmonics expansion based on the associated Legendre polynomials \(P^m_n\), which was found by Belokopytov and Vasil’ev [2006] for this type of exponential function (9.3), is

\[
e^{i k r \sin \beta \cos(\theta - \alpha)} = \sum_{n=0}^{\infty} i^n (2n + 1) \frac{\psi_n(kr)}{kr} \sum_{m=0}^{n} R^m_n P^m_n (\cos \beta) \cos(m(\theta - \alpha))
\]

with

\[
R^m_n = \begin{cases} 
(-1)^{(n-m)/2} 2^{1-n-\delta_{nm}} \frac{(n+m)!}{(n-m)/2!(n+m)/2!} & \text{for } n + m = 2l \\
0 & \text{for } n + m = 2l + 1 
\end{cases}
\]

where \(n, m \in \{0, 1, 2, \ldots\}\) and \(l \in \{1, 2, \ldots\}\), and \(\delta_{nm}\) is the Kronecker delta. The function \(\psi\) is a Riccati-Bessel function which we will return to later. The wave number \(k = k_0 n_{\text{med}}\) is complex in our case, but that does not invalidate the result.
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What we are really interested in is the scattered wave. In particular we would like to determine the four components of the scattering matrix $S(\theta, \phi)$. It has been shown many times in the literature [Debye 1909; van de Hulst 1957; Kerker 1969] that we do not need the expression for all the radial components of the scattered field to find the scattering matrix. We only need the Debye potentials (which are related to the scalar potentials discussed in Section 4.1). In the expansion of Belokopytov and Vasil’ev [2006] the Debye potentials for the scattered wave outside the sphere are:

$$u = \frac{1}{k^2} \sum_{n=1}^{\infty} i^{n-1} \frac{2n+1}{n(n+1)} a_n \zeta_n(kr) U_n(\theta, \beta)$$

(9.4)

$$v = \frac{1}{k^2} \sum_{n=1}^{\infty} i^{n-1} \frac{2n+1}{n(n+1)} b_n \zeta_n(kr) V_n(\theta, \beta)$$

(9.5)

where

$$V_n(\theta, \beta) = E_{||} V_{1n}(\theta, \beta) + E_{\perp} V_{2n}(\theta, \beta)$$

$$U_n(\theta, \beta) = -E_{\perp} V_{1n}(\theta, \beta) + E_{||} V_{2n}(\theta, \beta)$$

$$V_{1n}(\theta, \beta) = \sum_{m=1}^{n} R_n^m m P_n^m(\cos \beta) \sin(m(\theta - \alpha))$$

$$V_{2n}(\theta, \beta) = \sum_{m=1}^{n} R_n^m (n - m) P_n^m(\cos \beta) \cos(m(\theta - \alpha)) .$$

The spherical function $\zeta_n(z)$, where $z$ is a complex number, is composed of the spherical Bessel functions $j_n$ and $y_n$ such that

$$\zeta_n(z) = z(j_n(z) + iy_n(z)) .$$

The coefficients $a_n$ and $b_n$ fortunately turn out to be the traditional Lorenz-Mie coefficients when we go to the far field. We will return to those shortly. In the far field, we get expressions for the components in the scattering matrix (cf. Equation 6.8). As we already know, $S_3 = S_4 = 0$ for perfect spheres [van de Hulst 1957], the remaining two components of the scattering matrix are [Belokopytov and Vasil’ev 2006]

$$S_1 = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( a_n \frac{\partial U_n(\theta, \beta)}{\partial \beta} + b_n \frac{1}{\sin \beta} \frac{\partial V_n(\theta, \beta)}{\partial \theta} \right)$$

(9.6)

$$S_2 = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( a_n \frac{1}{\sin \beta} \frac{\partial U_n(\theta, \beta)}{\partial \theta} - b_n \frac{\partial V_n(\theta, \beta)}{\partial \beta} \right) .$$

(9.7)

This is the solution for the scattering of an inhomogeneous plane wave by an absorbing sphere in an absorbing host. It clearly demonstrates how unwillingly
the mathematics we know describe the scattering of electromagnetic waves by particles.

Let us try to interpret the angles appearing in this generalised formulation of the Lorenz-Mie theory. We chose that the \( x \)-axis is along the direction of the \( \perp \)-polarised component of the electric vector. The angle \( \beta \) is the polar angle between this component and the scattering plane. This is always a right angle. Therefore we have \( \beta = 90^\circ \). The azimuth angle \( \theta \) is the angle in the scattering plane between the forward direction and the direction of the scattered light. This means that \( \theta \) is the standard scattering angle. Another angle in the formulae is the complex angle \( \alpha \). It is a measure of the inhomogeneity of the incident wave, and it is given by the direction cosines of the wave vector \( \mathbf{k} \) of the incident light (cf. Equation 9.2).

If we were to render a medium with a phase function derived from the scattering functions presented here, it is new that we would have to keep track of the wave vector. It is, however, easily done for homogeneous media (i.e. media with the same macroscopic optical properties throughout). It is easy because in homogeneous media we have \( \nabla \mathcal{S} = \mathbf{k} \), and we found a formula for computing the gradient of the optical path \( \nabla \mathcal{S} \) in Chapter 5 (cf. Equation 5.34).

It should be mentioned that for a homogeneous wave, we get \( k_z = k \) and \( k_y = 0 \), and then \( \alpha = 0 \). This simplifies the structure of the exponential term in the expression for the incident wave, and we get the components of the scattering matrix in the commonly available form [Lorenz 1890; Mie 1908; van de Hulst 1957; Kerker 1969]:

\[
S_1(\theta) = \sum_{n=1}^{\infty} \frac{2n + 1}{n(n+1)} (a_n \pi_n(\cos \theta) + b_n \tau_n(\cos \theta)) \quad (9.8)
\]
\[
S_2(\theta) = \sum_{n=1}^{\infty} \frac{2n + 1}{n(n+1)} (a_n \pi_n(\cos \theta) + b_n \tau_n(\cos \theta)) \quad , \quad (9.9)
\]

where the functions \( \pi_n \) and \( \tau_n \) are related to the Legendre polynomials \( P_n \) as follows:

\[
\pi_n(\cos \theta) = \frac{P_n^1(\cos \theta)}{\sin \theta} = \frac{dP_n(\cos \theta)}{d(\cos \theta)}
\]
\[
\tau_n(\cos \theta) = \frac{dP_n^1(\cos \theta)}{d\theta} = \cos \theta \pi_n(\cos \theta) - \sin^2 \theta \frac{d\pi_n(\cos \theta)}{d(\cos \theta)} .
\]

Their numeric evaluation can be found in standard references on Lorenz-Mie theory [Dave 1969; Bohren and Huffman 1983].

It remains in this discussion of scattering by a spherical particle to give expressions for the Lorenz-Mie coefficients \( a_n \) and \( b_n \). In the far field they are given
by [Lorenz 1890]

\[
a_n = \frac{n_{\text{med}} \psi'_n(y) \psi_n(x) - n_p \psi'_n(y) \psi'_n(x)}{n_{\text{med}} \psi'_n(y) \zeta_n(x) - n_p \psi'_n(y) \zeta'_n(x)} \quad \text{(9.10)}
\]

\[
b_n = \frac{n_p \psi'_n(y) \psi_n(x) - n_{\text{med}} \psi'_n(y) \psi'_n(x)}{n_p \psi'_n(y) \zeta_n(x) - n_{\text{med}} \psi'_n(y) \zeta'_n(x)}, \quad \text{(9.11)}
\]

where the primes ' denote derivative. The spherical functions \( \psi_n(z) \) and \( \zeta_n(z) \) are known as Riccati-Bessel functions. They are related to the spherical Bessel functions \( j_n(z) \) and \( y_n(z) \) as follows:

\[
\psi_n(z) = z j_n(z) \\
\zeta_n(z) = z (j_n(z) - iy_n(z)).
\]

The argument \( z \) is an arbitrary complex number, the arguments \( x \) and \( y \) used for the Lorenz-Mie coefficients are related to particle and host medium as follows:

\[
x = \frac{2\pi r n_{\text{med}}}{\lambda} \quad \text{and} \quad y = \frac{2\pi r n_p}{\lambda},
\]

where \( \lambda \) is the wavelength in vacuum and \( r \) is the radius of the spherical particle.

When computers came around, it turned out to be quite difficult to find a numerically stable way of evaluating the spherical functions \( \psi_n \) and \( \zeta_n \) for complex arguments. Eventually, the numerical difficulties were solved for complex \( y \) [Kattawar and Plass 1967; Dave 1969; Wiscombe 1980]. This is sufficient for the traditional Lorenz-Mie theory with a non-absorbing host medium. When people started considering spheres in an absorbing host, starting with Mundy et al. [1974], it became necessary to find a robust way of evaluating the Lorenz-Mie coefficients for complex \( x \) as well. This is considerably more difficult. The following section describes a robust evaluation scheme proposed by Frisvad et al. [2007].

### 9.2 Evaluating Lorenz-Mie Coefficients

In the case of an absorbing host medium \( n_{\text{med}} \) has an imaginary part and then the parameter \( x \), used for evaluation of the Lorenz-Mie coefficients (9.10–9.11), is complex. The consequence is that most numerical evaluation schemes become unstable because the Riccati-Bessel functions enter the exponential domain and run out of bounds. Previously this instability has been solved for complex \( y \) parameters (absorbing particles), in the following we will describe a scheme for robust evaluation when \( x \) is also complex.
To avoid the ill-conditioning of the Riccati-Bessel functions $\psi_n$ and $\zeta_n$, the Lorenz-Mie coefficients are rewritten in a form involving only ratios between them [Kattawar and Plass 1967]

$$a_n = \frac{\psi_n(x)}{\zeta_n(x)} \frac{n_{med} A_n(y) - n_p A_n(x)}{n_{med} A_n(y) - n_p B_n(x)}$$  \hspace{1cm} (9.12)

$$b_n = \frac{\psi_n(x)}{\zeta_n(x)} \frac{n_p A_n(y) - n_{med} A_n(x)}{n_p A_n(y) - n_{med} B_n(x)}$$  \hspace{1cm} (9.13)

Here $A_n(z)$ and $B_n(z)$ denote the logarithmic derivatives of $\psi_n(z)$ and $\zeta_n(z)$ respectively:

$$A_n(z) = \frac{\psi_n'(z)}{\psi_n(z)} \hspace{1cm} \text{and} \hspace{1cm} B_n(z) = \frac{\zeta_n'(z)}{\zeta_n(z)}.$$

The ratio $A_n$ is only numerically stable with downward recurrence. Therefore the following formula is employed for its evaluation [Kattawar and Plass 1967]

$$A_n(z) = \frac{n + 1}{z} - \left( \frac{n + 1}{z} + A_{n+1}(z) \right)^{-1}.$$  \hspace{1cm} (9.14)

This formula is also valid for the ratio $B_n$, but then it is unfortunately unstable for both upward and downward recurrence [Cachorro and Salcedo 1991]. Instead, we use a different formula for $B_n$ which has been developed by Mackowski et al. [1990] in the field of multilayered particles embedded in a non-absorbing medium. It is numerically stable with upward recurrence for any complex argument [Mackowski et al. 1990]:

$$B_n(z) = A_n(z) + \frac{i}{\psi_n(z) \zeta_n(z)}$$  \hspace{1cm} (9.15)

$$\psi_n(z) \zeta_n(z) = \psi_{n-1}(z) \zeta_{n-1}(z) \left( \frac{n}{z} - A_{n-1}(z) \right) \left( \frac{n}{z} - B_{n-1}(z) \right).$$  \hspace{1cm} (9.16)

It remains to give a recurrence relation for the ratio $\psi_n(z)/\zeta_n(z)$ in Equations 9.12 and 9.13. Recent developments in the context of multilayered particles, provide a recurrence relation that works well for small $\text{Im}(z)$ [Wu and Wang 1991; Yang 2003]:

$$\frac{\psi_n(z)}{\zeta_n(z)} = \frac{\psi_{n-1}(z)}{\zeta_{n-1}(z)} \frac{B_n(z) + n/z}{A_n(z) + n/z}.$$  \hspace{1cm} (9.17)

The restriction to small $\text{Im}(z)$ is not a problem in graphics applications, as a larger $\text{Im}(z)$ means that the host medium is highly absorbing, and then we would not be able to make out the effect of particle scattering anyway.

The amplitude functions (9.8–9.9) are defined by an infinite sum, and in order to get a decent approximation, we must find an appropriate number of terms $M$ to
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sum. This is also necessary for initialisation of the downward recurrence (9.14) which computes \( A_n(x) \) and \( A_n(y) \). A formula determining \( M \), which has both an empirical [Wiscombe 1980; Mackowski et al. 1990] and a theoretical [Cachorro and Salcedo 1991] justification, is

\[
M = \left[ |x| + p|x|^{1/3} + 1 \right], \tag{9.18}
\]

where \( p = 4.3 \) gives a maximum error of \( 10^{-8} \). It is possible to calculate an approximate initial value for the downward recurrence (9.14), but, as explained by Dave [1969], the recurrence is not sensitive to the initial value, and therefore we can arbitrarily choose \( A_M(z) = 0 \).

Once \( A_0(z), \ldots, A_M(z) \) have been computed for both \( z = x \) and \( z = y \), we are able to find the ratios \( B_n(x) \) and \( \psi_n(x)/\zeta_n(x) \) as well as the Lorenz-Mie coefficients, \( a_n \) and \( b_n \), step by step. Note that there is no need to store \( B_n(x) \) and \( \psi_n(x)/\zeta_n(x) \) since they are computed using upward recurrences. These recurrences should be initialised by

\[
\begin{align*}
B_0(z) &= i \\
\psi_0(z)/\zeta_0(z) &= \frac{1}{2} \left( 1 - e^{i2z} \right) \\
\psi_0(z)/\zeta_0(z) &= \frac{1}{2} \left( 1 - e^{-i2z} \right). \tag{9.19}
\end{align*}
\]

Recall that there is a direct relationship between wavelength \( \lambda \) and the size parameters \( x \) and \( y \). This tells us that the Lorenz-Mie coefficients are spectrally dependent and should preferably be sampled at different wavelengths. They are also dependent on the particle radius \( r \) and are valid for spherical particles of arbitrary size as long as they do not exhibit diffuse reflection (which is only possible if the particle size greatly exceeds the wavelength and even so, the surface of the particle might still be smooth) [van de Hulst 1957]. Furthermore the equations provided in this section reveal that the complex refractive index of each particle inclusion, as well as that of the host medium, are needed as input parameters for computing the optical properties of a scattering material.

Having a robust way to compute the Lorenz-Mie coefficients, makes us able to evaluate the components of the scattering matrix. Either we can use the traditional approach, Equations 9.8 and 9.9, which is valid for homogeneous waves, or we can use the more general approach, Equations 9.6 and 9.7, which is also able to handle inhomogeneous waves. When we have obtained the scattering amplitudes, we are able to find the extinction and scattering cross sections as well as the phase function of the particle. These are all well defined quantities for particles in a non-absorbing medium. For a particle in an absorbing medium, we saw in Chapter 6 that the scattering cross section is a problematic quantity because the resulting formula depends on the distance to the observer.
When particles are embedded in an absorbing host, the extinction cross section $C_t$ is the only well defined observable quantity [Bohren and Gilra 1979]. It is computed using an optical theorem first presented by van de Hulst [1949; 1957]. The original theorem by van de Hulst is valid for particles of arbitrary shape and size, but it only applies to a non-absorbing host medium. To account for an absorbing host, we use a slightly modified equation presented by Bohren and Gilra [1979]:

$$C_t = 4\pi \text{Re} \left( \frac{S(0)}{k^2} \right),$$

(9.20)

where $S(0) = S_1(0) = S_2(0)$ is the amplitude in the forward direction of the scattered wave and $k = 2\pi n_{\text{med}}/\lambda$ is the wave number. Since the host medium was assumed by van de Hulst to be non-absorbing, $n_{\text{med}}$ and therefore also $k$ were assumed real and moved outside the Re operator (which takes the real part of a complex number). This is not allowed if the host medium is absorbing as the result would be a meaningless complex extinction coefficient. Correction by discarding the imaginary part of the result would not be a good approximation (except when particle absorption is considerably stronger than that of the host medium [Bohren and Gilra 1979]). Inserting the expression for $S(0)$ in this optical theorem (9.20) we get

$$C_t = \frac{\lambda^2}{2\pi} \sum_{n=1}^{\infty} (2n + 1) \text{Re} \left( \frac{a_n + b_n}{n_{\text{med}}^2} \right).$$

(9.21)

A form has not been found for the scattering cross section $C_s$ which is independent of the distance to the observer, but we still have to approximate $C_s$ to evaluate the radiative transfer equation (6.1). We use a far-field approximation which has been reported to be consistent with measured data [Randrianalisoa et al. 2006; Yin and Pilon 2006]. The chosen formula is identical to the scattering cross section for transparent media except for two correction terms: an exponential term and a geometrical term $\gamma$. The formula is

$$C_s = \frac{\lambda^2 e^{-4\pi r \text{Im}(n_{\text{med}})/\lambda}}{2\pi \gamma |n_{\text{med}}|^2} \sum_{n=1}^{\infty} (2n + 1) \left( |a_n|^2 + |b_n|^2 \right),$$

(9.22)

where $r$ in the exponential term is the uncertain part of the equation because it ought to be the distance to where the scattered wave is observed. This distance is unknown, and consequently it has been projected to the particle surface, such that $r$ denotes the particle radius.

The geometrical term $\gamma$ accounts for the fact that the incident wave changes over the surface of the particle as a consequence of the absorbing host medium. It is defined by [Mundy et al. 1974]

$$\gamma = \frac{2(1 + (\alpha - 1)e^\alpha)}{\alpha^2},$$

(9.23)
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where $\alpha = 4\pi r \text{Im}(n_{\text{med}})/\lambda$ and $\gamma \to 1$ for $\alpha \to 0$. Note that $\alpha$ is 0 when the medium is transparent and close to 0 for small particles in a weakly absorbing medium. To avoid numerical errors, one should use $\gamma = 1$ for $\alpha < 10^{-6}$.

The precision of the far field approximation (9.22,9.23) has recently been reviewed [Fu and Sun 2006] and compared to experimental data [Randrianalisoa et al. 2006; Yin and Pilon 2006]. The conclusion is that it (as expected) does not give entirely accurate results, but it does give physically plausible results. It is also concluded that significant errors can result if the absorption of the host medium is ignored (this is especially true when the size parameter $x$ is large).

The expression for the phase function and the asymmetry parameter are the same in transparent and absorbing media [Yang et al. 2002] (except for the fact that waves are inhomogeneous in absorbing media). The phase function for unpolarised light is [van de Hulst 1957]

$$p(\theta) = \frac{|S_1(\theta)|^2 + |S_2(\theta)|^2}{4\pi \sum_{n=1}^{\infty} (2n + 1) (|a_n|^2 + |b_n|^2)}.$$  

Some authors fail to specify that this is the phase function for unpolarised light. For linearly polarised light it is:

$$p(\theta, \varphi) = \frac{|S_1(\cos \theta)|^2 \sin^2 \varphi + |S_2(\cos \theta)|^2 \cos^2 \varphi}{2\pi \sum_{n=1}^{\infty} (2n + 1) (|a_n|^2 + |b_n|^2)}.$$  

For both unpolarised and linearly polarised light the asymmetry parameter (which is defined by the integral of the cosine weighted phase function over all solid angles) is [van de Hulst 1957]:

$$g = \frac{\sum_{n=1}^{\infty} \left\{ \frac{n(n+2)}{n+1} \text{Re}(a_n a_{n+1}^* + b_n b_{n+1}^*) + \frac{2n+1}{n(n+1)} \text{Re}(a_n b_{n+1}^*) \right\}}{\frac{1}{2} \sum_{n=1}^{\infty} (2n + 1) (|a_n|^2 + |b_n|^2)},$$  

where the asterisks $^*$ denote the complex conjugate.

This concludes the robust scheme for computing the optical properties of a sphere in a host medium. In the next section we will take a brief look at scattering by a non-spherical particle.

9.3 Non-Spherical Particles

Lorenz-Mie theory is for spherical particles, but particles are not always spherical. Suppose we have a cylindrically shaped particle. Then we could go through
all the lengthy calculations of Section 9.1 using cylindrical coordinates instead of spherical coordinates and arrive at a different formal solution. With that in hand, we could try to make the calculations practical and general as we did for the sphere in Section 9.2. If the expressions for the sphere had been simple and beautiful, it might be tempting, but the solution for the sphere is not at all nice. There do exist a number of theories for scattering of other perfect mathematical shapes like cylinders, hexagonal columns and plates, etc. They are useful because some materials actually do consist of particles approximately of these shapes. Halos are, for example, the result of scattering by hexagonal ice crystals in the atmosphere. Instead of the mathematical approach, let us use a more practical approach to non-spherical particles.

With the theory we have already developed, we are able to handle non-spherical particles in two ways: one option is to approximate a non-spherical particle by an appropriate collection of spherical particles, another option is to use the ray tracing approach described in Chapter 5. Let us look at the former option first.

It is not obvious what set of spheres we should choose to model a non-spherical particle in the best way. Many different concepts have been tried: Equal-volume spheres, equal-area spheres, etc. The best approach I am aware of is that of Grenfell and Warren [1999]. They use volume-to-area equivalent spheres. As opposed to equal-volume and equal-area spheres, the volume-to-area equivalent spheres have proven to be quite exact. They have been tested for cylinders [Grenfell and Warren 1999], hexagonal columns and plates [Neshyba et al. 2003], and hollow columns and plates [Grenfell et al. 2005]. In most cases the error is less than 5%. At least this is true for scattering and extinction coefficients. The approximation is, as could be expected, less accurate with respect to the phase function.

To represent a particle of volume $V$ and surface area $A$ by a collection of spheres, the radius of the equivalent spheres is found simply using the volume to surface area ratio of a sphere [Grenfell and Warren 1999]:

$$r_{eq} = \frac{3V}{A}.$$  \hfill (9.25)

Since the number of equivalent spheres is not equal to the number of non-spherical particles, the number density must be adjusted accordingly [Grenfell and Warren 1999]:

$$\frac{N_{eq}}{N} = \frac{3V}{4\pi r_{eq}^3}.$$  \hfill (9.26)

The equivalent radius $r_{eq}$ and the equivalent number density $N_{eq}$ are then used for computing the macroscopic optical properties (see Section 6.2 or the next chapter) with Lorenz-Mie theory for computing the cross sections of the equiv-
alent spheres. This is a simple and practical approach which gives rather nice results.

The alternative approach is to use the ray tracing described in Chapter 5. This approach is a particularly interesting from a graphics perspective. To make it work, we need a practical way of storing the result of the ray traced scattering. A cube map is a way of constructing a directional function using six rendered images. The cube map was proposed by Greene [1986]. Suppose we place the particle in an axis-aligned bounding box, and illuminate it using a directional light source in the direction of the \( z \)-axis. Then if we render the six faces of the bounding box (looking inward at the particle), and store them in a cube map, we have a numerical representation of the scattered light in all directions around the particle. This means that the cube map will contain the magnitude of the scattered Poynting vector \( |S_s| \) in all directions. If we integrate it over all directions on the unit sphere, we get the scattering cross section \( C_s \). If we then divide the values in the cube map by the scattering cross section, we get the phase function of the particle.

This approach demonstrates the ambiguity of the particle being embedded in an absorbing host. How do we handle it? From where do we attenuate the incident light, from where do we render the images? The distance to the particle matters, and in principle the incident light is thought of as coming from infinitely far away. Likewise the scattered light is thought of as being observed from infinitely far away. The best way to solve this problem is probably to ray trace a spherical volume containing a collection particles embedded in the host medium. This corresponds to the shell functions proposed by Moon et al. [2007]. If the shell function is captured using the ray tracing approach described in Chapter 5, I believe it would be a very faithful way of capturing the scattering properties of a medium. It also solves the problem that non-spherical particles should be oriented in a random fashion and that many different particle sizes should be present. In a very direct manner the shell function will give us the macroscopic scattering properties of the material. It will, however, be more expensive to compute than the approach based on Lorenz-Mie theory (since fairly many particles might be needed to construct a spherical volume representative of the material).

With this suggestion of using shell functions to capture the combined or the bulk optical properties of a material, we have ventured into the subject of the next chapter. In the next chapter we will consider the quick approach to computing bulk optical properties. We will use the single particle properties, which we now know how to find using Lorenz-Mie theory, to find macroscopic scattering properties. It is common to use a simplified phase function because we have to evaluate it many times during a rendering. In the next chapter we will also look at macroscopic or simplified representations of the phase function.
Chapter 10

Bulk Optical Properties

For verily not by design did the first beginnings of things station themselves each in its right place guided by keen intelligence, nor did they bargain sooth to say what motions each should assume, but because many in number and shifting about in many ways throughout the universe they are driven and tormented by blows during infinite time past, after trying motions and unions of every kind at length they fall into arrangements such as those out of which this our sum of things has been formed

Lucretius (c. 99 – 55 B.C.), from On the Nature of Things

The subject of going from microscopic to macroscopic scattering properties has already been discussed in Section 6.2. Using the somewhat doubtful independent scattering approximation (6.15), we arrived at a simple way of converting the scattering cross sections of specific particles to the bulk scattering coefficient $\sigma_s$ of a medium (6.16). The number densities of the different sizes and types of particles in the medium are key ingredients in this conversion. Therefore we look, in this chapter, at a few examples of number density distributions which are often found in natural materials (Sec. 10.1).

When we consider the particles embedded in a medium from a macroscopic point of view, we not only want bulk scattering properties, but also the bulk absorption and extinction of the medium. In the previous chapter we saw that the computations leading to the scattering cross section also lead to the extinction cross section of the particles. This means that number density distributions also give us a way of computing the bulk extinction coefficient $\sigma_t$. Knowing the
bulc scattering and extinction coefficients, we also know the bulk absorption coefficient \( \sigma_a = \sigma_t - \sigma_s \). The bulk absorption coefficient leads to the imaginary part of the bulk index of refraction (cf. Equation 4.43). This poses a challenge because, as mentioned in Section 8.1, there is a relation between the real and imaginary parts of the refractive index. To uphold a physically plausible set of material properties, the real part should be changed according to the new imaginary part of the bulk index of refraction. An approximate formula finding the real part of the bulk index of refraction for particles in a non-absorbing host has been derived by van de Hulst \([1957]\). We generalise this formula such that it also works for particles in an absorbing host (Sec. 10.1).

The phase function is used frequently in a rendering based on the radiative transfer equation. Therefore it should be either pre-computed and stored in a look-up table or simple to evaluate. The Lorenz-Mie formulae are not simple to evaluate, but many simplified expressions for the phase function are based on the asymmetry parameter \( g \). As noted in Section 9.2, the Lorenz-Mie coefficients also gives a way of finding the asymmetry parameter for a particle. When phase functions for many different particles are combined to form one phase function describing the bulk directional scattering properties of a medium, it is referred to as the ensemble phase function. Likewise the combined asymmetry parameter is called the ensemble asymmetry parameter. Conclusively, in this chapter, we investigate how one should go about computing the ensemble phase function and the ensemble asymmetry parameter (Sec. 10.2).

## 10.1 Number Density Distributions

If we assume that extinction by one particles is independent of the extinction by another, in the same way as we assume that scattering is independent, the bulk extinction and scattering coefficients are given by

\[
\sigma_j(x) = \int_0^\infty C_j(x, r)N(r) \, dr ,
\]

where \( x \) is the position in the medium, \( r \) is the radius of a particle, \( N(r) \) is the particle number density distribution, and \( j \) is either \( t \) referring to extinction or \( s \) referring to scattering. Of course, the integral disappears if the particles are all the same size. But in most natural materials a single particle radius cannot predict the optical properties correctly. The integral will, however, always be zero outside some limited interval \([r_{\text{min}}, r_{\text{max}}]\) of particle sizes.

Particle size distribution is the common term for distributions that we can use to find the number densities of particles of different sizes. One type of size dis-
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The volume frequency distribution, which is often encountered in the literature, is the \( r^3 N(r) \). Such distributions typically follow a log-normal distribution. Log-normal distributions are often described by a mean particle size \( \mu \) and a coefficient of variation \( c_v = \sigma / \mu \), where \( \sigma \) is the standard deviation.

If we find that the volume frequency of some type of particle in a medium follows the log-normal distribution with mean value \( \mu \) and standard deviation \( \sigma \), the volume frequency distribution is given by

\[
r^3 N(r) = \frac{1}{r\beta \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\ln r - \alpha}{\beta} \right)^2},
\]

where \( r \) is the particle radius and

\[
\alpha = \ln \mu - \frac{1}{2} \ln \left( \frac{\sigma^2}{\mu^2} + 1 \right) \quad \text{and} \quad \beta = \sqrt{\ln \left( \frac{\sigma^2}{\mu^2} + 1 \right)}.
\]

This type of distribution is commonly observed for small particles. Distributions of larger particles tend to follow a power law. If the particle number density of some type of particle in a medium follows a power law, the distribution is given by

\[
N(r) = N_* r^{-\alpha},
\]

where \( \alpha \) is usually determined empirically and \( N_* \) is a constant which is determined by the relationship between number density and the volume fraction of the medium occupied by the considered type of particle.

Now we have an idea about how to find the scattering and extinction due to one type of particle in a medium. Let us see how to deal with several different types of particles. In the following we let \( A \) denote the set of homogeneous substances appearing as particles in a host medium. Measured data are sometimes available which specify the volume fraction \( v_i, i \in A \), of each particle inclusion that is present in the bulk medium. Otherwise this is a reasonable choice of input parameters. The number density distribution \( N(r) \) specifies the number of particles per unit volume with radii in the interval \( [r, r + dr] \). This means that the volume fraction occupied by a particle inclusion, which consists of spherical particles, is

\[
v = \frac{4\pi}{3} \int_{r_{\text{min}}}^{r_{\text{max}}} r^3 N(r) \, dr.
\]

Suppose we measure the particle size distributions for some sample of material. Then we would have empirical functions or tabulated data that fit the volume fractions of the particles in the original sample. Most probably the original volume fractions are not the volume fractions we desire in our medium. Equation 10.4 is important because it explains how we find the original volume fraction.
$v_{\text{original},i}$ of particle type $i$. If the volume fraction $v_i$ is desired rather than $v_{\text{original},i}$, the measured number density should be scaled by $v_i/v_{\text{original},i}$.

Because we assume that particles scatter light independently, not only scattering cross sections are additive, but also scattering coefficients (and extinction coefficients) are additive. We let $\sigma_{s,i}$ and $\sigma_{t,i}$ denote the scattering and extinction coefficients for every individual particle inclusion $i \in A$ in the considered medium. Finding the bulk scattering coefficient is straightforward:

$$\sigma_s = \sum_{i \in A} \sigma_{s,i} \quad .$$

(10.5)

Note that volume fractions are not included in this formula, because they are a part of the number density distributions.

In a transparent medium, the extinction coefficient is defined by an equivalent sum, but in an absorbing medium an important correction must be made. Since the host medium is a part of the extinction process, a non-absorbing particle will reduce the extinction of the bulk medium. This means that the extinction cross sections can be negative [Bohren and Gilr 1979]. The extinction cross section resulting from the Lorenz-Mie theory is, in other words, relative to the absorption of the host medium and the necessary correction is to include the host medium absorption in the sum. For this purpose, we compute the bulk extinction coefficient for particles in an absorbing medium by

$$\sigma_t = \sigma_{a,\text{med}} + \sum_{i \in A} \sigma_{t,i} \quad ,$$

(10.6)

and the bulk absorption coefficient is given by the simple relation $\sigma_a = \sigma_t - \sigma_s$. These bulk coefficients are never negative.

To compute the refractive index of the bulk medium, we follow van de Hulst’s [1957] derivation of a formula for the effective index of refraction, but we remove the assumptions of non-absorbing media and particles of only one radius. This gives the following approximate relation for the real part of the bulk refractive index:

$$\text{Re}(n_{\text{bulk}}(\lambda)) = \text{Re}(n_{\text{med}}(\lambda)) + \lambda \sum_{i \in A} \int_0^\infty \text{Im} \left( \frac{S_{i,r,\lambda}(0)}{k^2} \right) N_i(r) \, dr \quad ,$$

(10.7)

where $S_{i,r,\lambda}(0)$ is the amplitude in the forward direction of a wave of wavelength $\lambda$ scattered by a particle of radius $r$ and type $i \in A$, $N_i(r)$ is the number density distribution, and $k$ is the wave number. The imaginary part of the effective index of refraction is not the correct imaginary part for the bulk medium, but rather a term related to the total extinction of the medium. The correct imaginary part is found by its relation to the bulk absorption coefficient (4.43 with $\cos \theta = 1$).
This concludes our discussion of all the bulk optical properties of a medium except the phase function which is the subject of the next section. One of the reasons why we would like to be able to compute optical properties is that it makes it easier to find the relation between the optical properties and the physical conditions of the medium. In this context, it should be mentioned that the number density distributions, or size distributions, as well as the radii of the particles may depend on the physical conditions of the medium. For example temperature $T$ and pressure $P$. The scattering and extinction cross sections depend on the refractive indices of the particles $n_i$, $i \in A$, and that of the host medium $n_{med}$. These indices of refraction may again depend on $T$ and $P$. Measurements that describe these dependencies are sometimes available in the literature. With such measurements, we can make models that compute the optical properties of a medium as a function of the physical conditions of the medium.

### 10.2 Macroscopic Phase Functions

The asymmetry parameter $g$ and phase function $p$ are normalised properties related to the amount of scattering by every particle. Say we denote the asymmetry parameter of a single particle $g_{p_i}(r)$ and the corresponding phase function $p_{p_i}(r)$, where $r$ is the particle radius. The ensemble asymmetry parameter $g_i$ and phase function $p_i$ that combine all the different sizes of particle type $i$, are then found by a weighted average, where the weights are the associated scattering cross sections. For particle inclusion $i$ we have

$$ p_i(\theta) = \frac{1}{\sigma_{s,i}} \int_{r_{\min}}^{r_{\max}} C_{s,i}(r) p_{p,i}(\theta, r) \, dr $$

$$ g_i = \frac{1}{\sigma_{s,i}} \int_{r_{\min}}^{r_{\max}} C_{s,i}(r) g_{p,i}(r) \, dr \quad (10.8) $$

Once the scattering properties have been determined for each individual particle inclusion, the bulk properties are computed using a weighted average [Grenfell 1983; Light et al. 2004]:

$$ p(\theta) = \frac{1}{\sigma_s} \sum_{i \in A} \sigma_{s,i} p_i(\theta) \quad (10.10) $$

$$ g = \frac{1}{\sigma_s} \sum_{i \in A} \sigma_{s,i} g_i \quad (10.11) $$

Considering the number of Lorenz-Mie expressions required to approximate the true Lorenz-Mie phase function $p(\theta)$, it is only practical to either tabulate the
phase function or use a mean number density for each particle inclusion. It is also possible to use the ensemble asymmetry parameter $g$ in Equation 10.11 with one of the standard phase functions, e.g. the Henyey-Greenstein phase function which is defined by [Henyey and Greenstein 1940]

$$p(\theta) = \frac{1}{4\pi} \frac{1 - g^2}{(1 + g^2 - 2g \cos \theta)^{3/2}}.$$

A more exact option is to use a multi-lobed phase function where the Henyey-Greenstein function replaces $p_i(\theta)$ in Equation 10.10.

We have now found formulae for computing all the bulk optical properties of materials that are composed of homogeneous spherical particles. Input for the formulae are the complex refractive indices of host medium and particles as well as size distributions of the particles. If measured indices of refraction are not available, we have seen in Chapter 8 that it is possible to compute complex indices of refraction using the chemical formula of a substance. The main job in computing the optical properties of a material is then to determine the types of particles that the material is composed of and their size distributions.
Chapter 11

Colour

“It’s like this,” he said. “When you go after honey with a balloon, the great thing is not to let the bees know you’re coming. Now, if you have a green balloon, they might think you were only part of the tree, and not notice you, and if you have a blue balloon, they might think you were only part of the sky, an not notice you, and the question is: Which is most likely?”

A. A. Milne, from Winnie-The-Pooh

While it has, in general, not been stated explicitly, all the optical properties and the radiometric quantities that we have discussed have been wavelength dependent. The absorption coefficient represents an absorption spectrum, the scattering coefficient a scattering spectrum, etc. If we sample radiance values at different wavelengths in a rendering, we get a spectrum in each pixel. In the following we will shortly explain how spectra translates to the trichromatic colours often used in graphics (Sec. 11.1). Afterwards we draw some conclusions on this part of the thesis (Sec. 11.2).

11.1 Trichromatic Representations

As mentioned in Section 2.2, it was originally proposed by Young [1802], and later confirmed by Helmholtz [1867], that the eye has three receptors. It was conjectured that all the colours we are able to see are a combination of three principal colours: Red, green, and blue. While the real colour receptors in the
eyes do not precisely measure red, green, and blue, the Young-Helmholtz theory is essentially true. It is indeed possible to represent all visible colours by three values. The CIE (Commission Internationale de l’Éclairage) has chosen a set of standard conditions for measuring the human response to colour. Following these standard conditions, different sets of curves have been measured which translate a spectrum to a trichromatic representation.

Three curves have been made which translate a spectrum to a red, a green, and a blue colour. They are referred to as the CIE RGB colour matching functions. Described very concisely, the colour matching functions were determined experimentally using three almost monochromatic light sources: \( r = 700 \text{ nm} \), \( g = 546.1 \text{ nm} \), and \( b = 435.8 \text{ nm} \). An observer was shown a target colour and then mixed the light from the three monochromatic sources in different intensities until the target colour was matched. To match all the colours, it turned out that it was sometimes necessary to add some light directly to the target (instead of in the mix of \( r \), \( g \), and \( b \)). This is interpreted as “negative” colour and it is the reason why the RGB colour matching functions are sometimes negative. To avoid negative colour values, the CIE also has three curves called the XYZ colour matching functions. These have been chosen such that they represent all the visible colours without being negative.

According to Stockman and Sharpe [2000], the “most secure and extensive of the available color matching data” is the 10° RGB colour matching functions of Stiles and Burche [1959]. The 10° mean that the size of the target colour is ten degrees around the center of the observer’s visual field. A slightly corrected version of Stiles and Burche’s RGB colour matching functions was included in the work of Stockman and Sharpe [2000]. These are the curves I have used in my implementations. Let us use the notation \( \bar{r}(\lambda) \) for the red colour matching function, \( \bar{g}(\lambda) \) for the green function, and \( \bar{b}(\lambda) \) for the blue function. The way of computing RGB colour values from a spectrum is

\[
R = \int_\mathcal{V} C(\lambda) \bar{r}(\lambda) \, d\lambda \\
G = \int_\mathcal{V} C(\lambda) \bar{g}(\lambda) \, d\lambda \\
B = \int_\mathcal{V} C(\lambda) \bar{b}(\lambda) \, d\lambda ,
\]

where \( \mathcal{V} \) denotes the interval of visible wavelengths (approximately from 380 nm to 780 nm) and \( C(\lambda) \) is the spectrum that we want to translate to RGB.

Computer monitors do not emit light at the same almost monochromatic red, green, and blue colours as the ones used to find the colour matching functions. One way to show the difference between colour spaces is to plot them in a chro-
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Figure 11.1: The chromaticity diagram. The stippled triangle illustrates the XYZ colour space. The grey triangle illustrates the RGB colour space. The black triangle (which is not stippled) shows the gamut of a standard CRT display.

A chromaticity diagram has an arced curve which corresponds to all the monochromatic colours (see Figure 11.1). In-between the monochromatic colours, the diagram illustrates how spectra with a mix of monochromatic colours form the colours that we see. A trichromatic colour space is a triangle in the chromaticity diagram. The XYZ triangle encompass the entire chromaticity diagram. This means that some XYZ colours are not visible. The RGB triangle does not go outside the shape formed by the arc of monochromatic colours. This is not surprising since it was made with almost monochromatic light sources. Since the shape with all the visible colours is convex, any trichromatic colour space defined by points inside the shape will require negative colour values to capture all the visible colours. Figure 11.1 shows the difference between the trichromatic colour values given by the RGB colour matching functions and by the XYZ colour matching functions.

A CRT (Cathode Ray Tube) display is limited by the radiation capabilities of the phosphors that it has been built with. An LCD (Liquid Crystal Display) is limited by the radiation spectrum of the backlight it has been built with. In general a display cannot show colours outside the triangle spanned by the three primary colours that it uses. This triangle is called the gamut of the display. Figure 11.1 shows the gamut of a standard CRT display. The CRT gamut and the LCD gamut are fairly close to each other in most colour regions [Sharma 2002]. It should be noted that the shape and orientation of the typical display
gamut and the triangle defining the RGB colour space are quite similar in shape and orientation. This means that the RGB colour matching functions will, in most cases, translate a spectrum to RGB colour values that make sense when displayed on a computer screen. If one wishes to perfect the colours displayed on a screen, the solution is to make a $3 \times 3$ matrix which transforms XYZ or RGB colour values to the gamut of the monitor. This requires knowledge of the gamut and the monitor white point. How to find the transformation matrix, when this information about the display has been obtained, is described by many authors. See, for example, the recipe by Glassner [1995, Sec. 3.5].

If we choose to transform our trichromatic colour values to suit the gamut of a display, it is important that we do not transform them until we have the final pixel colours for an image. It is common practice in graphics to use trichromatic colour values throughout a rendering. This means that absorption spectra, scattering spectra, etc. are all translated to a trichromatic colour space. If we use this approach instead of spectral rendering, it is incorrect to use monitor specific colour values. The rendering should be done with CIE XYZ or CIE RGB colour values. Adaption of the colours to a specific display is the final step. If we use the RGB colour matching functions, for example, to translate an absorption spectrum to RGB, we may run into problems with negative values. Negative absorption does not make sense (in this context). Therefore the XYZ colour matching functions are the safest choice. The disadvantage of the XYZ colour space is that we have to translate the values to some other space before we display them. This makes the XYZ colour space less convenient. In the rendering programs made for this thesis, I have chosen to use either CIE RGB rendering or full spectral rendering with conversion from spectrum to RGB using the RGB colour matching functions. I have not run into negative colour values. If negative colour values are encountered, they should be corrected using a gamut mapping technique. Glassner [1995, Sec. 3.6] describes some of these techniques and gives pointers to other references.

### 11.2 Conclusions

At the very beginning of this part (Chapter 8), we asked about the level at which to use measurements. There is no eternally true answer to this question. I would say that measured properties should be used whenever they capture precisely the materials that we need. This is rarely the case for measurements at a macroscopic scale. The more microscopic the scale, the more often measurements are available that capture everything we need. To describe a small homogeneous particle, the particle shape and the index of refraction is everything we need. If the index of refraction has been measured for a substance, there is really no
need to compute it. If not, we found that it is possible to obtain an approxima-
tion using the chemical formula for the material. It requires some information
about the polarisability of atoms, but the list of atoms is relatively short, so
there is a good chance that this information is available in the literature. If
we want to know how an index of refraction varies with the physical conditions
of the medium, and if this dependency has not been measured, there may be
a way of approximating it using information about the atoms in the material.
The atoms can also tell us a lot about the emission and absorption properties
of matter. It is, however, a subject which requires that we work with quantum
electrodynamics.

The next step, where we have to choose between measurement and computation,
is where we go to a macroscopic description of scattering. In Chapter 9 we
described how to compute the scattering properties of a single particle. It is
extremely difficult to measure the scattering of a single particle, so at this point
we probably have to choose computation. In Chapter 10 we went from scattering
by a single particle to scattering by a cloud of particles. Here we could choose
measurements, but now we are at a level which is so macroscopic that we have
to be lucky to find measurements of precisely the particle cloud that we are
interested in. Sometimes we may find measurements for a few wavelengths or
for a trichromatic colour space, but it is not likely that we will find measurements
for an entire spectrum. An option is then to interpolate and extrapolate the
measurements, but we could easily spend as much time doing that as the time it
would take to compute the properties from a microscopic description. Therefore
I think that it is a good idea to compute scattering properties. It gives many
advantages. It enables us to make models that capture how the bulk optical
properties change as we change the contents of a medium.

In this chapter, we have looked at trichromatic colour spaces. It is quite com-
mon in graphics to represent the properties of materials as RGB colour values.
Techniques for measuring the scattering properties of materials in RGB have
been presented by Jensen et al. [2001], Tong et al. [2005], and Narasimhan et
al. [2006]. They all capture light scattered by materials using cameras. The
RGB image data from the camera is used to obtain scattering properties in
RGB format. This is an interesting low cost way of measuring scattering prop-
erties. The methods are, however, limited in different ways. The method by
Jensen et al. [2001] and Tong et al. [2005] are only suitable for highly scattering
fairly isotropic materials. They are based on diffusion and do not capture the
asymmetry parameter. The method by Narasimhan et al. [2006] is based on
dilution and therefore only works for fluids. This means that it is also worth
computing optical properties even if we only need the properties in RGB format.

Measurement will always be difficult, especially if we also want to know how
optical properties change with the physical conditions of the medium. In addi-
tion, measurement requires that we have a copy of the material that we want to render. This is not always obtainable. Computation, on the other hand, requires input that are not always available. The conclusion is that we will always need both measurement and computation of optical properties. They are complementary not competitors.
Part III

GEOMETRY
Chapter 12

Shapes

endless forms most beautiful and most wonderful have been, and are being evolved.
Charles Darwin, from The Origin of Species

Given the following input concerning a scattering material:

- Relative particle contents (volume fractions)
- Particle shape for each particle type (if not sphere)
- Size distribution for each particle type
- Complex index of refraction for each particle type
- Complex index of refraction for the host medium,

the theory described in Part II enables us to compute the following output:

- Bulk index of refraction
- Bulk extinction coefficient
- Bulk scattering coefficient
- Ensemble phase function
- Ensemble asymmetry parameter.

This output is all we need to render the scattering material using the theory described in Part I. Therefore, if we find the input, we have an appearance model. If rendering is all we want to do, we could skip straight from here to the results in Part IV. On the other hand, if rendering were all we wanted to do, we could perhaps use a simpler heuristic scheme for computing optical properties instead of the theory described in Part II. From my point of view, the computation of optical properties for rendering is important, but it is not the most interesting aspect of this thesis.

The first two parts of the thesis have described the connection between microscopic and macroscopic optical properties. In my opinion, the most interesting aspect in this connection is the opportunity to learn about the meaning of the appearance of materials. In other words, the opportunity to learn what the appearance means with respect to the contents of the material, with respect to the size distribution of the particles, with respect to the temperature of the material, etc. However, to learn about these relations, we need a technique which allows us to extract the relation between one or two outputs and one or two inputs. The mapping from all the inputs to all the outputs is not enough. If we want to be able to analyse appearance, it is particularly important that we are also able to find the consequences with respect to the input when we vary the output. In this part of the thesis, we will build a framework for constructing versatile appearance models that are more than just a direct mapping from input to output.

What we are looking for is a model that does not distinguish between input and output. A model in which we can freely vary all parameters, and extract the relation between a subset of the parameters. This is exactly what we are able to do if we find a geometrical way to represent our appearance models. In the remainder of this chapter, we will, briefly, discuss geometry as it is used in graphics. Then we will introduce the concept of multidimensional shapes for representation of appearance models, and we will investigate how we can use this shape representation to make versatile appearance models.

Rendering has been discussed at various points throughout this thesis. We have discussed how to model light (Part I); how to model matter (Part II); but not how the geometry of a scene would be represented. We have referred to ray tracing as an approach which can capture the scattering by particles of arbitrary geometry (Sections 5.4 and 9.3), but we have not talked about how it is possible. Anyone who has worked in graphics will not be surprised that it is possible. The general approach is to use a large number of small triangles. If we let some triangles have common edges with others, we obtain a triangle mesh.
If there are no holes in the mesh, it represents the surface of a volume which could be a homogeneous particle of arbitrary shape.

The triangle mesh poses some problems. Unless we want to make objects with sharp edges, for example crystalline particles, we need an awfully large number of triangles to make an object look smooth. Even more triangles are needed if we want smooth reflections and refractions as well. This problem is usually solved by computing a normal for each vertex in the triangle mesh. Such a vertex normal is an average of the normals associated with the neighbouring triangle faces. When we want to find the surface normal where a ray intersects a triangle, we interpolate the vertex normals across the triangle using trilinear interpolation. In this way, we have a number of points (the vertices in the triangle mesh) which make out a discrete representation of a smooth surface.

Sometimes we need more than just a surface. If we want to model a heterogeneous medium, we need a volume representation. One option is to use a grid with a set of material properties for each grid cell. We then interpolate the material properties between grid cell centres to get a smooth volume, or another option is to smooth the transition between values in different grid cells using a filter kernel. There are many different grids that we can choose. The most obvious choice is a rectangular grid, but we could, for example, also choose a tetrahedron grid.

Suppose we want the material to change over time, then we need yet another dimension. An option is to use a grid like in three dimensions. We could choose a hypercube grid or a pentatope grid. A pentatope is the simplest primitive in four dimensions. It has five vertices just like the triangle has three and the tetrahedron has four. The simplest primitive is sometimes called a simplex, and it has \( n + 1 \) vertices in \( n \) dimensions. A cube has \( 2^n \) vertices in \( n \) dimensions. Thus we see that in any (finite) number of dimensions, we can make a discrete representation of a smooth shape.

What is a shape? Intuitively, it is a drawing in two dimensions or a physical object in three dimensions. Mathematically, we may choose to let an \( n \)-dimensional shape denote a collection of points that satisfy constraints involving \( n \) variables. Here we let a constraint denote a mapping between a number of arbitrary sets and the set of Boolean values (true and false). The variables given as arguments to the mapping are referred to as the involved variables. It does not have to be spatial variables. A shape can represent a relation between any set of variables. It might be a relation between Boolean variables, or a relation between the optical properties of a medium. Every point in \( n \)-dimensional space is a configuration which is either valid or invalid under the given constraints. The set of valid configurations is a shape. A sphere is a simple shape which consist of all the points in \((n\text{-dimensional})\) Euclidian space for which the distance from
a centre point is less than a given radius. The constraint which makes a sphere is a simple equation, but many shapes are not as easily specified. We may need many constraints to describe a shape. Doing arbitrary shapes, we will most often not be able to represent them by simple mathematical expressions.

Why are more than three or four dimensions necessary? Because all the properties of an object are interrelated. The microscopic structure of a material governs the properties of the material. The material properties sometimes change the macroscopic physical shape. The physical conditions, such as temperature and pressure, govern the microscopic structure as well as the material properties, etc. If we are able to describe these relations as a multidimensional shape, we have an incredibly powerful appearance model. An appearance model which does not distinguish between input or output.

It poses a number of challenges to describe relations between the properties of an object as a constraint problem in many dimensions. First we need to construct the multidimensional shape. Secondly, we need to compress and store it in one way or another. Thirdly, we need to be able to draw conclusions based on the final shape, that is, we want to extract information about the object when it is placed under different circumstances. In Chapter 13 we will discuss a way in which we can represent the multidimensional shapes. There are many different ways to represent them, but I find an array-based representation particularly instructive and simple to work with. In Chapter 14 we will discuss general geometric operations that make us able to perform the three challenging tasks just described.

It should be noticed how the multidimensional shapes are analogous to particle systems in quantum mechanics. In Chapter 3 we saw how the properties of all the particles in a system are combined into a many-fold infinite-dimensional problem. These systems were handled using operators. Analogously we will use operators to handle our shapes. Like the creation and annihilation operators, we will formulate operators for creating shapes and for reducing shapes. The most common reduction (or extraction) will be to pick a subspace containing the material properties or physical shape under some specific conditions. Essentially it is the same as fixing some of the arguments in a function describing an object. Alternatively we might also want to know the general relation between a small subset of the involved variables. This requires a large amount of work if the shape is described by a complicated mathematical expression. In a geometrical representation such conclusions are drawn by a simple orthogonal projection. In summary, the geometrical approach offers an adaptable and versatile way of representing the relation between physical conditions, material properties, and appearance of an arbitrarily shaped object.
By dimension we understand nothing other than the mode and reason according to which some subject is considered to be measurable; so that not only length, width, and depth are the dimensions of body, but also gravity is a dimension according to which subjects are weighed, speed is a dimension of motion and so on indefinitely.

René Descartes (1596 – 1650), from Rules for the Direction of the Mind

As mentioned in the previous chapter, we let a shape denote a set of points in $n$-dimensional space. The points satisfy constraints involving $n$ variables. It is our quest, in this chapter, to find a feasible way of representing shapes. A way which is close to the geometrical image of the shape and yet compact. By geometrical image, I mean the shape when plotted in the coordinate system spanned by the involved variables. In general, it is not feasible to represent the shape by the geometrical image itself. If we work with continuous domains, there are infinitely many points in the shape. It is, however, illustrative to learn about the geometrical image by considering simple discrete domains. In the following we will try to build some mathematical structure around the geometrical images of simple discrete domains.

A point that belongs to a shape is a value of truth in the $n$-dimensional coordinate system which is spanned by the involved variables. All the points that do not belong to the shape are values of falsehood in the same coordinate system. Suppose we let $A_1, A_2, \ldots$ denote arbitrary sets. Then an $n$-dimensional shape
is also a function
\[ f : A_1 \times \cdots \times A_n \rightarrow \{0, 1\} \]
from \( n \) arbitrary sets into the set of Boolean values. Functions of this type are referred to as \textit{Boolean-valued functions}. To distinguish integers from Boolean values, the letters \( \text{t} \) and \( \text{f} \) are used to denote the Boolean values \text{true} and \text{false}.

To start out as simple as possible, let us work with shapes that describe relations between Boolean variables. A Boolean-valued function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), which takes only Boolean values as arguments, is simply called a \textit{Boolean function}. To illustrate the small conceptual difference between discrete and continuous domains, let us have a look at simple coordinate systems describing Boolean functions. The coordinate system describing a Boolean function with a single argument is shown in Figure 13.1. It is easy to draw all possible functions \( f \) in this discrete coordinate system. They are shown in Figure 13.2. To draw a shape involving more than one variable, we add more axes to the coordinate system. As the number of variables increases beyond three, it becomes almost impossible to imagine what the shape looks like. Therefore we need something more abstract than a mere drawing to describe multidimensional shapes.

One way to write the geometrical images of the functions in Figure 13.2 is using \textit{arrays}. Trenchard More \cite{1973a, 1973b, 1973c} founded a new branch of discrete mathematics with the nested rectangular array as the primary notion. His theory is called \textit{array theory} and it provides a rigorous mathematical foundation for formulating arrays and operations on arrays. Like a coordinate system, an
array is a rectangular arrangement. Thus a one-dimensional array has a single axis. An \(n\)-dimensional array has \(n\) axes. The operations of array theory are defined to work for arrays with an arbitrary finite number of axes. This gives a great advantage when we want to define operations that work in general on shapes of an arbitrary number of dimensions. Another advantage of an array-theoretic description of shapes is the tight connection of the array representation to the geometry of the shape. And, in addition, arrays are suitable structures for storage and arrangement of data on a computer.

The array representations of the functions in Figure 13.2 are the pairs of Boolean values \((0, 1), (1, 0), (1, 1),\) and \((0, 0)\) respectively. The structure of the array maps the argument to the function value. We have

\[
0 \text{ pick } (a \ b) = a \quad \text{and} \quad 1 \text{ pick } (a \ b) = b ,
\]

where \(a, b \in \{0, 1\}\) are arbitrary Boolean values and the binary operation \(I \text{ pick } A\) returns the item of the array \(A\) at the index \(I\). Suppose \(A_f\) is the array representing a function \(f : C \to D\) from the set \(C\) into the set \(D\). Let us define a bijection \(I_f : C \to C_I\) from the domain \(C\) of the function \(f\) onto the set of indices \(C_I\) into the array \(A_f\) by

\[
I_f(x) = I , \quad x \in C , \quad I \in C_I .
\]

Then the operation \(\text{pick}\) corresponds to giving an argument \(x\) to a function \(f\):

\[
I_f(x) \text{ pick } A_f = f(x) .
\]

In the following, we will refer to the function \(I_f\) as the index transform for the domain of the function \(f\).

We can state the name of the variable which an axis represents explicitly. This is done using the following notation:

\[
\begin{align*}
\overline{0 \ 1}^P & \quad \overline{1 \ 0}^P & \quad \overline{1 \ 1}^P & \quad \overline{0 \ 0}^P ,
\end{align*}
\]

where \(P\) is the variable.
To make these simple shapes a little less abstract, let us assign some meaning to them. Since they are Boolean functions, we can think of them as representing propositional functions. Then they describe a relation involving a single propositional variable. As an example, consider the proposition

\[ P : \text{I am flying} . \]

What would be the meaning of the four functions in Figure 13.2 if \( P \) were the argument? Suppose the value returned by the function concerns the truth or falsehood of the proposition, then insertion of the different possible values of \( P \) has the following results. The first function \((0 \ 1)\) says that if I am not flying, I am not flying; if I am flying, I am flying. This is an *affirmation* of the proposition. The second function \((1 \ 0)\) says that if I am not flying, I am flying; if I am flying, I am not flying. This is a *negation* of the proposition. The third function \((1 \ 1)\) says that either way I am flying. This is termed a *tautology*. The fourth function \((0 \ 0)\) says that I am not flying no matter what. This is a *contradiction*. In the world of propositional functions, we now know the meaning of these four primary functions. If we think of the functions as shapes which describe the valid states in a configuration space, the terms attached to the four functions are different. Table 13.1 summarises the two different interpretation of the four shapes.

Having an interpretation of the discrete shapes, makes it more interesting to go through the steps leading to a representation which allows continuous domains. In the following section we will increase the number of dimensions.

### 13.1 Arrays

If we extend the notation of the previous section, we can define a few shapes involving two Boolean variables \( P \) and \( Q \) by

\[
\begin{array}{cccc}
\text{ } & 0 & 0 & Q \\
0 & 1 & 1 & Q \\
1 & 0 & 1 & Q \\
1 & 0 & 0 & Q
\end{array}
\]

where we have chosen to display the first axis vertically and the second axis horizontally. The reason for this choice will be explained shortly. First let us see what these shapes mean. If we think of the arrays as representing Boolean functions, and use *pick* and the index transform with the first of the arrays,
say, we get the truth table for the relation between $P$ and $Q$ that it describes:

<table>
<thead>
<tr>
<th>$P$</th>
<th>$Q$</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Interpreting $P$ and $Q$ as propositions, it is immediately obvious that this first of the four shapes describes the propositional formula $P \land Q$. The second shape describes $P \lor Q$, the third $P \Rightarrow Q$, and the fourth $P \Leftrightarrow Q$.

The next step is to deal with shapes that involve three variables, and eventually $n$ variables. So we have to find a general rule for displaying the array representing an $n$-dimensional shape. More [1981] proposed that a multidimensional array is written with axes alternately vertical and horizontal starting with the last axis horizontal and innermost. Thus we see the reason why the second axis was displayed horizontally when we considered a two-dimensional array. To learn the notation, let us have a look at an array representing a shape which involves the variables $P$, $Q$, and $R$:

$$
\begin{array}{c|c}
Q & R \\
\hline
0 & 1 \\
1 & 0 \\
\end{array} 
\begin{array}{c|c}
R & P \\
\hline
0 & o \\
0 & l \\
\end{array}
$$

The meaning of this shape is not immediately obvious, nor is it obvious where it came from. Did I choose the points that define the shape (the truth values) at random? Actually, I did not, but the point is that shapes are not interesting if we do not assign a meaning to them. The shape itself is not interesting, the relations that it implies between the involved variables are interesting. So there are two objectives to find general operations for: (1) Conversion of a set of constraints into the array representation of a shape and (2) derivation of relations that a shape implies between the involved variables (both in general and under specific conditions, where some variables are bound to certain values). We will look at the first subject shortly and at both subjects in Chapter 14.

The principle of well-ordering is fundamental in array theory [More 1979], and it seems to be fundamental in the human way of understanding the world. As More [1981] points out, this was also recognised by Abraham Fraenkel, one of the prominent developers of set theory. Fraenkel [1953, p. 172] wrote

> From a psychological viewpoint, there can be no doubt that somehow the ordered set is the primary notion, yielding the plain notion of set or aggregate by an act of abstraction, as though one jumbled together the elements which originally appear in a definite succession. As a matter
of fact, our senses offer the various objects or ideas in a certain spatial order or temporal succession. When we want to represent the elements of an originally non-ordered set, say the inhabitants of Washington D.C., by script or language, it cannot be done but in a definite order.

Thus every set either has a natural ordering, or we can assign one to it. All physical measures certainly have a natural ordering. The notion of arrays, then, provides us with a convenient way (in comparison to set theory) of representing the natural ordering of measurable quantities. Even for more abstract quantities: “Arrays reflect one’s geometric and pictorial perception of collections much more closely than sets” [More 1981, p. 2].

While array theory was originally developed as a theory for giving rigorous mathematical definitions of programming operations [More 1973a], it was also founded in the belief that the manifestation of data originates in physical objects [More 1979]. This connection between data and physical (or geometrical) objects was also recognised by Ole Immanuel Franksen [1984a] who, in his description of data as geometrical objects, connected the fundamental principles of physical and geometrical theories to More’s array theory [Franksen 1984b]. These fundamental principles are the expansion and reduction of dimensionality to analyse the properties of geometrical shapes in the broadest sense of the word. The operations which implement the fundamental principles are the outer product (for expansion), the repeated-index transposition, and the inner product (for reduction). As examples, Franksen defines the gradient in terms of an outer transform, and the divergence in terms of an inner transform [Franksen 1984c]. Here the term outer transform is used to say that the structural operation is the same as an outer product, but the operation is allowed to be different from the conventional multiplication. Likewise the inner transform may be used with operations that are different from the conventional addition and multiplication. Another example, which also illustrates the application of the repeated-index transposition, is the representation of logic as invariant theory [Franksen 1979; Franksen 1984d]. The repeated-index transposition corresponds to the operation of picking of a diagonal hyperplane in a multidimensional array. We will return to the significance of picking diagonals later. Let us first investigate how the outer transform is useful in the first of the objectives described previously.

A cartesian product gives all the coordinates in a coordinate system. So the coordinate system is a way of ordering the cartesian product (Figure 13.1 is a simple example). Like the coordinate system, the array is also ordered. To convert a constraint into an array, we need an ordered cartesian product for arrays. The ordered cartesian product is called cart in array theory [More 1975; More 1976]. Instead of giving sets as arguments (as for the conventional cartesian product), the arguments given to cart are arrays containing the values that a
variable can attain. This means that there must be some ordering imposed on the values if they do not have a natural ordering. In the terminology advocated by Franksen [1984a], we refer to the array which holds all the values that a variable can attain as the *scale* of the variable. The following is an example which demonstrates an ordered cartesian product of the scales of three Boolean variables:

\[
\text{cart } \begin{array}{ccc}
op & o & o \\
op & o & 1 \\
op & 1 & 1 \\
op & 1 & 1 \\
op & 1 & 1 \\
op & 1 & 1
\end{array} \begin{array}{ccc}
op & o & o \\
op & o & 1 \\
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 1 \\
op & 1 & 1
\end{array} \begin{array}{ccc}
op & 0 & 0 \\
op & 0 & 1 \\
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 1 \\
op & 1 & 1
\end{array} = \begin{array}{ccc}
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 1 \\
op & 1 & 1
\end{array} \begin{array}{ccc}
op & 0 & 0 \\
op & 0 & 1 \\
op & 1 & 0 \\
op & 1 & 0 \\
op & 1 & 1 \\
op & 1 & 1
\end{array} .
\]  

(13.4)

The tuple at each position in the array is also an array. These *nested arrays* are written in box notation, and they do not have a particular variable associated with them. The nested arrays are the coordinates of positions in the coordinate system that the array corresponds to. Contrary to the arrays which represent shapes, it should be noted that the arrays which result from an ordered cartesian product are not necessarily Boolean-valued.

A constraint maps a number of values to a Boolean value. Thus a constraint gives rise to a shape. If we want the array to describe a shape involving \( P, Q, \) and \( R \), all we need to do is to invoke the constraint on each coordinate given by the cartesian product (13.4). Consider the following constraint:

\[
C : (P \Rightarrow Q) \land (Q \Rightarrow R) .
\]

We can think of it as a function \( f_C : \{0,1\}^3 \rightarrow \{0,1\} \). Conventionally we write \( f_C(P,Q,R) \) to invoke the function on the set of arguments \( P, Q, R \in \{0,1\} \). The corresponding array-theoretic operation is

\[
f_C (P \ Q \ R) .
\]

This is the operation that we would like to invoke on each coordinate given by the cartesian product (13.4). There is an operator to perform this task which we will return to shortly. First note that all array-theoretic operations in principle are unary in nature. They always take an array as argument. Even the binary operation **pick** is unary because we have the following general rule in array theory

\[
A \ f \ B \ C \ \cdots = f \ [A \ B \ C \ \cdots] .
\]

This construction does not prevent us from talking about binary operations or \( n \)-ary operations. It just means that the operation expects the input array to hold the arguments as \( n \) nested items. Therefore we will still refer to an operation as being unary, binary, or \( n \)-ary, and when we refer to its arguments, we are referring to the arguments nested in the input array.
The fundamental operator which applies a function to each item of an array is called EACH [More 1975; More 1976]. It gives us a way of invoking the constraint $C$ on each coordinate given by the cartesian product (13.4). Letting juxtaposition of two operations denote the composition of two operations, we have

$$\text{EACH}(f_C \text{ cart } A_1, \ldots, A_n),$$

where $A_i$, $i = 1, \ldots, n$, are arrays each with items of the same type as the type expected for argument $i$ of the function $f$. Apart from this restriction regarding the type of the items, the arrays are arbitrary. This is important, because it means that we are allowed to build the shape piece by piece. To give an example, let us construct the shape of the constraint $C$ again, but this time using smaller pieces.

We already know the shape of $P \Rightarrow Q$, nevertheless let us construct it again from the basics. We have

$$\text{EACH}(\Rightarrow) \text{ cart } (0 \ 1) \ (0 \ 1) = (0 \Rightarrow 0) \ (0 \Rightarrow 1) = 11 \ 0 \ 1.$$  

This is the shape of implication no matter what the name of the arguments are. Note that the operation is closely related to an outer product, except for the fact that we are using implication instead of multiplication. The operation is, in other words, an outer transform of implication. The general definition of the outer transform is [More 1976]

$$\text{OUTER}(f) = \text{EACH}(f) \text{ cart },$$

where $f$ is an arbitrary operation. The operation OUTER$(f)$ takes the same number of arguments as $f$. With this nomenclature, we construct the shape that describes the constraint $C$ using two implications in the following way:

$$(13.5)$$
It does not look like the shape we found before (13.3). The reason is, of course, that we have two axes representing the same variable. We will only ever use the positions in this array where the coordinates of the two Q-axes are the same. If we pick the diagonal between these two axes, we get the same shape as before. The diagonal is pointed out in the following illustration:

We will return to the operation that picks a diagonal in Section 14.2.

Although array theory is a discrete mathematical theory, it provides a very convenient way of thinking about multidimensional geometrical shapes. The operators and operations of array theory are abstractions that make it easier to get an understanding of general geometrical principles. Therefore we would like to extend the operators and operations of array theory to continuous scales, and eventually find a practical discrete representation. Extension of array theoretical concepts to shapes on continuous domains is the subject of the following section.

13.2 Continuous Domains

The moment we introduce continuous domains for the shapes, it is no longer easy to write up the array representation (as there will be infinitely many Boolean numbers). Therefore we will, to a larger extent, use the more abstract operators introduced in the previous section. It does still make sense to draw the shape in a coordinate system, but this does not really work for more than three dimensions. Thus, eventually, we have to work with the shapes in an abstract way.

As an example of a continuous shape, we will look at the circle (including interior). The constraint is well-known, it is the inequality:

\[ \text{circle : } (x - x_0)^2 + (y - y_0)^2 \leq r^2, \]  

(13.6)

where \( x, y, x_0, y_0 \in \mathbb{R} \) and \( r \in \mathbb{R}_+ \). In principle this is a five-dimensional shape describing all possible circles in two-dimensional space. We will limit our treatment to variables on intervals with end points that do not go to infinity. To do this in our example, we choose \( x, y, x_0, y_0 \in [a, b] \) and \( r \in [0, b] \). Of course we could have chosen distinct intervals for all the variables, but since they all refer
to the same Euclidian space, it makes sense to use the same end points for the intervals.

The easy way to construct the array representation of the circle shape is to use the Boolean-valued function corresponding to the circle inequality (13.6). If we call it \( f_{\text{circle}}(x, x_0, y, y_0, r) \), we get

\[
\text{OUTER}(f_{\text{circle}}) = \begin{bmatrix} a \ldots b^x & a \ldots b^{x_0} & a \ldots b^y & a \ldots b^{y_0} & 0 \ldots b^r \end{bmatrix}.
\]

This is not particularly interesting because we use the Boolean-valued function \( f_{\text{circle}} \) which describes the shape to construct the array representation of the shape. Instead, we should try to construct the circle shape piece by piece.

The circle inequality (13.6) clearly has three pieces which are all squared. The squared radius \( r^2 \) on the right-hand side is the simpler piece, so we will start with that. If we use the general method to find an array representation of \( r^2 \), we take an outer product of two interval arrays

\[
\text{OUTER}(\cdot) = \begin{bmatrix} 0 \ldots b^r & 0 \ldots b^r \end{bmatrix},
\]

and pick the diagonal in the resulting array as both axes will represent the same variable. This is exactly the same as multiplying each item in the first array by the item at the same position in the second array. To avoid expanding an outer product of two arrays just to take a diagonal immediately after, it is convenient to have item-to-item operations. In order to construct an operator which applies an operation item-to-item, we use the operation called \texttt{pack} [More 1975; More 1976]. The operation \texttt{pack} uses the concept of nested arrays to pair the items at the same positions in a number of arrays. Using the same example as we did for \texttt{cart}, we have

\[
\text{pack} = \begin{bmatrix} 0 \ldots b^P & 0 \ldots b^Q & 0 \ldots b^R \end{bmatrix} = \begin{bmatrix} \text{P} & \text{Q} & \text{R} \end{bmatrix}.
\]

Note that when we use the general operation \texttt{pack} in this way, we assume that all three arrays represent the same variable. With \texttt{pack}, we define an operator similar to \texttt{OUTER}, but applying an operation item-to-item:

\[
\text{EACHALL}(f) = \text{EACH}(f) \text{ pack} ,
\]

where \( f \) is an arbitrary operation taking more than one argument. Thus we write the array representing \( r^2 \) as follows:

\[
A_{r^2} = \text{EACHALL}(\cdot) = \begin{bmatrix} 0 \ldots b^r & 0 \ldots b^r \end{bmatrix}.
\]

The other pieces of the circle inequality (13.6) also involve the \texttt{OUTER} operator. We have

\[
A_{x-x_0} = A_{y-y_0} = \text{OUTER}(\cdot) = \begin{bmatrix} (a \ldots b) & (a \ldots b) \end{bmatrix},
\]
where we use arrays that are not specific about which variables the axes represent. This is practical because the arrays representing the two terms on the left-hand side of the circle inequality are the same. To square them, we again use EACHALL. This gives

\[ A_{(x-x_0)^2} = A_{(y-y_0)^2} = \text{EACHALL}(\cdot) \ A_{x-x_0} \ A_{x-x_0} = \text{EACHALL}(\cdot) \ A_{y-y_0} \ A_{y-y_0}. \]

The combined array representation of the circle shape is then

\[ \text{OUTER}(\leq) \ (\text{OUTER}(+) \ A_{(x-x_0)^2} \ A_{(y-y_0)^2}) \ A_{r^2}. \]

This simple example demonstrates that there is only a small conceptual difference between shapes involving Boolean variables and shapes involving continuous variables. The same general principle applies in both cases: *It is possible to construct any shape using the EACH and OUTER operators and the operation of picking a diagonal.*

The EACH operator is included in this formulation of the general principle because it enables us to handle unary operations by applying them to each item of an array. For example, we could decide that \( y_0 \) is always 2. Then the array representing \( y - 2 \) is simply

\[ A_{y-2} = \text{EACH}(f_{y-2}) \ \overset{a \ldots b^y}{a \ldots b^y}, \]

where \( f_{y-2}(y) = y - 2 \). In fact, we could use the unary function \( f_{(y-2)^2}(y) = (y - 2)^2 \) and write

\[ A_{(y-2)^2} = \text{EACH}(f_{(y-2)^2}) \ \overset{a \ldots b^y}{a \ldots b^y}. \]

This illustrates that, just as for the outer transform, there is always a choice: we have to choose at what level the functional constraints should be converted into arrays. Put differently, there are many different ways of taking a shape to pieces.

In this section, and the previous section, we have outlined the general principle for converting functional constraints into the array representation of shapes. It should be realised that these functional constraints need not be mathematical expressions, they may as well consist of programs outputting one value or another for different inputs. The principle is very useful because it gives us a general way of obtaining the geometrical image of an arbitrary multidimensional shape. The example in this section is a five-dimensional shape representing all attributes of a circle in the plane. A movie of a moving circle that changes size would merely be a slice of this shape. This exemplifies the versatility of shapes. It brings us closer to the vision of having highly versatile appearance.
models. Unfortunately the array representation turns out to be infinite in size when we introduce continuous domains. This makes us unable to compute and store the complete arrays in a computer. In the same way that any other continuous entity has a discrete representation in a computer, we need a discrete representation for our continuous arrays. This is the subject of the following section.

13.3 Polynomial Representation

There are many ways of giving continuous entities a discrete representation. A large number of these representations have been explored in graphics. We use pixels to represent an image, triangles to represent a surface, voxel grids to represent volumes, etc. An ordinary rectangular grid is a very straightforward way of representing continuous arrays. Every grid cell has a value associated with it. These grid values represent the average value in a hypercubic part of the array. The resolution of the grid determines how accurately the grid represents the continuous array. The problem with this type of grid is that it grows quickly in size for every additional dimension in the shape. An adaptive grid would be more appropriate, but it is not immediately compatible with our operators. Another option is to represent only the values of truth (or only the values of falsehood). This corresponds to a mesh-based approach, where a mesh of hypervolumetric entities point out the values of truth (falsehood). A hypervolumetric entity could be a simplex in $n$-dimensional space.

An array-theoretic technique for representing continuous domains has been developed by Gert L. Møller [1995]. The idea is to represent continuous arrays
by collections of intervals. The intervals point out values of truth in the array projected on a given axis. Thus a shape which is a box in two dimensions, is represented by two intervals. The shape is the cartesian product of the two intervals. This gives a compact discrete representation of multidimensional shapes which are axis-aligned lines, points, boxes, or any combination thereof. See Figure 13.3. If we have a curve or an arced shape, we need infinitely many intervals. This means that we have to find a different discrete representation for smooth shapes.

The regular grid representation is convenient because all the operators (and operations) described in the previous section are exactly the same as for the original continuous array. Hence, the operators have not been described in vain. They give us an opportunity to work with approximate representations of multidimensional continuous arrays. Nevertheless, we will try to formulate a compact and more precise alternative to the grid representation using inspiration from the mathematical field of differential geometry.

Polynomial curves and surfaces comprise the traditional mathematical way of obtaining a discrete representation of smooth shapes. Using a discrete set of control points one obtains curves and surfaces that approximate any shape to any given precision [Gravesen 2002]. The problem is, of course, to find the right control points. A conventional approach is to compute a number of points in the shape (using the constraints) and then try to fit polynomial curves and surfaces to the points. This is difficult if we do not know the topology of the shape. How many curves and surfaces should we use for the fit? Instead, I propose that we use parametric hypersurfaces with one-dimensional control points to fill out a limited region of a multidimensional space with values. If we choose a convention such as the surface is where the values are zero or the volume is where the values are less than zero, we have an implicit representation of a multidimensional shape. The parametric hypersurface will be far more compact than a regular grid as it is described by a number of control points which corresponds to the polynomial degree of the hypersurface. It will also be much more precise if we find the right control points.

In our general principle for constructing arrays we start from the scales of the involved variables. For simplicity we assume that the scales of the variables are single, closed intervals [a,b] (not necessarily with the same a and b for the different variables). If we think of a Bézier curve, this requires two control points: The end points of the interval. A Bézier curve is a parametrisation of the interval. The parameter \( t \in [0,1] \), which is given as argument to the Bézier curve, determines the position in the array (the index). The curve determines the value of the array at each position. See Figure 13.4. This gives a discrete representation of a one-dimensional continuous array. Let us call it a polynomial
array and use the following notation:

\[(a \ldots b) = ((a) (b)),\]

where \((a)\) and \((b)\) are one-dimensional control points for a Bézier curve. As long as we have invoked no operations on the array, we only need two control points. If we start changing the array in ways that are more advanced than affine transformations, we need to introduce additional control points. The challenge in this representation is to find out when control points should be added and how the control points should be changed according to an arbitrary transformation of the array. This challenge is discussed in the following, but first we will show how a value in the continuous array is obtained from the control points of a parametric hypersurface.

To pick a value in the original continuous array using the polynomial representation, we use the de Casteljau algorithm. This is a very simple algorithm which has been described many times in the literature. The formulation of the algorithm by Gravesen [2002] is particularly suitable for translation into an array-theoretic operation. Gravesen defines two basic operators \(R\) and \(L\). Taking a sequence of control points as argument, the operator \(R\) drops the last control point from the sequence, while the operator \(L\) drops the first control point. Array theory has two general operations called \text{front} and \text{rest} which drop the last and first item of an array, respectively. Thus it is simple to implement the de Casteljau algorithm in array theory. Following Gravesen, we define a forward difference operation:

\[\Delta = -[\text{rest}, \text{front}],\]
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Figure 13.5: Using some specific value for the parameter $t \in [0, 1]$, the de Casteljau algorithm consists in successive applications of the de Casteljau operation. When there is only one value left in the array, it is the value at index $t$ in the polynomial array. In this figure the polynomial array has three control points $(a)$, $(b)$, and $(c)$, and $t = 0.5$.

where the list notation $f \left[ g, h \right] A$ constructs two arguments for a binary operation $f$ by applying the operations $g$ and $h$ to the array $A$. In other words,

$$f \left[ g, h \right] A = f \left( g(A), h(A) \right).$$

The next operator defined by Gravesen is the de Casteljau operator $C(t)$. We define it as an array-theoretic operation by

$$t \text{ opC } A = (\text{front } A) + (t \cdot (\text{delta } A)).$$

The de Casteljau algorithm is simply successive applications of the de Casteljau operation (using some specific value for the parameter $t \in [0, 1]$). Figure 13.5 exemplifies how it works.

The de Casteljau operation applies to lists, that is, one-dimensional polynomial arrays (curves). To make the polynomial arrays useful in the context of multidimensional continuous shapes, let us generalise the de Casteljau algorithm such that it works for tensor product Bézier surfaces of $n$ dimensions. First we choose the following convention. If we use the de Casteljau algorithm on an $n$-dimensional polynomial array parameterised by $n$ variables $t_1, \ldots, t_n \in [0, 1]$, we get an $(n - 1)$-dimensional polynomial array parameterised by the variables $t_1, \ldots, t_{n-1} \in [0, 1]$. In other words, the de Casteljau algorithm applies to the last axis of the array. To split an array into the part containing the front axes and the part containing the last axis, we use nesting. The fundamental operation in array theory for nesting is called split. The following is More’s [1976] definition of split. The axes of an array are said to be on level 0, the axes of
the items of the array are on level 1, etc. The operation
\[
\text{split } I \ A
\]
divides level 0 of the array \( A \) into two levels. The indices \( I \) indicate which axes are to go down to level 1.

To point out the indices of the axes that we want to nest, we need a few extra operations. The indices of the axes of an array are obtained by the operation \( \text{axes} \). The two operations that complement \( \text{front} \) and \( \text{rest} \) are \( \text{last} \) and \( \text{first} \) which pick the last and first items of an array. Then the nested array with the last axis at the top level and all the remaining axes at level 1 is given by the operation
\[
\text{polynest} = \text{split } [\text{front axes, pass}],
\]
where the operation \( \text{pass} \) corresponds to identity (\( \text{pass } A = A \)). Then all we need to do is to apply the de Casteljau operation to the nested array.

One minus the length of an axis in a polynomial array is the degree of the corresponding dimension in the tensor product Bézier surface that the array represents. This degree denotes the number of times that we need to apply the de Casteljau operation. Array theory has an operation \( \text{shape} \ A \) which returns an array holding the length of each axis in \( A \) [More 1975].\(^2\) Thus the degree of the nested array obtained using \( \text{polynest} \) is given by the operation
\[
\text{degree} = -1 + \text{last shape}.
\]

To apply an operation \( N \) times, we have the array-theoretic operator
\[
N \ \text{FOLD}(f) \ A ,
\]
where \( f \) is the operation to be applied \( N \) times to the argument \( A \). This is all we need to define the general de Casteljau algorithm:
\[
\text{t deCasteljau } A = \text{first } (\text{(degree } A) \ \text{FOLD}(t \ \text{opC}) \ \text{polynest } C) ,
\]
where we take the first item of the result to remove the extra level of nesting introduced by \( \text{polynest} \). Note that \( t \ \text{opC} \) is the unary operation which results if we consistently choose \( t \) as the first argument of \( \text{opC} \). This is referred to as currying \( t \) to \( \text{opC} \) [More 1993].

The definition (13.8) of the general de Casteljau algorithm demonstrates the ease with which array theory handles multidimensional problems. Generalisation

\(^1\)The operation \( \text{axes} \) is not standard in array theory, but we can define it using standard operations as follows: \( \text{axes} = \text{tell valence} \).

\(^2\)The operation \( \text{shape} \) is not related to the concept of shape that we are discussing in this part of the thesis.
from one to two to $n$ dimensions comes almost for free. With the deCasteljau algorithm we can define the equivalent of the pick operation for polynomial arrays. Let $T$ hold the list of parameters $t_1, \ldots, t_n \in [0, 1]$, and let $A$ be a polynomial array, then we define

$$T \text{ polypick } A = \text{REDUCE}(\text{deCasteljau}) \ append \ T \ A,$$

where the operation $\text{append } T \ A$ places the array $A$ as the last item of the array $T$ and the operator $\text{REDUCE}(f) \ B$ applies an arbitrary binary operation $f$ to all items of the array $B$ in right-to-left order. The reduction transform $\text{REDUCE}$ has been defined formally by More [1979]. Reduction transforms of binary operations are well-known in other areas of mathematics. An example is the summation operator $\sum$ which is the reduction transform of the binary operation $\text{+}$. 

Now that we know how to retrieve values from a polynomial array, let us investigate the general principles for construction of arrays to represent multidimensional shapes. To go from a one-dimensional to an $n$-dimensional polynomial array, we use the OUTER operator with addition ($+$), subtraction ($-$), and multiplication ($\cdot$). The polynomial array for $x + x_0$ is

$$\text{OUTER}(+) \quad \frac{(a)\ (b)}{x} \quad \frac{x_0}{(a)\ (b)} = \quad \frac{(a + a)\ (a + b)}{x} \quad \frac{x_0}{(b + a)\ (b + b)},$$

where $x, x_0 \in [a, b]$ and the contents of the array on the right-hand side are the control points for a tensor product Bézier surface. To be specific, let us set $a = -5$ and $b = 5$. The result is then

$$\begin{array}{c}
\begin{bmatrix}
-10 & 0 \\
0 & 10 \\
\end{bmatrix}^{x_0} \\
\end{array},$$

which is simply a planar surface. This should not be surprising since we take the outer sum of two simple intervals. The multiplication case is more interesting. The polynomial array for $x^2$ is

$$\text{OUTER}(\cdot) \quad \frac{(-5)\ (5)}{x} \quad \frac{x^2}{(-5)\ (5)} = \quad \frac{(25)\ (-25)}{x} \quad \frac{x^2}{(-25)\ (25)}.$$ 

This is a surface which is shaped like a parabola. It is interesting because we cannot simply pick the control points along the diagonal to get the control points for the one-dimensional polynomial array representing $x^2$. The reason is that the degree of the Bézier surface has been increased. The array representing $x^2$ is of degree 2 and requires three control points. Inspecting the outer product array, we make the surprising observation that the opposite diagonal suggests the value of the control point that we should insert. Let us elaborate on this observation for a moment.
The outer product array is surely a valid way to find the polynomial array representing the product of two arbitrary polynomial arrays. The result, however, may contain axes representing the same variable. Using the de Casteljau algorithm, we obtain values in the continuous array that the polynomial array represents. But we always use the same parameter for the axes that represent the same variable. Thus we will have a much more compact representation if we are able to find the control points which represent the diagonal between the axes that represent the same variable. In the continuous array, the diagonal is simply the diagonal in the array, but in the polynomial representation we need to increase the degree by adding control points. The observation we have made leads to the assumption that the outer product array has all the information we need to find the control points that should be inserted when the degree of the polynomial array increases. Let us see if we can find a general way of getting the right control points from the outer product array.

For reasons that will soon be clear, we would like to work with the indices of the control points in the array. Therefore we introduce an operation which is called grid. It is a well-known operation in array theory (originally called numerate by More [1975]) which replaces all items in an array by their indices. To learn the notation, we find

\[
\text{grid} \begin{pmatrix} (25) & (-25) \\ (-25) & (25) \end{pmatrix}^x = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 1 \end{pmatrix}^x.
\]

To exploit our observation, we would like to apply an operation to the control points which are not in the diagonal. If we sum the indices in the grid, we get a set of indices that point out the items that are not in the diagonal:

\[
\text{EACH}(+) \text{grid} \begin{pmatrix} (25) & (-25) \\ (-25) & (25) \end{pmatrix}^x = \begin{pmatrix} 0 & 1 \\ 1 & 2 \end{pmatrix}^x.
\]

Let us assume that the indices 0, 1, and 2 in this array point out the control points for the one-dimensional polynomial array of \(x^2\). To pick and place these control points in a new array, we introduce an operation called polyfuseP \(I A\), where \(I\) holds the indices of the axes that represent the same variable. We will define the operation more precisely in Chapter 14. For now we will only look at the result, which is

\[
\text{polyfuseP} \begin{pmatrix} 0 & 1 \end{pmatrix} \begin{pmatrix} (25) & (-25) \\ (-25) & (25) \end{pmatrix}^x = \begin{pmatrix} (25) & (-25) & (25) \end{pmatrix}^x.
\]

Since there are only few control points, we have the opportunity to use the basis functions of the Bézier curves to verify that we really did find the polynomial
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array for $x^2$. We have

\[
\begin{align*}
t \text{ polypick } ( (25) (-25) (25) ) \\
&= (1 - t)^2 \cdot 25 + 2t(1 - t) \cdot (-25) + t^2 \cdot 25 \\
&= 100t^2 - 100t + 25 , \tag{13.9}
\end{align*}
\]

where the parameter $t \in [0,1]$ denotes the position in the array. The index transform is $t = (x + 5)/10$. If we insert this in the equation (13.9), we get precisely what we hoped for

\[
100 \left( \frac{x + 5}{10} \right)^2 - 100 \frac{x + 5}{10} + 25 = x^2 .
\]

The procedure we have found also works if we want to take higher powers of an array. As an example, the polynomial array for $x^3$ is

\[
A^3_r = \text{ OUTER}(\cdot) (-5) (5) x \left( \text{ OUTER}(\cdot) (-5) (5) x \left( -5 (5) x \right) \right)
\]

\[
= \begin{bmatrix}
(-125) & (125) \\
(125) & (-125)
\end{bmatrix} x
\]

\[
= \begin{bmatrix}
125 & (-125) \\
(-125) & (125)
\end{bmatrix} x .
\]

The corresponding summed index array is:

\[
\text{ EACH}(+) \text{ grid } A^3_r = \begin{bmatrix}
0 & 1 & 2 \\
1 & 2 & 3
\end{bmatrix} x x .
\]

Again the diagonal in the polynomial array gives the end control points and the remaining values in the array suggest the control points that we need to add to get the polynomial array for $x^3$. The result is

\[
\text{ polyfuseP } (0 1 2) A^3_r = \begin{bmatrix}
(-125) & (125) & (-125) & (125)
\end{bmatrix} x .
\]

It is easy to verify that this Bézier curve corresponds to $x^3$ as it should. This suggests that our new method for finding powers of polynomial arrays could be general. Assuming that it is, we can now find compact polynomial arrays that represent functions involving (integral) powers, sums and affine transformations.

Unfortunately the polynomial arrays cannot explicitly represent shapes and constraints (Boolean-valued functions). The problem is discontinuities where values jump from true to false (or oppositely). In principle, we would have to split the curve or hypersurface in two wherever there is a discontinuity. This is not very attractive. Instead, we choose a convention, as discussed previously, such that
we obtain an implicit (hyper)surface. It is not difficult to choose the convention. If we let $\Delta$ denote an equality or an inequality operation between polynomial arrays, we make the following replacement:

$$\text{OUTER}(\Delta) = \text{EACH}(0 \ \text{CONVERSE}(\Delta)) \ \text{OUTER}(-)$$

where the operator CONVERSE is a standard array theoretic operator which swaps the arguments of a binary operation [More 1981]. When we have found the polynomial array representing a shape, the $\text{EACH}(0 \ \text{CONVERSE}(\Delta))$ is the convention. In Section 14.1, it will be shown that there are ways to work with the convention $\text{EACH}(0 =)$ without actually finding the surface. Now we have enough information to construct, from the basics, a polynomial array representation of the circle shape.

First we find the polynomial array for $x - x_0$ and $y - y_0$:

$$A_{x-x_0} = A_{y-y_0} = \text{OUTER}(-) \ ((a) \ (b)) \ ((a) \ (b)) = (0) \ (a-b) \ (b-a) \ (0).$$

If we square it using the discussed method$^3$, we get

$$A_{(x-x_0)^2} = A_{(y-y_0)^2} = (0) \ (0) \ (0) \ (0) \ ((b-a)^2) \ (- (b-a)^2/2) \ (0) \ (0). \ (13.10)$$

The same method gives the polynomial array for $r^2$:

$$A_{r^2} = \text{polyfuseP} \ (0 \ 1) \ \sqrt{ (0) \ (0) \ (0) \ (0) \ (b)^r} = (0) \ (0) \ (0) \ (b)^r.$$

Putting it all together, we get the five-dimensional shape describing all circles in an arbitrary limited interval $[a,b] \times [a,b]$. The shape is

$$\text{EACH}(0 \geq) \ (\text{OUTER}(-)) \ (\text{OUTER}(+) A_{(x-x_0)^2} A_{(y-y_0)^2} A_{r^2}),$$

where the outer sum and difference are easily carried out. The resulting five-dimensional polynomial array holds $3^5 = 243$ control points. This means that it is a tensor product Bézier (hyper)surface of degree $2 \times 2 \times 2 \times 2 \times 2$. A value in the continuous array is obtained by the de Casteljau algorithm which uses one step for each degree of each dimension. This means that a value in the continuous array is obtained in $5 \cdot 2 = 10$ steps.

There are a some types of shapes that we have not considered. In particular, we have not considered shapes which involve a singularity (e.g. caused by division). Such shapes must be handled in a different way. Perhaps by a split of the

$^3$This example is a little more complicated than the previous ones, because all the axes in the squared array do not represent the same variable. The more general method, which handles this case, is described in Section 14.2.
Bézier curve or surface at the singularity. Nevertheless, the idea of polynomial arrays is, in my opinion, inspiring. They combine the mathematical properties of tensor product Bézier surfaces and the structural properties of arrays. As we will see in the following chapter, the polynomial arrays enable a simple procedure for constructing multidimensional shapes which does not require algebraic manipulation of the constraints. It is a procedure that is readily automated and the discrete representation is compact. Since an array is also a tensor product Bézier surface, only few simple steps are required to query if a point is part of the continuous shape, or to obtain an implicit surface representation of the shape.

In this chapter we have seen that a Boolean-valued array is a way of representing a shape which is close to the geometry of the shape. In fact, the coordinates of the truth values in the Boolean-valued array are the points in space belonging to the shape. This means that we are able to obtain geometry or appearance, or whatever the shape describes, very quickly by simply picking a slice of the array. Since the array practically is the same as the geometry itself, it makes sense to handle the array in the same way as we handle geometry. Most importantly, it enables us to use the fundamental concept of projection. We will discuss the importance of projection and other geometric operations in the next chapter. The overall idea, in using geometric operations, is to derive the relation between a subset of the variables involved in a multidimensional shape. This is a difficult task if we only have separate constraints that have not been unified in a coordinate system or an array as geometry. When the geometry is available it is simply a matter of picking subspaces and doing projections.
Let us briefly recall the quantum electrodynamics described in Chapter 3. To describe the state of a quantum particle, we need a probability amplitude for each possible combination of position (or definite momentum) and angular momentum of the particle. This means that a single photon has a two-fold infinite number of possible states (it has infinitely many possible positions and two possible angular momenta). If we think of all the possible states as a shape, just a single particle is incredibly difficult to describe. A system of particles is much worse. How is it possible to handle such complicated shapes? The answer was partly given in Chapter 3. We only look at one particular system state - one particular event - at the time. Even if we consider only one event at the time, we still have to take all the physical constraints of the system into account. This was accomplished in Chapter 3 using operators.

The creation and annihilation operators, $\hat{\psi}^\dagger$ and $\hat{\psi}$, enable us to keep track of a system in an abstract way. If we denote the vacuum state $|0\rangle$, we construct an $N$-particle system state by [Milonni 1994, formula generalised from examples]

$$|\Psi\rangle = \int \ldots \int \phi(x_1, \ldots, x_N; t)\hat{\psi}^\dagger(x_1, t)\ldots\hat{\psi}^\dagger(x_N, t)|0\rangle \, dx_1 \ldots dx_N ,$$
where $\phi$ denotes the probability amplitude for the particles to be at positions $x_1, \ldots, x_N$ at time $t$. We can think of the creation operators in the formula as outer products of particle state vectors forming a multidimensional array which describes a specific system state $|\Psi\rangle$. The function $\phi$ determines the values in the array when the integration is carried out. From this point of view the annihilation operator $\hat{\psi}$ eliminates a part of the array corresponding to one particle by projection of this part of the array on the remaining axes in the array.

The Schrödinger equation (3.4) describes the constraints imposed on a system by the fundamental physical law of energy conservation. In the Schrödinger equation the Hamiltonian operator (3.25) is applied to a state vector to obtain the total energy of the system state. In Section 3.3 we found the Hamiltonian operator for the interaction between a photon field and a charge field. How does it work? It uses the annihilation operator to extract information about the energy of the system state. This illustrates that projection and outer product operators are fundamental in describing the incredibly complicated systems encountered in quantum electrodynamics.

In the previous chapter we saw that the array representation of shapes are created using an OUTER operator. This is quite analogous to the way of creating state vectors in quantum electrodynamics. The difference is that the array represents the entire system whereas the state vector $|\Psi\rangle$ only represents a specific system state. The state vector is only a specific system state because it stores only one complex probability amplitude for each particle state. It does not store all possible probability amplitudes. To represent the entire quantum mechanical system, we would need an additional axis of complex values for every value in the state vector. This means that we can think of the state vectors as complex-valued arrays instead of Boolean-valued arrays. Otherwise state vectors and arrays which represent shapes are similar. Since they are similar, it is not surprising that orthogonal projection is as fundamental a way of extracting information about a shape as it is a fundamental way of obtaining information about a system of quantum particles.

In this chapter we will describe geometric operations for handling multidimensional shapes. There are three fundamental types of operations: Outer sums, products, etc. for creation of arrays (Sec. 14.1), colligation for removal of redundancy in an array (Sec. 14.2), and projection as well as the picking of slices for extraction of information (Sec. 14.3).
14.1 Creation

The general principle for creating arrays which represent shapes has already been described in Chapter 13. The following is a brief recap. A shape is a set of points in $n$-dimensional space which satisfy a number of constraints. Every dimension of the shape represents a variable which is involved in one (or several) of the constraints. A constraint is a Boolean-valued function. There is logical conjunction between all the constraints, or, in other words, the points which define the shape must satisfy all the constraints. The general principle says that the array representation of the shape is given by the constraints if we replace all variables by their scales, that is, arrays holding all the values that the variable can attain, and if we replace all operations $f$ by OUTER($f$). This procedure may leave several axes that represent the same variable. An operation for removing this redundancy is discussed in Section 14.2.

The general principle is all we need to create the expanded array representation of any shape. The variables that the shape involves span a coordinate system. Since the array holds a Boolean value for every point in the coordinate system, we refer to it as the expanded array. For shapes that involve many variables or variables of a “large” scale (e.g. continuous variables), the expanded array representation is not practical. Møller [1995] demonstrated that there are isomorphic representations which are significantly more compact. Not only did he find more compact representations, he also found operations for creating the compact representation without needing to expand the array. This reduces the complexity of the operations for creating arrays as well as the memory required to store the array. However, as mentioned in Section 13.3, Møller did not find a discrete representation for all types of continuous arrays. Therefore I introduced the polynomial representation of continuous arrays. And it seems to be the case that also for polynomial arrays there are operators working directly with the compact representation without the need to expand the array. This is comforting because it is rather difficult to expand a continuous array (as it would require infinitely many items).

In section 13.3 we limited our discussion of the polynomial representation to a single constraint which only involved continuous variables. Let us see if we can make it more general. There is nothing preventing us from using integers in combination with continuous variables. Suppose we have a continuous variable $x$ and an integer variable $A$ of the following scales

\[
\frac{a \ldots b}{x}, \quad \frac{1 \ 2 \ 3}{A}.
\]

The polynomial array representing the constraint $x = A$ would be

\[
\text{EACH}(0 =) \ \text{OUTER}(-) \ \frac{(a)}{(b)^x} \ \frac{1 \ 2 \ 3}{A}.
\]
There is no problem in taking the outer product as long as we are very careful in keeping track of the axis which has infinitely many entries and the axis which has only three entries. The polynomial array that results is

\[
\text{EACH}(0 =) C_1 = \text{EACH}(0 =) \frac{(a - 1)}{(b - 1)} \frac{(a - 2)}{(b - 2)} \frac{(a - 3)}{(b - 3)}^A.
\]

This corresponds to three Bézier curves that have been translated differently.

If we have another constraint \( x^2 = B \), where \( B \) is of the scale \([-2, -1] \), there is a very simple way of combining the two constraints. We know the polynomial array for \( x^2 \) (cf. Section 13.3). It is

\[
\frac{(aa)}{(bb)} x.
\]

So let us consider the total polynomial array for the second constraint:

\[
\text{EACH}(0 =) C_2 = \text{EACH}(0 =) \frac{(aa + 2)}{(bb + 2)} \frac{(aa + 1)}{(bb + 1)}^B.
\]

To find the shape that describes the two constraints

\[
\text{EACH}(0 =) C_1 \quad \text{and} \quad \text{EACH}(0 =) C_2,
\]

we need to find the array representing the logical conjunction. Since the convention is that all items of both \( C_1 \) and \( C_2 \) are set equal to zero, this is not so difficult. The following equation is a general way of taking the logical conjunction of two arrays for which all items are set equal to zero:

\[
\text{OUTER} (\land) (\text{EACH}(0 =) C_1) (\text{EACH}(0 =) C_2)
= \text{EACH}(0 =) \text{OUTER} (\cdot) (\text{EACHALL}(\cdot) C_1 C_1) (\text{EACHALL}(\cdot) C_2 C_2).
\]

One should verify the validity of this equation. Taking the square of all items in the arrays, leaves only positive values or zeros (as long as the items are not complex numbers). Requiring that every possible sum of these items is zero, is the same as requiring that all the original items are zero.

There is an even simpler equation that enables us to take the logical disjunction of two arrays for which all items must equal zero:

\[
\text{OUTER}(\lor) (\text{EACH}(0 =) C_1) (\text{EACH}(0 =) C_2)
= \text{EACH}(0 =) \text{OUTER}(\cdot) C_1 C_2.
\]
These two equations make us able to handle disjunction and conjunction of all polynomial arrays which represent constraints based on equality. It is important to be able to handle equality constraints. For many cases (perhaps all) it is possible to describe an inequality constraint by a projection of an equality constraint from a space with one additional dimension. The circle, for example, is the projection of a three-dimensional sphere. Thus we have quite a general procedure for creating the polynomial array representation of shapes. If we require a more general representation, there is always the option of sampling points in the continuous arrays and interpolating between them. This is a less precise approach, but it has the advantages of simplicity. In the next section we will look at removal of redundancy in arrays. In particular, we will describe the operation of picking a diagonal.

14.2 Colligation

Picking a diagonal is a simple operation. Consider a function of \( n \) variables. If we consistently use the same variable for two (or \( m + 1 \)) different arguments, the result is a function of \( n - 1 \) (or \( n - m \)) arguments. This geometrical image of the resulting function is a (hyper)diagonal in the geometrical image of the original function. In a tensor or array context, picking a diagonal is merely the operation of setting indices equal. While the operation is often considered to be too simple to mention, it is very important in the array-theoretic approach. Charles Sanders Peirce recognised the importance of the operation and referred to it as \textit{colligation} [Peirce 1960; Franksen and Falster 2000]. The operation for picking diagonals is called \texttt{fuse} in array theory [More 1981].

Mike Jenkins [1981] developed a system called \textit{Nial} (\textit{N}ested \textit{I}nter\-active \textit{L}anguage) for testing array-theoretic concepts. Let us follow the definition of \texttt{fuse} used in Nial. The operation \texttt{fuse} is used for two distinct purposes [Nial 2006]: (1) To perform a permutation of the axes in an array and (2) to pick diagonals between axes. Let \( I \) denote an array holding an index for each axis in the array \( A \), then

\[ \texttt{fuse} I A \]

returns the diagonal between the axes with indices that are grouped together (nested) in \( I \). The axes are ordered according to the ordering in \( I \). Take the four-dimensional array (13.5) from Section 13.1 which involves the variables \( P \), \( Q \), and \( R \) as an example. We fuse the two axes which both represent \( Q \) as...
follows:

\[
\begin{array}{ccc}
  1 & 1 & R \\
  Q & 0 & 1 \\
  o & o & R \\
  o & o & Q \\
  o & o & P
\end{array}
= \begin{array}{ccc}
  1 & 1 & R \\
  Q & 0 & 1 \\
  o & o & R \\
  o & o & Q
\end{array}.
\]

(14.1)

This process is exactly the same for expanded continuous arrays. However, when we consider an isomorphic representation, the entire diagonal may no longer be stored explicitly in the arrays. This means that we may need an operation which is different from \textbf{fuse} to find the diagonal in an isomorphic representation.

In his compact isomorphic representation, Møller [1995] uses arguments for cartesian products to point out the values of truth in a Boolean-valued array. The operation that performs colligation of these cartesian arguments is based on the set operation \textit{intersection}. The polynomial array was introduced as an isomorphic representation of continuous arrays in Chapter 13. Polynomial arrays also require an operation for colligation which is different from \textbf{fuse}. The operation for colligation of polynomial arrays is different depending on whether we want to colligate after an outer product or after an outer sum or difference. The outer sums and differences are simpler because they do not change the degree of the Bézier surface. The operation \textbf{polyfuseP}, which was introduced in Section 13.3, is for colligation of redundant axes in outer product arrays. In the following, colligation of outer sums and differences is addressed first, and the operation \textbf{polyfuseP} is defined subsequently.

To explain the operation needed for colligation of axes after an outer sum or an outer difference, we use an example. Let us construct the polynomial array for \(x^2 + x\) with \(x \in [-5, 5]\). Using the array for \(x^2\), which we found previously, we have

\[
B_1 = \text{OUTER}(+) \begin{array}{ccc}
  25 & (-25) & (25) \\
  (-5) & (5) \\
\end{array}^x = \begin{array}{ccc}
  (20) & (-20) \\
  (30) & (-30) \\
  (20) & (30)
\end{array}^x.
\]

We would like to colligate the two axes in \(B\) which represent the same variable. Since outer sums and differences do not increase the degree of a (hyper)surface, one should expect that the traditional \textbf{fuse} operation would be appropriate for colligating repeated axes. Indeed the traditional \textbf{fuse} is the right operation. However, the two axes that we need to colligate must be of equal length. This problem is not difficult to solve, because we can raise the degree of an arbitrary Bézier curve without changing the curve.

To raise the degree of an arbitrary Bézier curve, we use the \textit{degree elevation}
14.2 Colligation

**Theorem.** If \( b_0, \ldots, b_n \) is a list of control points, the degree elevation theorem says that the following control points describe the same curve, but using one extra control point [Gravesen 2002]:

\[
\begin{align*}
\hat{b}_0 &= b_0 \\
\hat{b}_k &= \frac{n+1-k}{n+1} b_k + \frac{k}{n+1} b_{k-1}, & k = 1, \ldots, n \\
\hat{b}_{n+1} &= b_n.
\end{align*}
\]

This is not difficult to implement in array theory. Let us call the operation **raisedegree**. It is defined in Appendix B.1. This operation works with a list of control points, but we would like to elevate one dimension of an \( n \)-dimensional tensor product Bézier surface. Let us use the example to illustrate how this is done.

In the example the last axis is too short. If we nest this axis using **polynest**, we get the following Bézier curve:

\[
\begin{pmatrix}
(20) & (-30) & (20) \\
(30) & (-20) & (30)
\end{pmatrix}^x.
\]

If we elevate the degree of this curve, we have all the control points we need for the original array \( B \). The result is:

\[
\begin{pmatrix}
(20) & (-30) & (20) \\
(25) & (-25) & (25) \\
(30) & (-20) & (30)
\end{pmatrix}^x.
\]

To remove the nesting and return to the two-dimensional array, there is an operation in array theory called **blend** \( I A \) which removes one level of nesting and places the axes of the items in \( A \) at the top level in the order given by \( I \). Since **polynest** operates on the last axis of the array, we give all the first axes as the argument \( (I) \) to **blend**. The general function which elevates the degree of the last dimension is defined by

\[
elevate = \text{blend [front axes, raisedegree polynest]}.
\]

In the example we get

\[
B_2 = elevate B_1 = \begin{pmatrix}
(20) & (25) & (30) \\
(-30) & (-25) & (-20) \\
(20) & (25) & (30)
\end{pmatrix}^x.
\]

After elevation such that both \( x \)-axes have the same length, the colligated array is obtained using the conventional **fuse**:

\[
B_{x^2+x} = \text{fuse (0 1)} B_2 = \begin{pmatrix}
(20) & (-25) & (30)
\end{pmatrix}^x.
\]
Again it is not difficult to verify that this is the correct polynomial array for 
\(x^2 + x\). Suppose we had wanted to find the array for \(x + x^2\), then the axis to 
be elevated had not been the last axis of the array. The operation \texttt{elevate} was, 
however, defined always to work on the last axis. This is not a problem, since 
we can always rearrange the axes in an array using the operation \texttt{fuse}.

Now, let us define the \texttt{polyfuseP} operation which is needed for colligating 
repeated axes in polynomial arrays that result from an outer product. A method 
that determines the control points for the diagonal of a tensor product Bézier 
surface has been described by Holliday and Farin [1999]. The traditional tensor 
product Bézier surface corresponds to the two-dimensional case in terms of a 
polynomial array. In the following we will generalise the approach of Holliday 
and Farin such that we are able to find the diagonal between an arbitrary number 
of axes in a multidimensional array. The structural operations of array theory 
helps tremendously in this generalisation.

To facilitate the definition of the operation \texttt{polyfuseP}, we will use an example. 
Let us use the polynomial array for 
\[(x - x_0)^2, \quad x, x_0 \in [-5, 5] ,\]
as an example. Before colligation the corresponding polynomial array is

\[
A = \begin{bmatrix}
(0) & (0) & x_0 & x_0 \\
(0) & (0) & x_0 & x_0 \\
(0) & (-100) & x_0 & x_0 \\
(100) & (0) & x_0 & x_0
\end{bmatrix}.
\]

This array is obtained by an outer difference of the scales of \(x\) and \(x_0\) and an 
outer product of the resulting array with itself. The proposed operation works 
as follows. Let \(I\) denote an array holding the indices of the axes in the array \(A\) 
that are to be colligated. The first step is to take the \texttt{grid} of \(A\).

\[
\text{grid } A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & x_0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & x_0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & x_0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & x_0
\end{bmatrix}.
\]

In our example we have two colligations to do, because there are two pairs of 
axes representing the same variable. Let us begin by colligating the \(x\)-axes, then 
\(I = (0 \ 2)\). From each item in \texttt{grid } A, we choose the coordinates given by \(I\). Let 
us call this operation \texttt{polychoose}. Array-theoretically it is defined by

\[
\text{polychoose } I \ A = \text{EACH}(I \ 	ext{choose}) \ 	ext{grid } A ,
\]
where the operation $I$ choose $A$ picks the items in $A$ at the positions given by the indices in $I$. The following is the result in our example:

\[
\text{polychoose } I \ A = \begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 1 \\
\end{array}
\]

The next step is to sum the items of each of these nested arrays and link the summed coordinate with the remaining coordinates in the grid. Let us call this operation \texttt{polyindex}. To link the summed coordinate with the remaining coordinates in the grid, we need an operation to find the indices of the axes that are not in $I$. For this purpose we introduce the operation

\[
\text{otheraxes} = \text{except } [\text{axes second, first}] ,
\]

where \texttt{axes}, as mentioned before, lists the indices of the axes in the array given as argument, and \texttt{first} and \texttt{second} pick the first argument and the second argument given to \texttt{otheraxes}. The operation \texttt{except} $J$ $I$ removes the items from $J$ which are also in $I$. In our example, we have

\[
\text{otheraxes } I \ A = (1 \ 3) .
\]

With the operations \texttt{polychoose} and \texttt{otheraxes}, we define \texttt{polyindex} by

\[
\text{polyindex} = \text{EACH(link) pack}
\[
[\text{polychoose [otheraxes, second], EACH(+ ) polychoose}]
\]

where \texttt{link} turns all the items given as argument into a list of items. Again looking at the example, the result of \texttt{polyindex} is

\[
\text{polyindex } I \ A = \begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & 1 \\
0 & 1 & 1 \\
0 & 2 & 1 \\
\end{array}
\]

The coordinate indices in this array correspond to the positions in a new three-dimensional array. Let us introduce a new operation called \texttt{polyplace} which places the items of $A$ at the positions given by \texttt{polyindex} $I$ $A$ in a new array. The result is

\[
\text{polyplace } I \ A
\]

\[
\begin{array}{c}
(0) \\
(0) \\
(100) \\
(0) \\
\end{array}
\]

\[
\begin{array}{c}
(0) \\
(0) \\
(0) \\
(100) \\
\end{array}
\]
The array-theoretic definition of \texttt{polyplace} uses \texttt{polyindex}, but it is a little lengthy, so the definition is given in Appendix B.2. Intuitively it is not difficult to figure out how the operation works by inspecting the example.

It should be observed that several control points are nested at the same location in the new array obtained using \texttt{polyplace}. In Section 13.3, where the operation \texttt{polyfuseP} was proposed for picking the diagonal of polynomial arrays, we did not discuss how to handle these nested control points. The reason why it was not discussed is that the nested control points were the same in the examples we considered. This is, however, not true in general. The general way of handling the nested control points is not obvious. For a moment, let us call the operation to handle them \( P_f \). The definition of \texttt{polyfuseP} is then

\[
\text{polyfuseP} = \text{EACH}(P_f) \text{polyplace}.
\]

Using the technique that finds the control points for the diagonal curve of a tensor product Bézier surface [Holliday and Farin 1999], we are able to define the operation \( P_f \). The technique is actually quite simple. Each nested Bézier curve is degree elevated until its degree is doubled. This means that if it has \( n \) control points, it is degree elevated \( n - 1 \) times. The middle control point in the elevated list of control points is the control point that belongs to the diagonal. Let us define \( P_f \) using array theoretic operations.

First we need an operation to pick the middle control point in a list of control points. This is defined as follows:

\[
\text{middle} = \text{pick} \left\lfloor \frac{2}{\text{CONVERSE}(/ \text{shape})} \right\rfloor \text{pass},
\]

where the operation \( / \) denotes division and the operation \texttt{floor} returns the integral part of a floating point number. With the operation \texttt{middle}, we are ready to define \( P_f \). This is done using the FOLD operator described previously (13.7). We have

\[
P_f = \text{middle} \text{FOLD(raisedegree)} [-1 + \text{tally}, \text{pass}],
\]

where \texttt{tally A} returns the number of items in the array \( A \). This concludes the definition of the operation \texttt{polyfuseP}.

In our example, the result is

\[
\text{polyfuseP} I A = \begin{pmatrix}
(0) & (0) & (100) \\
(0) & (-50) & (0) \\
(100) & (0) & (0)
\end{pmatrix}^{x_0}.
\]

When we colligate the two \( x_0 \)-axes, again using the operation \texttt{polyfuseP}, we
obtain:
\[
\text{polyfuseP} (0 \ 1) \ (\text{polyfuseP} (0 \ 2) \ A) = \begin{pmatrix}
(0) & (0) & (100) \\
(0) & (-50) & (0) \\
(100) & (0) & (0)
\end{pmatrix}^{x_0}.
\]

If we had begun with \( x, x_0 \in [a, b] \) as in Chapter 13, we would have arrived at the same formula as the one we got there (13.10). Now the general idea has been described more precisely.

Conclusively, polynomial arrays need two different operations for colligation. One for colligation after an outer product of two polynomial arrays (\texttt{polyfuseP}) and one for colligation after an outer sum or difference of two polynomial arrays (\texttt{fuse}, and \texttt{elevate} if the length of the axes to be colligated do not match). These are operations which we can use to remove redundant axes which represent the same variable after an array has been created using outer transforms.

### 14.3 Extraction

So far this part of the thesis has mostly been concerned with representation of multidimensional shapes. When a geometrical representation has been obtained, we are ready to learn about the shape. In other words, we are ready to use the appearance model.

An ordinary way in which to use an appearance model is to choose a specific value for some input, and then to see how the output behaves when the remaining input variables are varied. We can easily accomplish this when we have an array representation using nesting and picking. For a regular grid representation of continuous arrays, we would use the operations \texttt{split} and \texttt{pick}. For polynomial arrays, we would use \texttt{polynest} and \texttt{polypick}. The additional advantage of the geometrical approach is that we are also able to choose specific values for some output, and then see how the input behaves. The distinction between input and output is not explicit in the arrays. Both an input and an output is just another axis. What I mean by input and output for an appearance model was explained in Chapter 12.

Another opportunity, which the geometrical approach provides us with, is to find the general relation between a subset of the involved variables. A relation which is true regardless of the value of the remaining variables. In other words, the geometrical approach makes us able to derive the relations between variables that the shape implies. Such relations are found by \textit{orthogonal projection} of the geometrical image on a slice of the multidimensional space which is spanned by
a subset of the involved variables. Thus orthogonal projection is as fundamental in the handling of shapes as it is in the handling of systems of quantum particles.

When we have an array representation, orthogonal projection is accomplished using nesting. To start with a simple example, consider (again) the constraints:

\[
\begin{align*}
C_1 & : P \Rightarrow Q \\
C_2 & : Q \Rightarrow R ,
\end{align*}
\]

where \( P, Q, \) and \( R \) are Boolean variables. These constraints describe a shape. Using OUTER and fuse, we find that the array \( C \), which represents the shape, is

\[
C = \begin{array}{c}
P \\
Q \end{array}
\begin{array}{c}
11 \\
00 \\
01
\end{array}
\begin{array}{c}
R \\
Q \\
R
\end{array}
\begin{array}{c}
P \\
Q \end{array}
\begin{array}{c}
11 \\
00 \\
01
\end{array}
\begin{array}{c}
R \\
Q \\
R
\end{array}.
\]

Suppose we want to find the relation between \( P \) and \( R \) disregarding \( Q \). Then all we have to do is an orthogonal projection of the \( Q \)-axis in the array.

To nest the \( Q \)-axis, we use the operation split which was introduced in Section 13.3. The result is

\[
\text{split } 1 C = \begin{array}{c}
P \\
Q
\end{array}
\begin{array}{c}
11 \\
00 \\
01
\end{array}
\begin{array}{c}
R \\
Q
\end{array}.
\]

Intuitively, this split means that every nested array holds what we are seeing in the direction along the \( Q \)-axis. Thus if there is a single value of truth in a nested array, there should be a value of truth at the position where the nested array is. This corresponds to logical disjunction between all the items of each nested array. Let us call the operation project, it is defined by

\[
\text{project } = \text{EACH (REDUCE(\lor)) split} .
\]

In the example, the result is

\[
\text{project } 1 C = \begin{array}{c}
P \\
Q
\end{array}
\begin{array}{c}
11 \\
00 \\
01
\end{array}\begin{array}{c}
R \\
Q
\end{array}.
\]

Normally the projected geometrical image is all we need. We can use it as a look-up table which describes the relation between \( P \) and \( R \). The projected relation is valid no matter what the value of \( Q \) is. It is not so difficult to prove that the relation between a number of variables, which is described by a shape, implies all the relations given by orthogonal (disjunctive) projections on an arbitrary space spanned by a subset of the involved variables. This means that orthogonal projection provides a mechanical way of proving theorems. In fact, we have just found a mechanical proof of Aristotle’s famous hypothetical
syllogism. The relation we found between $P$ and $R$ is evidently $P \Rightarrow R$, thus we have

\[
\begin{align*}
P & \Rightarrow Q, \\
Q & \Rightarrow R, \\
P & \Rightarrow R,
\end{align*}
\]

where the horizontal line means that an implication between the constraints above the line and the conclusion below the line is a tautology. A branch of logic called *array-based logic* was founded by Franksen [1979] on the three fundamental principles that have been presented in this chapter. The three principles are outer transforms for creation or expansion of the geometrical representation (Sec. 14.1), colligation for reduction of the geometrical representation (Sec. 14.2), and orthogonal projection as well as picking of subspaces for extraction of relations from the geometrical representation (Sec. 14.3). These principles provide a simple way of doing mechanical reasoning. While reasoning is not a key subject in this thesis, it is interesting to note the broad applicability of these three fundamental principles. From reasoning to quantum mechanics to appearance modelling.

In a regular grid representation of a continuous array, the operation for projection is the same as for the Boolean arrays. Of course, the result will only be approximate since the regular grid corresponds to a sampling of the continuous array. A polynomial array is, on the other hand, a fit of the continuous array using a Bézier surface with one-dimensional control points. If the constraints are simple mathematical formulae, we are able to obtain a precise fit. This is obtained by outer transforms as discussed in Sections 13.3 and 14.1. More commonly each constraint, which is part of an appearance model, will be measured data or the result of complicated calculations such as evaluation of the Lorenz-Mie formulae. In this case, a fit of control points to each constraint is needed. These fits can be obtained using a standard mathematics tool such as Maple or, for example, as described by Cohen et al. [2001]. When the fits for the different constraints have been found, they are combined into a single polynomial array using the rules described in Section 14.1. All redundant axes resulting from outer sums, and all redundant axes resulting from multiplication of linear fits, should be eliminated using the colligation rules discussed in Section 14.2. In this way, we obtain a single polynomial array which is the geometrical representation of our appearance model.

As mentioned previously, the polynomial array is an implicit surface. If we sample the values in the array using the operation *polypick*, we can transform it into a regular grid representation of arbitrarily fine resolution. The surface is given by the convention which is usually EACH(0 = ). Compared to use of sampled continuous arrays throughout the creation of the geometrical representation, the polynomial array is a much more compact and precise solution. When the polynomial array has been converted into a sampled rectangular grid
representation of arbitrary precision, we can project it orthogonally using the operation \textit{project}. Or we can use any other graphics technique for orthogonal projection of an implicit surface. Indeed orthogonal and perspective projections are one of the most well-developed techniques in graphics. Such projections are the very foundation of rendering, where we project a scene on an image plane.

14.4 Conclusions

The general purpose of this part has been to provide a mathematical framework for building versatile appearance models. In particular, it has been argued that the geometrical representation of appearance models gives several advantages. The strongest advantage is that we can freely vary all input and output. The input we are referring to are the contents of a material, the particle sizes, the indices of refraction, and any physical conditions they may depend on. The output are the macroscopic optical properties. The free variation property of the geometrical representation enables us not only to model how the appearance of a material changes as we change the input parameters, but also to model how the input parameters change as we change the macroscopic optical properties.

In the conclusion of Part II (Sec. 11.2), we compared the suggested theory for computation of macroscopic optical properties to measurement of optical properties. The conclusion was that the two methods are complementary rather than competitors. The idea of a geometrical representation of appearance models, clearly demonstrates that the two techniques are complementary. Because with measured macroscopic optical properties, we have a way of coupling appearance to the output of our appearance model, and the geometrical representation enables us to analyse the influence of the macroscopic optical properties on the input for the appearance model. Thus we also have a way of \textit{analysing} appearance. Through this type of analysis, we can learn about the meaning of the appearance of materials as discussed in Chapter 12. This completes our theoretical discussion of light, matter, and geometry. In the next part we will construct three appearance models.
Part IV

APPEARANCE
Chapter 15

Water

It was the only color we could see in the universe.

Bill Anders, Apollo 8 astronaut

The theories in the first three parts of this thesis describe how to bring out the relation between the microscopic properties of a material and the appearance of the material. All we need, to get started, are some measurements describing the microscopic properties. The purpose of this fourth part is to exercise the theory. To do this, we investigate measurements of microscopic properties (Sections 15.1, 16.1, 17.1). Then we create appearance models, which link the microscopic properties to the macroscopic properties as well as the physical conditions of the materials (Sections 15.2, 16.2, 17.2). Finally, we use the appearance models to render the considered materials under different circumstances (Sections 15.3, 16.3, 17.3). This makes us able to draw conclusions about the influence of each ingredient - each different particle inclusion - on the appearance of the materials.

Before we construct the appearance models, let us first outline the general procedure. There are three steps (1.-3.). The presented theory requires some input. To compute the macroscopic optical properties for a material, we need shapes, complex indices of refraction, and size distributions for the different particle types in the material. We also need the complex index of refraction
of the host medium. Therefore the first step (1.) is to seek information about the material. Indices of refraction (including the imaginary part) are often available in chemical software packages (e.g. PhotochemCAD [Du et al. 1998]), physics handbooks [Gray 1972; Palik 1985; Lide 2006], and online repositories (e.g. http://www.luxpop.com/). Particle shape and size distributions can often be found in optics or chemistry literature, or some mean particle size can be estimated. Once the input parameters have been obtained for one substance, they may be used in many different contexts (in the following we will use the properties of water several times and the properties of minerals and algae for both water and ice).

Unfortunately the input concerning specific particle types is not a very intuitive set of parameters. Therefore it is desirable to find a set of input from which the particle specific input can be derived. This type of input is typically volume fractions for the different particle types and physical conditions such as temperature. The second step (2.) is to find a desirable set of input parameters. This step is entirely dependent on the amount of information that we can find about the material. Usually indices of refraction have some dependency on temperature, and sometimes volume fractions are convenient.

The third step (3.) is to compute the optical properties. The procedure for computing the optical properties is provided in Section 15.2. A recommended option is to compute sample optical properties for different input, and to fit a surface to the result. Then we can use the fit as a constraint for a geometrical representation of the appearance model. This concludes the outline of the procedure. Now, let us construct an appearance model for water.

Deep waters would appear black (apart from surface reflection) if they did not contain scattering particles. A real-world example of the colour caused by mineral sediments in water is Lake Pukaki, New Zealand, where glacial melt water with a high concentration of “rock flour” mixes with clear water from melted snow. The result is an impressive blue colour, see Figure 15.1.

Natural waters contain many different particle inclusions, but to keep this first example simple, we model only the two most visually significant types of particles. Algae are visually significant, so we include algae as one type of particle in our model. Minerals are also visually significant (as Figure 15.1 shows), but there are many different types of minerals. Following Babin et al. [2003a], we treat all types of minerals as being one and the same type of particle. In the following section we collect the optical properties of the host and of these two types of particles.
15.1 Particle Composition

Figure 15.1: Photograph of Lake Pukaki, New Zealand, which illustrates the influence of mineral suspensions on the colour of water.

\[
\begin{array}{crr}
n_1 = 1.779 \cdot 10^{-4} & n_4 = -2.02 \cdot 10^{-6} & n_7 = -0.00423 \\
n_2 = -1.05 \cdot 10^{-6} & n_5 = 15.868 & n_8 = -4382 \\
n_3 = 1.6 \cdot 10^{-8} & n_6 = 0.01155 & n_9 = 1.1455 \cdot 10^6 \\
\end{array}
\]

Table 15.1: The coefficients for the empirical formula (15.1) by Quan and Fry [1995].

15.1 Particle Composition

The host medium is pure water or brine (saline water). It is well-known that water is transparent in small quantities and blue in large quantities. This means that pure water is a weakly absorbing host medium, and the imaginary part of the index of refraction is not negligible.

Quan and Fry [1995] have found an empirical formula for computing the real part of the refractive index of pure water or brine as a function of salinity \( S \), temperature \( T \), and wavelength \( \lambda \). It is as follows [Quan and Fry 1995]:

\[
n'_{\text{water}}(\lambda, T, S) = 1.31405 + (n_1 + n_2T + n_3T^2)S + n_4T^2 \\
+ \frac{n_5 + n_6S + n_7T}{\lambda} + \frac{n_8}{\lambda^2} + \frac{n_9}{\lambda^3}. \quad (15.1)
\]

The coefficients are listed in Table 15.1. This formula describes the dependency
of $n''_{\text{water}}$ on salinity in the range $0\%_o < S < 35\%_o$, temperature in the range $0^\circ \text{C} < T < 30^\circ \text{C}$, and wavelength in the range $400 \text{ nm} < \lambda < 700 \text{ nm}$. Moreover Huibers [1997] has reported that the same formula is valid over a broader spectrum of wavelengths ($200 \text{ nm} < \lambda < 1100 \text{ nm}$) than originally assumed.

Table 15.2: Imaginary part of the refractive index for pure water $n''_{\text{water}}$ collected from Pope and Fry [1997] ($375 \text{ nm} \leq \lambda \leq 700 \text{ nm}$) and Hale and Query [1973] (remaining wavelengths). Correction coefficients, $\Psi_T$ and $\Psi_S$, from Pegau et al. [1997] are also included to make the indices useful for both brine and water at various temperatures. Values in this table which do not appear in the references are interpolations.

<table>
<thead>
<tr>
<th>$\lambda$ [nm]</th>
<th>$n''_{\text{water}}$</th>
<th>$\Psi_T$</th>
<th>$\Psi_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>375</td>
<td>3.393 $\cdot 10^{-10}$</td>
<td>0.0001</td>
<td>0.00012</td>
</tr>
<tr>
<td>400</td>
<td>2.110 $\cdot 10^{-10}$</td>
<td>0.0001</td>
<td>0.00012</td>
</tr>
<tr>
<td>25</td>
<td>1.617</td>
<td>0.00005</td>
<td>0.000055</td>
</tr>
<tr>
<td>50</td>
<td>3.302</td>
<td>0.0</td>
<td>-0.00002</td>
</tr>
<tr>
<td>75</td>
<td>4.309</td>
<td>0.0</td>
<td>-0.00002</td>
</tr>
<tr>
<td>500</td>
<td>8.117 $\cdot 10^{-10}$</td>
<td>0.0001</td>
<td>-0.00002</td>
</tr>
<tr>
<td>25</td>
<td>1.742 $\cdot 10^{-9}$</td>
<td>0.0002</td>
<td>-0.000025</td>
</tr>
<tr>
<td>50</td>
<td>2.473</td>
<td>0.0001</td>
<td>-0.00003</td>
</tr>
<tr>
<td>75</td>
<td>3.532</td>
<td>0.0002</td>
<td>-0.00002</td>
</tr>
<tr>
<td>600</td>
<td>1.062 $\cdot 10^{-8}$</td>
<td>0.0010</td>
<td>-0.000015</td>
</tr>
<tr>
<td>25</td>
<td>1.410</td>
<td>0.0005</td>
<td>-0.00001</td>
</tr>
<tr>
<td>50</td>
<td>1.759</td>
<td>0.00005</td>
<td>0.0</td>
</tr>
<tr>
<td>75</td>
<td>2.406</td>
<td>0.0001</td>
<td>-0.00002</td>
</tr>
<tr>
<td>700</td>
<td>3.476 $\cdot 10^{-8}$</td>
<td>0.0002</td>
<td>-0.00017</td>
</tr>
<tr>
<td>25</td>
<td>8.591</td>
<td>0.0065</td>
<td>-0.00001</td>
</tr>
<tr>
<td>50</td>
<td>1.474 $\cdot 10^{-7}$</td>
<td>0.0106</td>
<td>0.00064</td>
</tr>
<tr>
<td>775</td>
<td>1.486 $\cdot 10^{-7}$</td>
<td>0.0106</td>
<td>0.00064</td>
</tr>
</tbody>
</table>

The imaginary part of the refractive index has most recently been measured by Pope and Fry [1997]. They measured it for the wavelengths $380 \text{ nm} < \lambda < 700 \text{ nm}$. Measurements for the remainder of the visible spectrum are available from Hale and Query [1973]. These measurements of the imaginary part of the refractive index for pure water are collected in Table 15.2. The dependency of the imaginary part on temperature and salinity has been measured in terms of a set of correction coefficients by Pegau et al. [1997]. The correction formula is

$$n''_{\text{water}}(\lambda, T, S) = n''_{\text{water}}(\lambda, T_r, 0) + \lambda \frac{(T - T_r) \Psi_T + S \Psi_S}{4\pi},$$
Table 15.3: Imaginary part of the refractive index for minerals and algae. These spectra are typical examples computed using the empirical formulae by Babin et al. [2003b] (minerals) and Bricaud et al. [1995] (algae). The empirical formulae depend on the density of the minerals and the concentration of algae respectively.

<table>
<thead>
<tr>
<th>λ [nm]</th>
<th>$n''_{\text{mineral}}$</th>
<th>$n''_{\text{alga}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>375</td>
<td>$2.12 \cdot 10^{-3}$</td>
<td>$1.84 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>400</td>
<td>$1.66 \cdot 10^{-3}$</td>
<td>$1.96 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>25</td>
<td>1.30</td>
<td>2.89</td>
</tr>
<tr>
<td>50</td>
<td>1.01</td>
<td>3.11</td>
</tr>
<tr>
<td>75</td>
<td>$7.84 \cdot 10^{-4}$</td>
<td>2.79</td>
</tr>
<tr>
<td>500</td>
<td>$6.07 \cdot 10^{-4}$</td>
<td>$2.14 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>25</td>
<td>4.59</td>
<td>1.26</td>
</tr>
<tr>
<td>50</td>
<td>3.61</td>
<td>8.19 $\cdot 10^{-5}$</td>
</tr>
<tr>
<td>75</td>
<td>2.77</td>
<td>5.57</td>
</tr>
<tr>
<td>600</td>
<td>$2.13 \cdot 10^{-5}$</td>
<td>$6.03 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>25</td>
<td>1.63</td>
<td>7.86</td>
</tr>
<tr>
<td>50</td>
<td>1.25</td>
<td>$1.00 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>75</td>
<td>$9.52 \cdot 10^{-5}$</td>
<td>2.53</td>
</tr>
<tr>
<td>700</td>
<td>$7.26 \cdot 10^{-5}$</td>
<td>$3.91 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>25</td>
<td>5.53</td>
<td>3.91</td>
</tr>
<tr>
<td>50</td>
<td>4.20</td>
<td>3.91</td>
</tr>
<tr>
<td>775</td>
<td>$3.19 \cdot 10^{-5}$</td>
<td>$3.91 \cdot 10^{-5}$</td>
</tr>
</tbody>
</table>

where $\Psi_T$ and $\Psi_S$ are the correction coefficients listed in Table 15.2 and $T_r$ is the reference temperature. The measurements of Pope and Fry [1997] were carried out at the temperature $T_r = 22^\circ\text{C}$.

This was quite a lot of effort to describe the refractive index of water as a function of temperature and salinity. Water and brine are, however, useful in many contexts, so the effort has not been wasted on a single example.

Now that we know the optical properties of the host medium, let us look at the particle inclusions. Since the different types of minerals are modelled as one type of particle, we use an approximate index of refraction, the real part is [Babin et al. 2003a]

$$n'_{\text{mineral}} = 1.58 .$$

An empirical formula for computing the imaginary part of the refractive index for minerals has been found by Babin et al. [2003b]. A typical spectrum is listed
Table 15.4: A summary of the microscopic properties of natural waters.

in Table 15.3. Algae approximately have the following real part of the refractive index [Babin et al. 2003a]:

\[ n'_{\text{alga}} = 1.41 \]

and an empirical formula for the imaginary part of the refractive index has been found by Bricaud et al. [1995]. A typical spectrum for algae has also been listed in Table 15.3.

The mineral and algal particles are assumed spherical. Number densities follow the power law (10.3). Particle radii should be integrated over the intervals \( r_{\text{mineral}} \in [0.01 \mu m, 100 \mu m] \) and \( r_{\text{alga}} \in [0.225 \mu m, 100 \mu m] \). The power laws have been estimated for particle diameters measured in \( \mu m \). Using the relation between number density and volume fraction (10.4), we find

\[
N_{\text{mineral}}(r) = \frac{v_{\text{mineral}}}{10.440} (2r)^{-3.4} \quad (15.2)
\]

\[
N_{\text{alga}}(r) = \frac{v_{\text{alga}}}{4.9735} (2r)^{-3.6} , \quad (15.3)
\]

where \( v_{\text{mineral}} \) and \( v_{\text{alga}} \) are the volume fractions of minerals and algae in the water, respectively, and radii \( r \) are measured in \( \mu m \) such that the result is number density measured in \( \mu m^{-4} \). The powers \( \alpha = 3.6 \) and \( \alpha = 3.4 \) have been reported by Babin et al. [2003a]. The microscopic properties of natural water are summarised in Table 15.4.

15.2 Appearance Model

Assuming that the microscopic properties of minerals and algae do not change significantly with the temperature or the salinity of the water they are in, the information provided in the previous section maps the following parameters, which concern a sample of water, to the microscopic properties of the water:
• Temperature $T$
• Salinity $S$
• Volume fraction of minerals $v_{\text{mineral}}$
• Volume fraction of algae $v_{\text{alga}}$

Going from microscopic to macroscopic properties is accomplished using the theory described in Part II. The steps are as follows:

1. Number density of mineral and algal particles are determined such that they constitute the desired volume fractions (Equations 15.2 and 15.3, which are based on Equations 10.4 and 10.3).

2. For every wavelength sampled, and for every particle type and particle radius considered, we evaluate the Lorenz-Mie coefficients $a_n$ and $b_n$ (Equations 9.18, 9.14, 9.19, 9.15, 9.16, 9.17, 9.12, and 9.13), and we compute the extinction cross section $C_t$, scattering cross section $C_s$, and asymmetry parameter $g_p$ (Equations 9.21, 9.22, 9.23, and 9.24).

3. Scattering coefficient $\sigma_{s,i}$, extinction coefficient $\sigma_{t,i}$, and combined asymmetry parameter $g_i$ are determined for each particle inclusion $i \in \{\text{mineral, alga}\}$ (Equations 10.1 and 10.9).

4. Finally bulk extinction coefficient $\sigma_t$, bulk scattering coefficients $\sigma_s$, bulk absorption coefficient $\sigma_a$, ensemble asymmetry parameter $g$, and effective refractive index are computed (Equations 10.5, 10.6, 10.11, and 10.7).

This procedure works for arbitrary volume fractions of mineral and algal particles, and it is the same for other materials if we swap the mineral and algal particles for a different set of particles. Thus we have a four-dimensional appearance model for natural waters.

The temperature and salinity of ocean waters throughout the world is mapped continually in the World Ocean Atlas Series and the data is freely available [Locarnini et al. 2006; Antonov et al. 2006]. The properties of pure water described in the previous section cover almost the entire range of temperatures and salinities found throughout the world (except for freezing brine, which is described in Section 16.2). This means that our appearance model captures most natural waters on the face of the Earth.
Table 15.5: Volume fractions of algae and minerals contained in coastal and oceanic waters around Europe. Data reported by Babin et al. [2003a] have been translated into the volume fractions given here.

<table>
<thead>
<tr>
<th>Region</th>
<th>$v_{\text{alga}}$</th>
<th>$v_{\text{mineral}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic</td>
<td>$1.880 \cdot 10^{-7}$</td>
<td>$2.477 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>Baltic</td>
<td>$1.904 \cdot 10^{-6}$</td>
<td>$5.429 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>Channel</td>
<td>$4.999 \cdot 10^{-7}$</td>
<td>$2.300 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>Mediterranean</td>
<td>$3.878 \cdot 10^{-7}$</td>
<td>$3.075 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>North Sea</td>
<td>$2.171 \cdot 10^{-6}$</td>
<td>$2.077 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>

Potential Expansion of the Model

Suppose we model the ocean as a plane-parallel water slab of thickness $d$ on an opaque sand coloured background. Then, given a set of bulk optical properties for the water, it is not difficult to render the colour of the ocean as a function of $d$. Doing such simple renderings, we are able to obtain a six-dimensional shape describing the relation between $T$, $S$, $v_{\text{mineral}}$, $v_{\text{alga}}$, $d$, and colour.

Another shape we can make is one which describes the constraints given by a water depth map of the globe (note that the depth corresponds to $d$), a water temperature map of the globe, and a water salinity map of the globe. This is a five-dimensional shape describing the relation between $d$, $T$, $S$, and $u,v$ positions on the globe. An OUTER$(\wedge)$ of these two shapes, a colligation of the axes representing $d$, $T$, and $S$, and an orthogonal projection of the axes representing $d$, $T$, and $S$ results in an appearance model describing the relation between $v_{\text{mineral}}$, $v_{\text{alga}}$, $u,v$ positions on the globe, and the colour of the sea. This is an incredibly powerful appearance model. Suppose we are on a boat with a camera. We take a picture of the water (perhaps close to the surface to eliminate surface reflection), give it as input to a program along with our current position on the globe. Then, using the appearance model, the program is able to compute the range of possible mineral and algal contents of the water. Or perhaps we do not know our position, but we are able to measure the contents of the water. Then the program is able to give us the set of possible positions on the globe that we might be at.

Other interesting appearance models could be constructed, if we had global measurements of mineral and algal contents of ocean water. I have not been able to find this. Babin et al. [2003a] have sampled the contents of coastal and oceanic waters around Europe. Volume fractions based on these measurements are given in Table 15.5.
Figure 15.2: Coastal and oceanic waters with the mineral and algal contents given in Table 15.5.

15.3 Results

Figure 15.2 shows rendered images of four different oceanic and coastal waters (modelled as being very deep). The waters are all illuminated by the same atmospheric lighting model and the color difference in the images are only due to the optical properties of the water. The water ripples have been generated procedurally. Note that a larger amount of minerals gives the water a lighter blue color. The blue color is due to the absorption of the pure water host. As the amount of scattering mineral particles increases, the amount of light being scattered back from the water increases. A larger amount of algae makes the water more green. This is easily observed in the rendering of the North Sea. The greener color is due to the absorption spectrum (the imaginary part of the refractive index) of the algal particles.

In Figure 15.3 the rendered appearance of the different oceanic and coastal waters have been placed in a map drawn by Babin et al. [2003a] to show where they took the samples of the mineral and algal contents of the water. This concludes the water example. In the next chapter, we will look at ice as an example. While ice and water are closely related chemically, they are quite different in the forms found in nature. Note that ice is a solid. Thus the ice example is a way of demonstrating that the theory also works for solids.
Figure 15.3: The rendered images from Figure 15.2 have been placed in the map showing the locations where the mineral and algal contents of the water was measured by Babin et al. [2003a].
Chapter 16

Ice

There is also ice of a different shape which the Greenlanders call icebergs. In appearance these resemble high mountains rising out of the sea; they never mingle with other ice but stand by themselves.

Unknown author of The King’s Mirror (c. 1250) – a textbook written for the sons of King Magnus Lagabøte

Ice in itself is a pure substance, but in reality we do not see it in its pure form. Even if we make ice cubes in a freezer using clean tap water, the result is not pure ice, it is ice “contaminated” by scattering air particles. This is the reason why ice cubes are rarely transparent. Why, then, do icebergs appear in many different colours in nature? Their colours range from intense white over deep blue and green to dark grey. These differences in colour appear even if the icebergs are observed under the same lighting conditions. The reason for this large variation in iceberg appearance is hidden in the composition of the embedded particles and in the optical properties of the pure ice host.

The reasons for the various appearances of ice have previously been discussed qualitatively (for example by Bohren [1983]). This provides an opportunity to test if our quantitative appearance models match the qualitative expectations. To facilitate such a comparison, the following is a recap of qualitative explanations for the appearance of ice.

Snow is perhaps the whitest substance found in nature and yet it can exhibit an incredibly pure blue color [Bohren 1983]. Considering the white surface of a snow covered landscape and taking into account that snow is composed of ice
grains, we are compelled to conclude that the surface of an ice medium reflects light non-selectively in the entire visible range of the spectrum. Nevertheless, if we dig a hole in a snowpack or look into a glacier crevasse, we are able to observe deep-blue light which exceeds the purity of the bluest sky [Bohren 1983]. The reason is that light is not only reflected off the surfaces of the ice grains, but also transmitted through them following the Fresnel equations (cf. Section 4.4). This tells us that pure ice, while not being spectrally selective with respect to light scattering, does indeed absorb light selectively in the visible range.

Because of the many ice grain surfaces on which light can reflect and refract, snow is highly scattering. Again, since snow is white and bright when we look at the surface, the scattering must be so frequent that light escapes without suffering from absorption. Of course, the probability of absorption when light is transmitted through an ice grain must also be small. Gradually, however, the further we penetrate into the snowpack, the more transmissions through ice grains will occur thus increasing the probability of absorption. Hence, the deeper we dig, the bluer the color. Since the transmitted color of snow is blue, we conclude that pure ice absorbs less light in the near-ultraviolet than in the near-infrared part of the visible range. All these observations about snow are, as we shall later discover, reflected in the optical properties of ice.

Pure ice is a hypothetical substance which does not occur in nature. Natural ice is cracked and bubbly. It is composed of air grains in ice as opposed to snow which is composed of ice grains in air. The bubbles occurring in ice are larger and less frequent than snow grains are in a snowpack. Hence, light travels through more ice and is less frequently scattered in ice as compared to snow. This means that the probability of absorption is larger when light travels in ice. Consequently, we do not have to dig a hole in an iceberg to see a blue color. If the iceberg has the right composition, such that scattering is infrequent, the iceberg is blue even if we only look at the surface.

Blue icebergs are most often observed in lakes or seas near glaciers. Glaciers compress the ice making the air bubbles collapse into the ice structure (the compound of ice and air is called a clathrate in chemical terms). When an iceberg comes loose from a well-compressed part of a glacier, it has few air bubbles and will appear blue or bluish. An iceberg grown in the sea (or sea ice, in short) has more scattering inclusions than fresh water ice. In particular, sea ice has vertically oriented brine pockets which come into existence as salt drains away from the freezing water. For this reason sea ice frequently has a whiter and more slushy appearance as compared to fresh water ice.

Soot, dust, soil, and organic particles also have an influence on the appearance of ice [Light et al. 1998]. This is the reason why icebergs with a greenish hue appear in nature. Another reason is that if a piece of ice is not very thick, the
underlying surface will have an influence on the appearance of the ice. Soot is black, soils and rocks are most often reddish or yellowish, most organic matter is green. Existence of any of these particulates in a piece of ice would shift the reflectance spectrum towards longer wavelengths [Bohren 1983]. The greenish appearance of some ice is, hence, either due to contamination of one sort or another or simply the result of some underlying surface.

In summary, we can observe white, bluish, and greenish icebergs under the same lighting conditions since all these different appearances are due to the composition of the scattering inclusions rather than the composition of the incident light. There is only one exception to this rule and that is the bottle green iceberg which we have not yet addressed. The bottle green iceberg is a rare phenomenon which seems to occur only under certain conditions [Kipfstuhl et al. 1992; Warren et al. 1993]. One theory is that such an iceberg is only bottle green under certain lighting conditions [Lee 1990]. Bottle green icebergs will be described as a special case later in this chapter.

16.1 Particle Composition

Pure ice is the host medium. Perhaps surprisingly it does not have the same index of refraction as pure water. They are similar, but not the same. Many researchers have endeavored to measure the real part and especially the imaginary part of the refractive index for pure ice. A compilation of these efforts up to 1984 has been given by Warren [1984]. In the visible range of the spectrum the real part of the refractive index is largely independent of temperature and wavelength, $n'_{\text{ice}} \approx 1.31$. It varies approximately 1% over the visible range.

Being a hypothetical substance, pure ice is defined as ice in which no scattering takes place under any circumstances. This definition makes the absorption of pure ice, and, hence, the imaginary part of the refraction index for pure ice, exceedingly difficult to measure. What we measure is the extinction coefficient $\sigma_t = \sigma_s + \sigma_a$, thus the problem is to find or grow ice in the real world which does not scatter light such that $\sigma_s = 0$. Such ice does not exist, but we can come close. Until the late nineties, the measurements reported by Grenfell and Perovich [1981] and by Perovich and Govoni [1991] have been used as the main reference for the imaginary part of the refractive index for pure ice $n''_{\text{ice}}$. They carefully grew a block of ice from a tank of filtered deionised water. They grew it from the bottom up to prevent air bubble inclusions thus coming as close to pure ice as possible in a laboratory.

Surprisingly, it seems to be the case that even purer ice than what they were able
Ice, as found in nature, is not only a weakly absorbing material, it also contains many different types of scattering inclusions. Most ice contains air particles and sea ice also contains brine pockets. In addition, minerals and algae may be present in the ice.

### Table 16.1: Spectral index of refraction for pure ice.
The real part is from the compilation of Warren [1984], the imaginary part is from the work of Warren et al. [2006] (375 nm ≤ λ ≤ 600 nm) and the work of Grenfell and Perovich [1981] (600 nm ≤ λ ≤ 780 nm).

<table>
<thead>
<tr>
<th>λ [nm]</th>
<th>( n'_{\text{ice}} )</th>
<th>( n''_{\text{ice}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>375</td>
<td>1.3222</td>
<td>2.42 · 10^{-11}</td>
</tr>
<tr>
<td>400</td>
<td>1.3194</td>
<td>2.37 · 10^{-11}</td>
</tr>
<tr>
<td>25</td>
<td>1.3174</td>
<td>3.52</td>
</tr>
<tr>
<td>50</td>
<td>1.3157</td>
<td>9.24</td>
</tr>
<tr>
<td>75</td>
<td>1.3143</td>
<td>2.38 · 10^{-10}</td>
</tr>
<tr>
<td>500</td>
<td>1.3130</td>
<td>5.89 · 10^{-10}</td>
</tr>
<tr>
<td>25</td>
<td>1.3120</td>
<td>1.24 · 10^{-9}</td>
</tr>
<tr>
<td>50</td>
<td>1.3110</td>
<td>2.29</td>
</tr>
<tr>
<td>75</td>
<td>1.3102</td>
<td>3.80</td>
</tr>
<tr>
<td>600</td>
<td>1.3094</td>
<td>5.73 · 10^{-9}</td>
</tr>
<tr>
<td>25</td>
<td>1.3087</td>
<td>9.50</td>
</tr>
<tr>
<td>50</td>
<td>1.3080</td>
<td>1.43 · 10^{-8}</td>
</tr>
<tr>
<td>75</td>
<td>1.3075</td>
<td>1.99</td>
</tr>
<tr>
<td>700</td>
<td>1.3069</td>
<td>2.90 · 10^{-8}</td>
</tr>
<tr>
<td>25</td>
<td>1.3064</td>
<td>4.17</td>
</tr>
<tr>
<td>50</td>
<td>1.3058</td>
<td>5.87</td>
</tr>
<tr>
<td>775</td>
<td>1.3054</td>
<td>9.37 · 10^{-8}</td>
</tr>
</tbody>
</table>

To grow in the laboratory exists in nature. The Antarctic Muon and Neutrino Detector Array collaboration (AMANDA) found even lower values of spectral absorption (as compared to those of the laboratory grown ice) for ice 800-1800 meters deep in the Antarctic Ice Sheet at the South Pole [Askebjer et al. 1997]. At these depths most of the scattering inclusions have been dissolved in the ice as clathrates. This indicates that some amount of scattering has been present in the laboratory measurements. New values for the absorption coefficient of pure ice \( \sigma_{a,\text{ice}} \) have therefore been measured indirectly in clean untouched snow by Warren, Brandt, and Grenfell [2006]. These newly measured absorption coefficients match those measured by Grenfell and Perovich [1981] from the wavelength \( \lambda = 600 \text{ nm} \) and upwards. Using some of the mentioned references, I have collected measured values for the refractive index of pure ice. They are compiled in table 16.1.
When sea ice gets very cold salts start precipitating. At temperatures below \(-8.2^\circ\text{C}\) mirabilite crystals start forming. Hydrohalite crystals form when temperature gets below \(-22.9^\circ\text{C}\). Both these precipitated salts actually scatter light [Light et al. 2004], but to avoid making the example more complicated than necessary, I have chosen not to include the scattering of these crystals in the model.

### Air Inclusions

Particles of air are easily modeled. They have a spherical shape and can be described quite accurately by the complex index of refraction \(n_{\text{air}} = 1.00\). The optical properties of air differ only marginally from those of vacuum. The difference is of no consequence when we consider small bubbles. Air bubbles give us means to compute the optical properties of clean fresh water ice.

The number density of air bubbles follows a power law distribution [Grenfell 1983; Light et al. 2003]:

\[
N_{\text{air}}(r) = N_{*,\text{air}} r^{-\alpha_{\text{air}}},
\]

(16.1)

where \(\alpha_{\text{air}}\) depends on freezing (or melting) conditions and the age of the ice. \(N_{*,\text{air}}\) is a constant which is determined by the relationship between number density and volume fraction (10.4). In rapidly growing young sea ice going through its initial formation stage, Grenfell [1983] found \(\alpha_{\text{air}} = 1.24\) and rather large bubbles with \(r_{\text{min,air}} = 0.1\text{ mm}\) and \(r_{\text{max,air}} = 2\text{ mm}\). If these limits are used in the relation between volume fraction and number density (10.4), it follows that

\[
N_{*,\text{air}} = v_{\text{air}} \left( \frac{4\pi}{3} \int_{0.1} r^2 r^{-1.24} dr \right)^{-1} = v_{\text{air}}/10.3.
\]

In a section of interior first-year sea ice, Light et al. [2003] found \(\alpha_{\text{air}} = 1.5\) and smaller bubbles with \(r_{\text{min,air}} = 0.004\text{ mm}\) and \(r_{\text{max,air}} = 0.07\text{ mm}\). All these bubbles were found inside brine pockets or tubes which means that their scattering cross sections should be computed with brine as host medium. Later Light et al. [2004] also classified previously unidentified features of their ice sample as air bubbles embedded directly in the ice. These bubbles are comparable to the ones measured by Grenfell [1983]. This means that air inclusions are modeled as two different types of particles: Those immersed in brine, which are called *active bubbles* and they follow the power law with exponent \(\alpha_{\text{air,a}} = 1.5\), and those embedded directly in the ice, which are called *inactive bubbles* and which follow the power law with exponent \(\alpha_{\text{air,i}} = 1.24\). The smaller active bubbles account for 8\% of the total air volume while the larger inactive bubbles account for the remaining 92\% of the total air volume.
Brine Inclusions

The refractive index of brine has already been described in the previous chapter, but brine particles in ice have temperatures below 0°C, so we need a different formula. Typical sea water freezes when temperatures get below −2°C. Then brine and ice is a phase system. If we assume that the system is always in phase equilibrium, there is a specific relation between the temperature and the salinity of the brine. This means that we can find a formula for the refractive index of ice that only depends on temperature.

An expression for the real part of the refractive index of brine \( n'_{\text{brine}} \) with temperatures in the interval \( T \in [-32°C, -2°C] \) has been found by Maykut and Light [1995]. The expression they propose fit their measurements well, but it is based on the Lorentz-Lorenz relation (cf. Equation 8.4) and it requires mass-weighted molar refractivities for the principal constituents of standard seawater in freezing equilibrium. The mass concentrations necessary for reproduction of their expression are available as tabulated data from Richardson [1976], and the molar refractivity of pure water as an empirical function of wavelength should be retrieved from Schiebener et al. [1990]. The remaining refractivities are reproduced by Maykut and Light [1995] from data measured by Stelson [1990] and are considered independent of wavelength. All refractivities are considered independent of temperature (in the considered temperature interval). Finally the density of the brine is needed and, based on their measurements, Maykut and Light give a few different options (one of which is based on data measured by Thompson and Nelson [1956]) for determining this quantity as a function of temperature. For many applications, this expression is not practical.

As a simpler alternative I have chosen to extrapolate the empirical formula (15.1) by Quan and Fry [1995]. From the phase equilibrium table by Assur [1958] and that of Richardson [1976], one obtains the relationship between temperature and salinity of brine in freezing sea ice. Mirabilite crystals start precipitating in the brine at a temperature of −8.2°C [Maykut and Light 1995; Light et al. 2004]. This causes large changes in the brine chemistry. Therefore we need a two-piece fit to the phase equilibrium data. Using a parabolic, least squares, two-piece fit with the empirical formula by Quan and Fry [1995], we obtain the following empirical formula

\[
n'_{\text{brine}}(T, \lambda) = G_1(T) + \frac{G_2(T)}{\lambda} - \frac{4382}{\lambda^2} + \frac{1.1455 \cdot 10^6}{\lambda^3} , \tag{16.2}
\]

where \( \lambda \) is measured in nm and \( G_i(T), i = 1, 2, \) have the form

\[
G_i(T) = \alpha_0 - \alpha_1 T - \alpha_2 T^2 .
\]

The coefficients are given in Table 16.2. To reduce the number of coefficients, the terms involving temperature power three and four have been removed and
Figure 16.1: The dependency of the refractive index for freezing brine on the temperature. Comparison of the new extrapolation of Quan and Fry’s [1995] formula (the green, solid curve) to the not so practical fit of Maykut and Light [1995] (the red, dashed curve).

The remaining coefficients have been corrected to make the curves meet at the breaking point $T = -8.2^\circ$C. While being less detailed, since we only incorporate one of the many singularities along the curve, the resulting formula shows surprisingly good agreement with the much more complicated fit by Maykut and Light [1995]. See Figure 16.1.

The presented formula for the real part of the refractive index of freezing brine was found using the relation between temperature and salinity which is given by the phase equilibrium curves for a system of ice and brine. This relation was simply inserted in the empirical formula by Quan and Fry [1995], and we found

$$G_i \quad T \quad [^\circ\text{C}] \quad \alpha_0 \quad \alpha_1 \quad \alpha_2$$

<table>
<thead>
<tr>
<th>$G_1$</th>
<th>$[-8.2, -2]$</th>
<th>1.3144</th>
<th>3.3344 \cdot 10^{-3}</th>
<th>5.2371 \cdot 10^{-5}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$[-32, -8.2]$</td>
<td>1.3209</td>
<td>2.2936 \cdot 10^{-3}</td>
<td>2.3099 \cdot 10^{-5}</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$[-8.2, -2]$</td>
<td>15.889</td>
<td>0.22059</td>
<td>4.5478 \cdot 10^{-3}</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$[-32, -8.2]$</td>
<td>16.310</td>
<td>0.15053</td>
<td>2.2718 \cdot 10^{-3}</td>
</tr>
</tbody>
</table>

Table 16.2: Coefficients for the empirical formula finding the real part of the refractive index $n'_{\text{brine}}(T, \lambda)$ of brine in freezing sea ice.
good agreement with the fit by Maykut and Light [1995]. This suggests that the formula by Quan and Fry is valid for wider range of temperatures than originally assumed. The phase equilibrium curves are valid when the temperature of the brine is below its freezing point (c. \(-2^\circ C\)). Hence, there is a short interval of temperatures \(-2^\circ C \leq T \leq 0^\circ C\) where we do not know if the formula is valid. However, since it is the same formula used both for temperatures below \(-2^\circ C\) and for temperatures above 0\(^\circ\)C, it is quite probable that the formula of Quan and Fry is valid in the entire range of temperatures from \(-32^\circ C\) to 30\(^\circ\)C.

As mentioned in Section 15.1, the imaginary part of the refractive index of brine \(n''_{\text{brine}}\) exhibits a weak dependency on temperature and a slight dependency on salinity in the visible range. It is, however, difficult to say if the correction formula by Pegau et al. [1997] is also valid for freezing brine. Therefore we will neglect these dependencies and simply use the imaginary part of the refractive index for brine at temperature \(T = 0^\circ C\). This concludes our model for the index of refraction of freezing brine. Let us find the shapes and number density distributions of brine particles in ice.

When water freeze in the sea, brine is trapped between vertical platelets of pure ice [Grenfell 1983]. If the freeze continues (below \(-2^\circ C\)), the initial platelet formation closes off and becomes scattering inclusions formed as cylindrical brine tubes, smaller ellipsoidal brine pockets, and very small spherical brine bubbles. As the air particles, the number density of the brine particles also follows a power law distribution. The distribution is [Light et al. 2003]

\[
N_{\text{brine}}(\ell) = N_{*,\text{brine}} \ell^{-1.96},
\]  

(16.3)

where \(\ell\) is the length of the non-spherical brine inclusions measured in mm. To fully describe the size of the brine inclusions, an empirical power law has also been found for the length-to-diameter aspect ratio \(\gamma\) of the brine inclusions [Light et al. 2003]:

\[
\gamma(\ell) = \begin{cases} 
1 & \text{for } \ell \leq 0.03 \text{ mm} \\
\gamma_s \ell^{0.67} & \text{for } \ell > 0.03 \text{ mm}
\end{cases}
\]

As is revealed by this relation, brine inclusions are considered spherical when \(\ell \leq 0.03\) mm. Brine inclusions of the size \(0.03 < \ell < 0.5\) mm are called pockets and are modelled as prolate ellipsoids. The remaining Brine inclusions, \(\ell \geq 0.5\) mm, are called tubes and are modeled as right circular cylinders [Light et al. 2004]. The size limits in the sample considered by Light et al. [2003; 2004] are \(\ell_{\text{min}} = 0.01\) mm and \(\ell_{\text{max}} = 14.6\) mm. Brine bubbles account for 2\% of the total brine volume, pockets for 6\%, and tubes for the remaining 92\%. The number densities of the different brine inclusions should be found using the volume fraction \(\nu_{\text{brine}}\) that would be found in ice of temperature \(T = -15^\circ C\) (the relation between ice temperature and the volume fraction of brine is described
in Section 16.2). At the temperature $T = -15^\circ C$, we have $\gamma_s = 10.3$. Correction to obtain number densities for the true temperature is done by a proportional scale of bubbles and pockets, and a proportional scale of $\gamma_s$ for the tubes. The proportionality constant is the relative change in the volume fraction of brine $v_{\text{brine}}(T)/v_{\text{brine}}(-15^\circ C)$.

To account for brine pockets and brine tubes in the Lorenz-Mie calculations, we use the volume-to-area equivalent spheres described in Section 9.3. To find the volume-to-area equivalent spheres, we need the volume and surface area of prolate ellipsoids and right circular cylinders. In the following, we denote brine pockets by the subscript $bp$ and brine tubes by the subscript $bt$. The surface area of a prolate ellipsoid (or spheroid) is

$$A_{bp} = \frac{\pi \ell^2}{2 \gamma^2} \left(1 + \frac{\sin^{-1} \epsilon}{\epsilon}\right),$$

where $\epsilon$ is the ellipse eccentricity defined by

$$\epsilon = \sqrt{1 - 1/\gamma^2}.$$

The volume is

$$V_{bp} = \frac{\pi \ell^3}{6 \gamma^2}$$

which means that the radius $r_{eq, bp}$ of the volume-to-area equivalent spheres is (9.25)

$$r_{eq, bp} = \frac{\ell \epsilon}{\epsilon + \gamma \sin^{-1} \epsilon}.$$

For right circular cylinders we find

$$A_{bt} = \frac{\pi \ell^2}{2 \gamma^2} (1 + 2\gamma)$$

$$V_{bt} = \frac{\pi \ell^3}{4 \gamma^2}$$

$$r_{eq, bt} = \frac{3 \ell}{2 + 4\gamma}.$$

This gives us all the information we need to find the relative number density of the volume-to-area equivalent spheres for both the brine pockets and the brine tubes. Using Equation 9.26, we have

$$N_{eq}(r_{eq}) = \frac{N_{eq}(r_{eq})}{N_s} = \frac{N_{\text{brine}}(r_{eq})}{N_s, \text{brine}} \frac{3V}{4\pi r_{eq}^3} = r_{eq}^{-1.96} \frac{3V}{4\pi r_{eq}^3}.$$

The relation between volume fraction and number density (10.4) is used to find the unknown factors $N_{s, bp}$ and $N_{s, bt}$ in the distributions. We have

$$N_{s, i} = v_i \left(\int_{\ell_{\text{min}}}^{\ell_{\text{max}}} (r_{eq,i}(\ell))^{-1.96} V_i(\ell) d\ell\right)^{-1}.$$
where $i$ is either bp or bt. The microscopic properties of sea ice are summarised in Table 16.3.

### 16.2 Appearance Model

The information provided in the previous section makes us able to create a detailed appearance model for ice. The parameters are

- Ice temperature $T$
- Volume fraction of air in the ice $v_{\text{air}}$
- Volume fraction of brine in the ice $v_{\text{brine}}$

Unfortunately the volume fractions of air and brine in the ice are not very useful parameters. They are much more difficult to measure than, for example, volume fractions of minerals and algae. The problem is that they are very sensitive to temperature changes. Let us see if we can exploit this dependency on temperature to get a better set of parameters.

Cox and Weeks [1983] have found a relation between three common physical parameters and the volume fractions of air and brine in ice. The three parameters are ice density $\rho$ measured in g/mL, ice temperature $T$ in °C, and ice salinity $S$.
in parts per thousand $\text{‰}$. The relations are

$$v_{\text{air}} = 1 - \frac{\rho}{\rho_{\text{pure}}} + \rho S \frac{F_2(T)}{F_1(T)}$$  \hspace{1cm} (16.4)$$
$$v_{\text{brine}} = \frac{\rho S}{F_1(T)}$$  \hspace{1cm} (16.5)$$
$$\rho_{\text{pure}} = 0.917 - 1.403 \cdot 10^{-4} T$$  \hspace{1cm} (16.6)$$

where $F_i$, $i = 1, 2$, have the form

$$F_1(T) = \alpha_0 + \alpha_1 T + \alpha_2 T^2 + \alpha_3 T^3$$  \hspace{1cm} (16.7)$$

and the coefficients are given in Table 16.4. Note that $F_1$ is measured in g/mL, while $F_2$ is dimensionless.

These empirical relations improve our appearance model, because now the microscopic properties follow from the parameters

- Ice temperature $T$
- Ice salinity $S$
- Ice density $\rho$.

### Table 16.4: Coefficients for the empirical formulae (16.4–16.5) of Cox and Weeks [1983]. The coefficient in the temperature range $-32^\circ C \leq T \leq -2^\circ C$ were reported in the original reference. The additional set of coefficients for the temperature range $-2^\circ C \leq T \leq 0^\circ C$ was reported by Leppäraanta and Manninen [1988].

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>$-4.221 \cdot 10^{-2}$</td>
<td>$-1.8407 \cdot 10^1$</td>
<td>$5.4802 \cdot 10^{-1}$</td>
<td>$2.4154 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$9.0312 \cdot 10^{-2}$</td>
<td>$-1.6111 \cdot 10^{-2}$</td>
<td>$1.2291 \cdot 10^{-4}$</td>
<td>$1.3606 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$F_1$</td>
<td>$-2.245 \cdot 10^1$</td>
<td>$-6.397 \cdot 10^{-1}$</td>
<td>$-1.074 \cdot 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$F_2$</td>
<td>$8.903 \cdot 10^{-2}$</td>
<td>$-1.763 \cdot 10^{-2}$</td>
<td>$-5.330 \cdot 10^{-4}$</td>
<td>$-8.801 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$F_1$</td>
<td>$9.899 \cdot 10^3$</td>
<td>$1.309 \cdot 10^3$</td>
<td>$5.527 \cdot 10^1$</td>
<td>$7.160 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$8.547$</td>
<td>$1.089$</td>
<td>$4.518 \cdot 10^{-2}$</td>
<td>$5.819 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>
Through variation of these three parameters, we are able to compute the macroscopic optical properties of many different types of ice. If we assume that mineral and algal particles appear in ice in the same way as they appear in water, we can add another two parameters to the appearance model using the microscopic properties described in Section 15.1. The two extra parameters are

- Volume fraction of minerals $v_{\text{mineral}}$
- Volume fraction of algae $v_{\text{alga}}$

These five parameters have an intuitive physical meaning. Therefore we are able to specify sensible intervals for them to live in, and we are able to explain their effect on the appearance of the ice, qualitatively, before starting a rendering. This gives a modeler or animator, who needs to render ice, a good chance of setting sensible values instead of spending too much time doing manual adjustment of optical properties.

Let us try to specify sensible intervals for some of the parameters. The density of pure ice (16.6) is close to 0.917 g/mL and it increases slightly with decreasing temperature. This means that the density of an iceberg typically is in the range $0.86 \text{g/mL} < \rho < 0.93 \text{g/mL}$, where ice with $\rho = 0.86 \text{g/mL}$ is warm and very bubbly, while ice with $\rho = 0.93 \text{g/mL}$ is cold, very saline, and almost bubble-free. The ice salinity is in the range $0 \text{‰} < S < 12 \text{‰}$, where $S = 0$ denotes fresh water ice. Last we have temperature which is typically in the range $-32^\circ \text{C} < T < 0^\circ \text{C}$. Sea water will, however, not start freezing until the temperature falls below $-2^\circ \text{C}$.

Potential Expansion of the Model

Considering an iceberg, non of these physical parameters would be constant throughout the bulk medium. They would rather be constant in layers and change as we move from the top, say $z = 0$, towards the bottom $z_b > 0$ of the berg. If we consider a young first-year ice sheet before the onset of the melting period, the ice temperature increases linearly with $z$ from the air temperature to around $-2^\circ \text{C}$ (at the bottom). Ice salinity, on the other hand, is high in the top 10 cm of the sheet, but decreases until around 10 cm from the bottom where it starts increasing again. The relationship between density and $z$ is harder to determine. The density $\rho$ should decrease as the ice gets warmer with increasing $z$, but on the other hand $\rho$ also increases as the pressure of the above ice dissolves air inclusions into clathrates with increasing $z$. These depth profiles for icebergs could be captured using the geometrical approach described in Part III.
16.3 Results

Since our appearance model is closely coupled to the physical properties of the ice, it is easy to take measured physical properties of ice reported in the literature and convert them to the appearance of the ice. As examples, we have found optical properties of ice resulting from compacted snow and white first-year ice. Renderings of these two types of ice as well as pure ice for comparison, are presented in Figure 16.2. The contents of brine and air in compacted ice are $v_{\text{brine}} = 8.0 \cdot 10^{-4}$ and $v_{\text{air}} = 2.3 \cdot 10^{-4}$. The parameters used for the white first-year ice are temperature $T = -15^\circ\text{C}$, salinity $S = 4.7\%$, and density $\rho = 0.921 \text{g/mL}$. These are the parameters measured in first-year sea-ice samples by Light et al. [2004].

Light et al. [2004] also measured a reduced scattering coefficient of $\sigma'_s \approx 8$ for the same first-year sea ice samples. This provides an opportunity for testing our theory as well as the choice of using volume-to-area equivalent spheres (see Sec. 9.3). If we go through the computations described in Part II and use volume equivalent spheres, we arrive at the scattering coefficient $\sigma'_s \approx 6.4$. If we use volume-to-area equivalent spheres, we get the much more correct value $\sigma'_s \approx 8.1$.

As another example, let us consider the peculiar bottle green icebergs which are sometimes encountered in Antarctic regions. This type of iceberg is almost free of brine and air inclusions [Dieckmann et al. 1987; Warren et al. 1993]. They do, however, contain some gray scattering inclusions that we model as minerals. To account for these minerals in the ice, we change the exponent used
with the number density distribution in the ocean water case to $\alpha = 1.5$. We then include a tiny fraction of brine and a very small fraction of air, as well as a volume fraction of minerals which is $v_{\text{mineral}} = 1.5 \cdot 10^{-7}$. A theory for the bottle green sometimes observed in these very clean icebergs, is that their colour depends on the light incident through the atmosphere [Lee 1990]. Therefore the ice will look clean and very transmissive during the day, but when sun begins to set, and the spectrum of the incident light shifts towards red wavelengths, the minerals in the iceberg shift the spectrum such that the ice gets a dark green appearance. The rendered bottle green iceberg shown in Figure 16.3 illustrates the very different appearance of this type of iceberg at two different times of the day. The images show that Lee’s theory could be right. Other green icebergs have been observed with a high algal content. If we include the same algal and mineral contents as the contents found in the North Sea (see Table 15.5), the iceberg gets the green colour shown in Figure 16.4. Unlike the iceberg in Figure 16.3, the iceberg in Figure 16.4 exhibits a green colour at all times during the day.

In this chapter we have seen that it is possible to make an appearance model which follows the physical conditions of the material. These conditions are naturally coupled to the conditions of the surroundings. Such a coupling is useful in two distinct ways. One application is to predict the appearance of a material under different physical conditions. Another application is to judge the conditions of the surroundings by looking at a material. In the next chapter we will look at milk, which is an interesting example because macroscopic optical properties have been measured in graphics using camera technology. This provides a good opportunity to see if the theory works and if we are able to make conclusions about the material using the measurements.
16.3 Results

Figure 16.3: A blue iceberg at noon turns green in the evening. These bottle green icebergs are one of nature’s peculiarities. We simulated the properties of the green iceberg shown in these images by including a small amount of minerals and only very little air and brine in the ice. The atmospheric lighting model uses Rayleigh scattering to obtain the spectral radiance for the skylight and the sun.

Figure 16.4: An iceberg with low air and brine contents, but high algal content. This iceberg is green at all times during the day.
Even small amounts of milk products can improve the health of people who are forced to subsist on the edge of starvation.

Marvin Harris, from *Cows, Pigs, Wars, and Witches*

Milk consists roughly of an emulsion of milkfat globules; a colloidal suspension of protein particles; and lactose, soluble proteins, minerals, vitamins, acids, enzymes, and other components dissolved in water [Goff and Hill 1993]. About 80% of the protein in milk is casein protein. Most of this casein, about 95% [Fox and McSweeney 1998], exists in colloidal particles known as casein micelles. From an optical point of view, milk can then be treated as two different types of spherical particles, namely fat globules and casein micelles, suspended in a host medium with almost the same optical properties as pure water. The absorption spectrum of the host medium needs to be adjusted because of dissolved vitamin B2 (riboflavin) which exhibits absorption in the visible range of the spectrum. In fact riboflavin is also fluorescent, but we will not take that into account. What we use is, in other words, a simplified model of milk, but it should be sufficient for considering the appearance of milk.

### 17.1 Particle Composition

The host medium is water in which many different components are dissolved. For the real part of the refractive index of the milk host, we use the refractive
Milk

To find the imaginary part of the refractive index of the milk host, we make a correction for the imaginary part of the refractive index of pure water. The dissolved component exhibiting the most significant absorption in the visible range is vitamin B2 (riboflavin). Spectral data for the absorption of vitamin B2 are available in the PhotochemCAD application\[^1\] \[Du et al. 1998\]. The absorption coefficient is not measured directly, instead the absorbance \(D\) is measured. The absorption coefficient is calculated from the absorbance using a molar absorption coefficient \(\varepsilon\) for some wavelength. A molar absorption coefficient of riboflavin is \(\varepsilon(266.5 \text{ nm}) = 3.3 \cdot 10^6 \text{ M}^{-1}\text{m}^{-1}\) \[Koziol 1966\]. The following formula finds the remaining molar absorption coefficients for riboflavin using the absorbance data:

\[
\varepsilon(\lambda) = \frac{\varepsilon(266.5 \text{ nm})}{D(266.5 \text{ nm})} \ln(10)D(\lambda). 
\]

The natural content in milk of riboflavin is 17 mg per 100 g milk. Using the molar mass of riboflavin which is 376.3682 g/mol, we find that the natural concentration of riboflavin in milk is

\[
c = \frac{17 \text{ mg}}{376.3682 \text{ g/mol}} \times \frac{100 \text{ g}}{1.03 \text{ g/mL}} = 4.65 \cdot 10^{-4} \text{ mol/L}.
\]

By multiplication of the molar absorption coefficient with this concentration, we obtain the absorption coefficient of riboflavin which is converted to the imaginary part of the refractive index (4.43) and added to the imaginary part of the refractive index for pure water. The result, \(n''_{\text{milk}}\), is presented in Table 17.1.

The Fat Inclusion

Walstra and Jenness \[1984\] have found experimentally that the real part of the refractive index of milk fat approximately follows the function

\[
n'_{\text{fat}}(\lambda, T) = \sqrt{\frac{(b(T) + 2)\lambda^2 - 0.03}{(b(T) - 1)\lambda^2 - 0.03}},
\]

where wavelength is measured in \(\mu\text{m}\) and \(b\) is found using a measurement of the refractive index at the temperature \(T\). We use measurements by Michalski et al. \[2001\] since they also present the wavelength dependent imaginary part of the refractive index. They find \(n'_{\text{fat}}(0.589 \mu\text{m}, 20^\circ\text{C}) = 1.461\) which gives \(b(20^\circ\text{C}) = 3.73\). This corresponds well to the \(b(40^\circ\text{C}) = 3.77\) reported by Walstra and Jenness \[1984\]. Table 17.1 includes the imaginary part of the

\[^1\]http://omlc.ogi.edu/spectra/PhotochemCAD/abs_html/riboflavin.html
Table 17.1: Imaginary part of the refractive index for the milk host $n''_{\text{milk}}$ and milk fat $n''_{\text{fat}}$. The milk host spectrum is a correction of the spectrum for pure water according to the content of dissolved vitamin B2 in the milk. The milk fat spectrum is from Michalski et al. [2001].

The volume frequency of the fat globules follows a log-normal distribution [Walstra 1975] (cf. Equation 10.2). The mean of the volume-to-area equivalent sphere radii $r_{\text{va, fat}}$ of the fat globules change depending on the volume fraction of the globules in the milk. By a least-squares, two-piece fit to measured data reported by Olson et al. [2004], I have found a functional expression describing this relationship:

$$r_{43, \text{fat}} = \begin{cases} 
-0.2528 w_f^2 + 1.419 w_f & \text{for } w_f < 2.0 \\
1.456 w_f^{0.36} & \text{otherwise}
\end{cases},$$

where $r_{43, \text{fat}}$ is measured in $\mu$m. The relationship between $r_{43, \text{fat}}$ and $r_{\text{va, fat}}$ is [Walstra 1975]

$$r_{\text{va, fat}} = r_{43, \text{fat}}/(c_{v, \text{fat}}^2 + 1).$$

The radius $r_{43, \text{fat}}$ is used since it can be estimated empirically with good ac-
accuracy [Walstra 1975]. The coefficient of variation $c_{v,\text{fat}}$ is usually between 0.4 and 1.2 in normal milk. Reasonable limits for the range of fat globule radii are $r_{\text{min,\text{fat}}} = 0.005 \mu m$ and $r_{\text{max,\text{fat}}} = 10 \mu m$.

The Protein inclusion

The refractive index of casein micelles is not readily available in the literature. For comparison to goat’s milk it has been determined to be the following for cow’s milk [Attaie and Richtert 2000]:

$$n_{\text{casein}} = 1.503$$

This value is assumed to be constant in the visible range and absorption of the casein micelles is neglected.

Structure and size distribution of casein micelles is still being disputed in the literature. Recent research on the matter is discussed by Gebhardt et al. [2006]. Most investigations are based on either light scattering or electron microscopy. Light scattering approaches find micelles of large average size while electron microscopy report a large number of very small casein particles in addition to the larger micelles. Sometimes these very small particles are excluded from the reported size distribution since they are regarded to represent non-micellar casein or single sub-micelles. No matter what we call these very small particles, they scatter light as do the larger aggregates and therefore should be included in the size distribution employed for the Lorenz-Mie calculations.

A size distribution based on electron microscopy, which includes the single sub-micelles in the distribution, was reported by Schmidt et al. [1973]. They found $r_{\text{va,casein}} = 43 \text{ nm}$ and showed that a log-normal distribution (10.2) of $r/(r_{\text{max,casein}} - r)$ is a good fit of the measured volume frequency distribution. The limits for the casein micelle radii are $r_{\text{min,casein}} = 0 \text{ nm}$ and $r_{\text{max,casein}} = 150 \text{ nm}$.

The microscopic properties of milk are summarised in Table 17.2.

17.2 Appearance Model

To model the concentration of fat and protein we use wt.-% (g per 100 g milk), since this value is used on contents declarations on the side of milk cartons. In the remainder of this chapter we let $w_f$ and $w_p$ denote the wt.-% of fat
17.2 Appearance Model

<table>
<thead>
<tr>
<th>Property</th>
<th>Milk host</th>
<th>Fat globules</th>
<th>Casein micelles</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n'$</td>
<td>Equation 15.1</td>
<td>Equation 17.1</td>
<td>1.503</td>
</tr>
<tr>
<td>$n''$</td>
<td>Table 17.1</td>
<td>Table 17.1</td>
<td>0.00</td>
</tr>
<tr>
<td>$r$</td>
<td>[0.005 µm, 10 µm]</td>
<td>[0 nm, 150 nm]</td>
<td></td>
</tr>
<tr>
<td>$N(r)$</td>
<td>Equation 10.2</td>
<td>Equation 10.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 17.2: A summary of the microscopic properties of cow’s milk.

<table>
<thead>
<tr>
<th>$\rho_{\text{fat}}$</th>
<th>$\rho_{\text{protein}}$</th>
<th>$\rho_{\text{milk}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.11 g/mL</td>
<td>0.915 g/mL</td>
<td>1.03 g/mL</td>
</tr>
</tbody>
</table>

Table 17.3: Densities for computing of milk fat and casein volume fractions using weight percents. Measured by Walstra and Jenness [1984] at 20 °C.

and protein respectively. To translate wt.-% into volume fractions, we use the densities given by Walstra and Jenness [1984]. They are summarised in Table 17.3. Casein micelles make up about 76% of the protein volume fraction [Fox and McSweeney 1998]. This means that

$$v_{\text{fat}} = \frac{w_f}{100 \text{ g/}\rho_{\text{milk}}} \quad \text{and} \quad v_{\text{casein}} = 0.76 \frac{w_p}{100 \text{ g/}\rho_{\text{milk}}}.$$

This simple translation from fat and protein contents to volume fractions of the particle inclusions in the milk means that we have an appearance model with the following parameters:

- Fat content $w_f$
- Protein content $w_p$.

These two parameters are all we need to model most types of milk.

Since the macroscopic optical properties of milk have previously been measured in graphics [Jensen et al. 2001; Narasimhan et al. 2006], we have the opportunity to analyse the properties of different milk samples using the measurements. To construct a geometrical representation of the milk appearance model, we find a set of control points (using Maple) that fit the computations from the
microscopic properties of the milk to the macroscopic optical properties of the milk. We include the following variables in our geometric representation:

- Fat content $w_f$
- Protein content $w_p$
- Mean size of the fat globules $r_{va,\text{fat}}$
- Coefficient of variation for the fat globules $c_{v,\text{fat}}$
- RGB colour representations for the bulk absorption coefficient $\sigma_a$
- RGB colour representations for the bulk scattering coefficient $\sigma_s$
- RGB colour representations for the ensemble asymmetry parameter $g$

These constitute the axes in our multidimensional shape. The latter three are the macroscopic optical properties that have been measured using camera technology [Jensen et al. 2001; Narasimhan et al. 2006] (each of these macroscopic optical properties has three axes associated with them, one for each colour component).

Note that the constraint given by Equations 17.2 and 17.3 binds the mean size of the fat globules $r_{va,\text{fat}}$ when the fat content $w_f$ is given. Nevertheless, it turns out that it is useful to include $r_{va,\text{fat}}$ in the model for the analysis.

Finally, it is sometimes practical to have a functional expression that return the macroscopic optical properties in RGB given a few simple input parameters. Appendix C is a fit of the Lorenz-Mie computations which takes only the fat and protein contents as input.

### 17.3 Results

To analyse the measured macroscopic optical properties, we take a slice in our geometrical representation using the values $c_{v,\text{fat}} = 0.6$ and $w_p = 3$ wt.-% which are commonly found in milk. Then we do an orthogonal projection of the $r_{va,\text{fat}}$ axis to obtain the relation between the macroscopic optical properties and the fat content of the milk. The resulting relation is plotted in Figure 17.1 along with the measurements by Jensen et al. [2001] and by Narasimhan et al. [2006]. We use the reduced scattering coefficient in the figure because this is the quantity that was measured by Jensen et al. [2001]. The measurements have been placed
where they best fit the curves. The estimated fat contents for the measurements by Jensen et al. [2001], which are given by the position of the measurements along the horizontal axis in Figure 17.1, are most probably the fat contents of the original milk samples. For the measurements by Narasimhan et al. [2006] the fat contents have been overestimated (except for the lowfat case).

To analyse the reason for the overestimation, we pick a slice in our geometrical representation using $w_p = 3\,\text{wt.-\%}$. If we insert the measurements and an expected value for the fat content, we observe that the mean particle size and coefficient of variation for the fat globules, $r_{v\text{a,fat}}$ and $c_{v\text{,fat}}$, become overestimated. This means that our computations match the measurements by Narasimhan et al. [2006] if we use the expected value for the fat content, but a larger $r_{v\text{a,fat}}$ and $c_{v\text{,fat}}$ than what are commonly found in milk. An increase of these two parameters corresponds exactly to the effect of milk dilution [Walstra 1975]. Thus we have found by analysis that the milk measured by Narasimhan et al. [2006] was diluted, and indeed it was (as is obvious from the title of the reference).

A short comment on the absorption in milk: Because milk is highly scattering, its absorption coefficient is very difficult to measure. Measured absorption coefficients are, however, still of the same order of magnitude as the predicted ones and they all exhibit the behaviour $\sigma_{a,R} < \sigma_{a,G} < \sigma_{a,B}$. If we had ignored the absorption in the host medium in the Lorenz-Mie calculations, the absorption coefficient would only depend on fat content and would under-estimate the ab-
sorption in the blue band by more than a factor 48 for skimmed milk, while the smallest error would be $-96\%$ in the red band.

As the climax of this thesis, Figure 17.2 shows several glasses containing water, vitamin B2, protein and fat in various combinations. These have all been rendered using the appearance model described in this chapter. The resulting images of milk capture important visual properties such as the red shadow in skimmed milk and the increasingly white appearance as the fat content increases. The images also show how the link between microscopic and macroscopic optical properties makes us able to visualise different components in a material independently. Knowing the visual significance of the different ingredients in a material is important both if we would like to design the appearance of the material or if we would like to interpret the appearance of the material. In the next chapter, which is also the final chapter, I will draw conclusions on the work presented and provide more perspective on the range of potential applications.
Figure 17.2: Rendered images of the components in milk (top row) as well as mixed concentrations (bottom row). From top left to bottom right the glasses contain: Water, water and vitamin B2, water and protein, water and fat, skimmed milk, regular milk, and whole milk.
Chapter 18

Conclusion

Beyond the horizon
Behind the sun
At the end of the rainbow
Life has only begun

Bob Dylan from *Modern Times*

The ice example (Chapter 16) was the very beginning of the work presented in this thesis. In fact, the original intension was to write a paper on iceberg rendering. In trying to find the correct index of refraction for ice, I learned that ice has a complex index of refraction. This was a surprise because I had only heard about complex indices of refraction in the context of metals. It was only then that I learned about the direct relationship between absorption and the imaginary part of the index of refraction. Led by curiosity, I wanted to find out how the law of refraction works with a complex index of refraction (Chapter 4). In this way I found out that there are quite a few problems associated with geometrical optics in absorbing media (Chapter 5).

Finding that the problems are negligible when we do not consider geometrical optics in small absorbing particles, I proceeded to investigate the scattering of particles in ice. Again the absorption of pure ice (the complex index of refraction) turned out to be causing problems. Pure ice is the weakly absorbing host of the air bubbles and brine pockets in icebergs. The scattering cross section turned out to be problematic for a particle in an absorbing host (Chapter 6). Moreover the Lorenz-Mie theory also had problems in dealing with an absorbing
The first of these problems is still a problem. The second turned out to be solvable within the time frame of this thesis.

The next problem was to connect scattering cross sections to the optical properties used for realistic rendering (Chapters 6 and 10). When this link had been made I was ready to make both icebergs and milk and natural waters (Chapters 15–17). These first rough appearance models made me realise that one of the most important tasks in the specification of an appearance model is to arrive at sensible input parameters. This led to the specification of an appearance model for ice which only depends on temperature, salinity, and density of the ice (and perhaps some content of minerals and algae), and a model for milk which only depends on fat and protein contents. The specification of these appearance models was a rather cumbersome process which suggested that some framework should be available for handling the many parameters in the appearance of an object. This in turn led to the ideas presented in Part III.

Since volume rendering is a slow process, I eventually became curious about the connection between volume and surface rendering (Chapter 7). This led to the new derivation of Fick's law of diffusion, and I realised the significant limitations of diffusion-based rendering methods. Fast realistic rendering of translucent materials is still a significant challenge in computer graphics.

With this large body of theoretical work, the thesis became an investigation into the foundations of appearance modelling rather than an investigation of all the details in the perfect modelling and rendering of a specific material. Although it is unusual for a thesis to spread over such a large body of theory, I believe it is justified because the discipline of appearance modelling is dominated by detailed work on specific materials. There is nowhere else to find a connection from quantum electrodynamics to surface-based rendering techniques. This connection opens up for a better understanding of the influence of physical properties on the appearance of materials.

As the final remarks, let us discuss the potential applications of the presented connection between physics and appearance. The milk example (Chapter 17, in particular Figure 17.2) demonstrates that we are able to show the visual significance of the different components in a material. It also demonstrates that we are able to predict the appearance for various ratios between the contents. This makes a number of interesting applications possible:

- If you want to design materials with a specific appearance, the appearance model can help you choose the right components to obtain the desired appearance.
- If you want to detect whether a component is present in a material or not,
the appearance model can help you visualise the material as it would look with and without the component.

In other words, synthesised images with a connection to the contents and the physical conditions of a material enables us to learn a lot about the reasons for the appearance of materials.

The techniques available in graphics for measuring macroscopic optical properties using camera technology enable interesting new applications in combination with the theory presented in this thesis. The comparison between computed and measured optical properties of milk (Figure 17.1) demonstrates that we are able to draw sensible conclusions about the original fat contents of the milk (especially if the measurements are not based on dilution). With future research and development, this could potentially turn into a new type of equipment which is able to measure the contents of materials using simple pictures.

Suppose we have an appearance model for a material and represent it as a multidimensional shape (Part III). Then geometric operations will be able to retrieve the appearance of the material under various circumstances (by picking slices). They will also be able to retrieve all the conclusions that we can draw about a material given, for example, measurements of its macroscopic optical properties (using projection). The concept of multidimensional shapes provides the perfect tool both for synthesising appearance and for analysing appearance. However, to construct the multidimensional shape, we first need an appearance model which connects appearance to the physical properties of the material. Such an appearance model is obtained by considering the composition of the material and the interaction of light and matter at a microscopic level (Part II). Once the appearance model is available, the material is rendered using a macroscopic theory of light (Part I). It is from this point of view that I consider light, matter, and geometry to be the cornerstones of appearance modelling.
Appendix A

On Geometrical Optics

And this particular camel, the result of millions of years of selective evolution to produce a creature that could count the grains of sand it was walking over, and close its nostrils at will, and survive under the broiling sun for many days without water, was called You Bastard.

And he was, in fact, the greatest mathematician in the world.

Terry Pratchett, from Pyramids

A.1 Second Order Wave Equations

As in the usual treatment of Maxwell’s equations [Born and Wolf 1999, for example, take Faraday’s law (4.31) divide by \( \mu \) and apply the curl operator on both sides of the equality:

\[
\nabla \times (\mu^{-1} \nabla \times E_c) = i\omega \nabla \times H_c .
\]

Inserting from the first Maxwell equation (4.30) gives

\[
\nabla \times (\mu^{-1} \nabla \times E_c) = \omega^2 (\varepsilon + i\sigma/\omega)E_c .
\]

To move \( \mu^{-1} \) outside the curl on the left-hand side, we use the identity from vector calculus: \( \nabla \times uv = u \nabla \times v + \nabla u \times v \). Thereby

\[
\nabla \times (\nabla \times E_c) + \mu \nabla \mu^{-1} \times (\nabla \times E_c) = \omega^2 \mu(\varepsilon + i\sigma/\omega)E_c = k_0^2 n^2 E_c .
\]

Or if we use \( u\nabla u^{-1} = -\nabla \ln u \), another way to write it is

\[
\nabla \times (\nabla \times E_c) - \nabla \ln \mu \times (\nabla \times E_c) = k_0^2 n^2 E_c .
\]
Finally using $\nabla \times (\nabla \times) = \nabla (\nabla \cdot) - \nabla^2$, we find

$$\nabla^2 E_c - \nabla (\nabla \cdot E_c) + \nabla \ln \mu \times (\nabla \times E_c) = -k_0^2 n^2 E_c \quad (A.1)$$

Another identity from vector calculus is $\nabla \cdot uv = u \nabla \cdot v + v \cdot \nabla u$. This makes us able to write the third Maxwell equation (4.32) as

$$\varepsilon \nabla \cdot E_c + E_c \cdot \nabla \varepsilon = 0 .$$

Division by $\varepsilon$, using $u^{-1} \nabla u = \nabla \ln u$, and taking the gradient on both sides of the equation gives

$$\nabla (\nabla \cdot E_c) = -\nabla (E_c \cdot \nabla \ln \varepsilon) .$$

But then Equation A.1 reduces to

$$\nabla^2 E_c + \nabla \ln \mu \times (\nabla \times E_c) + \nabla (E_c \cdot \nabla \ln \varepsilon) = -k_0^2 n^2 E_c ,$$

which is sometimes referred to as a second order wave equation.

Following a similar line of arguments, a formally identical equation is found for the magnetic vector:

$$\nabla^2 H_c + \nabla \ln \varepsilon \times (\nabla \times H_c) + \nabla (H_c \cdot \nabla \ln \mu) = -k_0^2 n^2 H_c .$$

The reason why these equations are called second order wave equations is that if $\varepsilon$ and $\mu$ do not depend on position, the equations are the same as

$$\nabla^2 F = n^2 \frac{\partial^2 F}{\partial t^2} ,$$

which is an ordinary (or first order) wave equation, and $F$ could be either $E_c$ or $H_c$ in a homogeneous medium.

### A.2 The Eikonal Equation

In this appendix the eikonal equation (5.7) is derived by insertion of the wave function (5.5) in the second order wave equation (5.1) for the electric field. The second order wave equation was derived in Section A.1. Note that the time exponential cancels out upon insertion of the wave function as it appears in every term of the equation. Therefore we use the wave function (5.5) without the time exponential in this appendix. During the derivation, we employ the
following identities from vector calculus:

\[
\begin{align*}
\nabla \cdot (u + v) &= \nabla \cdot u + \nabla \cdot v \\
\nabla (uv) &= u \nabla v + v \nabla u \\
\nabla \cdot u v &= u \nabla \cdot v + v \nabla \cdot u \\
\nabla \times u v &= u \nabla \times v + \nabla u \times v .
\end{align*}
\]

(A.2)  

(A.3)  

(A.4)  

(A.5)

Note that \( \nabla (uv) \) is a three-component vector in which the components are three-vectors (with complex values). This means that you have to interpret \( v \nabla u \) on the right-hand side of Equation A.3 as a vector (of vectors) constructed by multiplication of each component in the vector \( \nabla u \) by the vector \( v \).

For the insertion in the second order wave equation, we need the the Laplacian and the curl of \( E_c \), and for the Laplacian we need the gradient. Using Equation A.3 with Equation 5.5, we have

\[
\nabla E_c = e^{ik_0 \mathcal{S}} \nabla E_0 + E_0 \nabla e^{ik_0 \mathcal{S}} .
\]

(A.6)

The gradient of the exponential part of \( E_c \) is

\[
\nabla e^{ik_0 \mathcal{S}} = i k_0 \nabla \mathcal{S} e^{ik_0 \mathcal{S}} .
\]

(A.7)

Insertion of Equation A.7 in Equation A.6 gives

\[
\nabla E = e^{ik_0 \mathcal{S}} (\nabla E_0 + i k_0 E_0 \nabla \mathcal{S}) .
\]

(A.8)

Now the Laplacian is found using Equations A.4, A.2, and A.7 with Equation A.8:

\[
\begin{align*}
\nabla^2 E_c &= \nabla \cdot (\nabla E_c) \\
&= e^{ik_0 \mathcal{S}} \nabla \cdot (\nabla E_0 + i k_0 E_0 \nabla \mathcal{S}) \\
&\quad + (\nabla E_0 + i k_0 E_0 \nabla \mathcal{S}) \cdot \nabla e^{ik_0 \mathcal{S}} \\
&= e^{ik_0 \mathcal{S}} \left( \nabla^2 E_0 + i k_0 \nabla \cdot (E_0 \nabla \mathcal{S}) \\
&\quad + i k_0 \nabla E_0 \cdot \nabla \mathcal{S} - k_0^2 E_0 \nabla \mathcal{S} \cdot \nabla \mathcal{S} \right) \\
&\quad + i k_0 2 \nabla E_0 \cdot \nabla \mathcal{S} - k_0^2 E_0 (\nabla \mathcal{S})^2 ) .
\end{align*}
\]

The curl is obtained using Equations A.5 and A.7:

\[
\begin{align*}
\nabla \times E &= e^{ik_0 \mathcal{S}} \nabla \times E_0 + \nabla e^{ik_0 \mathcal{S}} \times E_0 \\
&= e^{ik_0 \mathcal{S}} (\nabla \times E_0 + i k_0 \nabla \mathcal{S} \times E_0) .
\end{align*}
\]

We will also need \( \nabla (E \cdot \nabla \ln \varepsilon) \). It is obtained using Equation 5.5 (without the time exponential) and Equations A.3 and A.7:

\[
\begin{align*}
\nabla (E \cdot \nabla \ln \varepsilon) &= e^{ik_0 \mathcal{S}} \nabla (E_0 \cdot \nabla \ln \varepsilon) + (E_0 \cdot \nabla \ln \varepsilon) \nabla e^{ik_0 \mathcal{S}} \\
&= e^{ik_0 \mathcal{S}} \left( \nabla (E_0 \cdot \nabla \ln \varepsilon) + i k_0 \nabla \mathcal{S} (E_0 \cdot \nabla \ln \varepsilon) \right) .
\end{align*}
\]
In addition we need the cross product between $\nabla \ln \mu$ and $\nabla \times E$. Using the expression for the curl of $E$ and the vector triple product, we have

\[
\nabla \ln \mu \times (\nabla \times E) = \nabla \ln \mu \times (e^{i k_0 \mathcal{S}} (\nabla \times E_0)
+ i k_0 \nabla \mathcal{S} \times E_0))
= e^{i k_0 \mathcal{S}} (\nabla \ln \mu \times (\nabla \times E_0)
+ i k_0 \nabla \mathcal{S} (\nabla \ln \mu \cdot E_0)
- i k_0 E_0 (\nabla \ln \mu \cdot \nabla \mathcal{S})) .
\]

Each term of the second order wave equation (5.1) has now been expanded such that insertion of the wave function (5.5) is straightforward. After a few rearrangements, and application of the distributive property of the gradient as well as the dot product, the result is

\[
e^{i k_0 \mathcal{S}} \left[ (i k_0)^2 (\nabla^2 \mathcal{S} - n^2) E_0
+ i k_0 ((\nabla^2 \mathcal{S} - \nabla \ln \mu \cdot \nabla \mathcal{S}) E_0
+ (E_0 \cdot \nabla \ln (\mu \varepsilon)) \nabla \mathcal{S} + 2 \nabla E_0 \cdot \nabla \mathcal{S})
+ \nabla^2 E_0 + \nabla \ln \mu \times (\nabla \times E_0) + \nabla (E_0 \cdot \nabla \ln \varepsilon) \right] = 0 .
\]

By division of the equation with $e^{i k_0 \mathcal{S}} (i k_0)^2$, we obtain

\[
(\nabla^2 \mathcal{S} - n^2) E_0 + (i k_0)^{-1} L(E_0, \mathcal{S}, \varepsilon, \mu) + (i k_0)^{-2} M(E_0, \varepsilon, \mu) = 0 ,
\]

where

\[
L(E_0, \mathcal{S}, \varepsilon, \mu) = (\nabla^2 \mathcal{S} - \nabla \ln \mu \cdot \nabla \mathcal{S}) E_0
+ (E_0 \cdot \nabla \ln (\mu \varepsilon)) \nabla \mathcal{S} + 2 \nabla E_0 \cdot \nabla \mathcal{S}
\]
\[
M(E_0, \varepsilon, \mu) = \nabla^2 E_0 + \nabla \ln \mu \times (\nabla \times E_0)
+ \nabla (E_0 \cdot \nabla \ln \varepsilon) .
\]

The fundamental assumption in geometrical optics is that $\lambda$ is very small. But then $k_0 = 2\pi/\lambda$ is very large, why the $L$ and $M$ terms are negligible. The resulting equation is then

\[
(\nabla^2 \mathcal{S} - n^2) E_0 = 0
\]

which reduces to the eikonal equation:

\[
(\nabla \mathcal{S})^2 = n^2 .
\]

Thus we have shown that the eikonal equation is valid for geometrical optics in an inhomogeneous medium with a complex index of refraction.
A.3 The Time Average of Poynting’s Vector

To find the time average of Poynting’s vector $S_{\text{avg}}$ over one period of oscillation $T = 2\pi/\omega$, we need the cross product of $\text{Re}(E_c)\times\text{Re}(H_c)$. Inserting from Equations 5.10 and 5.11 and using the distributive property of the cross product, we find

$$\text{Re}(E_c) \times \text{Re}(H_c) = e^{-2k'' \cdot x} \left[ ((E_0' \cos \theta) \times (H_0'' \sin \theta) - (E_0'' \sin \theta) \times (H_0' \cos \theta - H_0'' \sin \theta)) \right] .$$

Integration of $\text{Re}(E_c) \times \text{Re}(H_c)$ over the period of oscillation $T = 2\pi/\omega$ gives

$$\int_0^T \text{Re}(E_c) \times \text{Re}(H_c) \, dt = e^{-2k'' \cdot x} \left[ (E_0' \times H_0') \left( \frac{t}{2} - \frac{\cos \theta \sin \theta}{2\omega} \right) \right] .$$

Since the integral of a sine or a cosine function over its period is zero (and $\theta = \omega t - k' \cdot x$), the time average of Poynting’s vector now follows:

$$S_{\text{avg}} = \frac{\varepsilon_0 c^2 \mu}{T} \int_0^T \text{Re}(E_c) \times \text{Re}(H_c) \, dt .$$

A similar result was found by Bell [1967, Eqn. 7.2], but he gave no details about the derivation.

To find the direction of Poynting’s vector it is necessary that we analyze $E_0$ and $H_0$. Considering the definition of the index of refraction $n$ (4.41) and the wave number in vacuum $k_0 = \omega/c$, another way to write the first two time-harmonic Maxwell equations (4.30–4.31) is

$$\nabla \times H_c = -ik_0(c\mu)^{-1} n^2 E_c \quad \text{(A.10)}$$
$$\nabla \times E_c = ik_0 c\mu H_c . \quad \text{(A.11)}$$

Inserting the wave functions (5.5–5.6), dividing out the time exponential, and using Equation A.5 to expand the curls, we obtain

$$e^{ik_0 \cdot \varphi} (\nabla \times H_0 + ik_0 \nabla \varphi \times H_0) = -ik_0(c\mu)^{-1} n^2 E_0 e^{ik_0 \cdot \varphi}$$
$$e^{ik_0 \cdot \varphi} (\nabla \times E_0 + ik_0 \nabla \varphi \times E_0) = ik_0 c\mu H_0 e^{ik_0 \cdot \varphi} .$$
Division by $ik_0e^{ik_0\mathcal{S}}$ at both sides of both equations gives
\[
\frac{1}{ik_0}\nabla \times \mathbf{H}_0 + \nabla \mathcal{S} \times \mathbf{H}_0 = -(c\mu)^{-1}n^2 \mathbf{E}_0
\]
\[
\frac{1}{ik_0}\nabla \times \mathbf{E}_0 + \nabla \mathcal{S} \times \mathbf{E}_0 = c\mu \mathbf{H}_0 .
\]

The fundamental assumption of geometrical optics ($\lambda \to 0$), means that $k_0 = 2\pi/\lambda$ is very large, and for that reason the first term is negligible in both equations. Hence,
\[
\mathbf{E}_0 = -c\mu n^{-2}\nabla \mathcal{S} \times \mathbf{H}_0 
\]  \hspace{1cm} (A.12)
\[
\mathbf{H}_0 = (c\mu)^{-1}\nabla \mathcal{S} \times \mathbf{E}_0 .
\]  \hspace{1cm} (A.13)

For a transverse electric (TE) wave, we have $\mathbf{E}_0 = \mathbf{E}_0'$. Then Equation A.9 reduces to
\[
\mathbf{S}_{\text{avg,TE}} = \frac{\varepsilon_0 c^2 \mu}{2} (\mathbf{E}_0 \times \mathbf{H}_0') e^{-2k''x}.
\]

To find $\mathbf{E}_0 \times \mathbf{H}_0'$, we insert the real part of $\mathbf{H}_0$ (A.13) and use the fact that $\mathbf{E}_0$ is real as well as the vector triple product:
\[
\mathbf{E}_0 \times \mathbf{H}_0' = \text{Re} \left( (c\mu)^{-1} \mathbf{E}_0 \times (\nabla \mathcal{S} \times \mathbf{E}_0) \right) 
\]
\[
= \text{Re} \left( (c\mu)^{-1} (\mathbf{E}_0 \cdot \mathbf{E}_0) \nabla \mathcal{S} - (\mathbf{E}_0 \cdot \nabla \mathcal{S}) \mathbf{E}_0) \right) .
\]

To analyze $\mathbf{E}_0 \cdot \nabla \mathcal{S}$ we return to Maxwell’s equations. Inserting the wave function (5.5) in the third equation (4.32) and expanding it using Equation A.4 gives
\[
\nabla \cdot (\varepsilon \mathbf{E}_c) = e^{-i\omega t} \left( \varepsilon e^{ik_0\mathcal{S}} \nabla \cdot \mathbf{E}_0 + \mathbf{E}_0 \cdot \nabla (\varepsilon e^{ik_0\mathcal{S}}) \right) = 0 .
\]

Then using a variant of Equation A.3 as well as Equation A.7, we get
\[
e^{ik_0\mathcal{S}} (\varepsilon \nabla \cdot \mathbf{E}_0 + \mathbf{E}_0 \cdot \nabla \varepsilon + ik_0 \varepsilon \mathbf{E}_0 \cdot \nabla \mathcal{S}) = 0 .
\]

Division by $ik_0 \varepsilon e^{ik_0\mathcal{S}}$ at both sides and using $u^{-1}\nabla u = \nabla \ln u$ gives
\[
\frac{1}{ik_0} (\nabla \cdot \mathbf{E}_0 + \mathbf{E}_0 \cdot \nabla \ln \varepsilon) + \mathbf{E}_0 \cdot \nabla \mathcal{S} = 0 .
\]

Now, since $k_0$ is assumed very large in geometrical optics, the first term is neglected revealing
\[
\mathbf{E}_0 \cdot \nabla \mathcal{S} = 0 . \hspace{1cm} (A.14)
\]

Using the same line of arguments, but starting from the fourth Maxwell equation (4.33), it also follows that
\[
\mathbf{H}_0 \cdot \nabla \mathcal{S} = 0 . \hspace{1cm} (A.15)
\]
A.3 The Time Average of Poynting’s Vector

In light of Equation A.14 we see that

\[ E_0 \times H'_0 = \text{Re} \left( (c\mu)^{-1} (E_0 \cdot E_0) \nabla \mathcal{J} \right) = (c\mu)^{-1} |E_0|^2 \text{Re}(\nabla \mathcal{J}) \],

but then

\[ S_{\text{avg,TE}} = \frac{\varepsilon_0 c |E_0|^2 \text{Re}(\nabla \mathcal{J}) e^{-2k'' \cdot x}}{2}, \]

which shows that a ray representing a TE wave follows the direction given by the real part of \( \nabla \mathcal{J} \).

For a transverse magnetic (TM) wave we have \( H_0 = H'_0 \). Then Equation A.9 reduces to

\[ S_{\text{avg,TM}} = \frac{\varepsilon_0 c^2 \mu}{2} (E'_0 \times H_0) e^{-2k'' \cdot x}. \]

This time we insert the real part of \( E_0 \) (A.12) and use the fact that \( H_0 \) is real as well as the vector triple product:

\[ E'_0 \times H_0 = \text{Re} \left( -c\mu n^{-2} (\nabla \mathcal{J} \times H_0) \times H_0 \right) = \text{Re} \left( -c\mu n^{-2} ((\nabla \cdot H_0) H_0 - (H_0 \cdot H_0) \nabla \mathcal{J}) \right). \]

According to Equation A.15 the first term vanishes and we get

\[ S_{\text{avg,TM}} = \frac{\varepsilon_0 c^3 \mu^2}{2} |H_0|^2 \text{Re} \left( \frac{\nabla \mathcal{J}}{n^2} \right) e^{-2k'' \cdot x}. \]

Keeping in mind that the index of refraction \( n = n' + in'' \) is a complex number, we observe that

\[ n^2 = n'^2 - n''^2 + i 2n'n'' \]

\[ |n^2|^2 = \left( n'^2 - n''^2 \right)^2 + 4n'^2 n''^2 = \left( n'^2 + n''^2 \right)^2. \]

Another way to write the TM component of Poynting’s vector is therefore

\[ S_{\text{avg,TM}} = \frac{\varepsilon_0 c^3 \mu^2}{2} |H_0|^2 \frac{(n'^2 - n''^2) \text{Re}(\nabla \mathcal{J}) + 2n'n'' \text{Im}(\nabla \mathcal{J})}{(n'^2 + n''^2)^2} e^{-2k'' \cdot x}. \]

This means that a ray representing a TM wave follows the direction given by the combination of the index of refraction and the real and imaginary parts of \( \nabla \mathcal{J} \) found above.

Similar results for the direction of the time averaged Poynting vector for TE and TM waves in homogeneous media were found by Bell [1967], but no details were given about the derivation. The derivation given here is also valid for inhomogeneous media.
Appendix B

On Polynomial Arrays

B.1 raisedegree

To define raisedegree, we need the following standard array-theoretic operator:

- EACHBOTH.

And we need the following standard array-theoretic operations:

- pass
- first
- last
- front
- rest
- tally
- reverse
- append
• hitch
• grid
• div.

Definitions of these operators and operations are available in several references on array theory [More 1981; Pedersen and Hansen 1988; Falster 1997; Jenkins and Falster 1999; Nial 2006].

The definition of \texttt{raisedegree} follows the formulae [Gravesen 2002]:

\begin{align*}
\hat{b}_0 &= b_0 & (B.1) \\
\hat{b}_k &= \frac{n+1-k}{n+1} b_k + \frac{k}{n+1} b_{k-1}, \quad k = 1, \ldots, n & (B.2) \\
\hat{b}_{n+1} &= b_n, & (B.3)
\end{align*}

where \( n \) is the degree of the Bézier curve. First, we define operations to find the two terms in Equation B.2:

\begin{align*}
elevweight1 &= \text{EACHBOTH}(\cdot) \div [1 + \text{reverse grid}, \text{tally}], \text{pass} \\
elevweight2 &= \text{EACHBOTH}(\cdot) \div [1 + \text{grid}, \text{tally}], \text{pass}.
\end{align*}

Then we add the terms to find the middle part of the elevated array

\[
elevmiddle = \text{EACHBOTH}(+) \div [\text{rest elevweight1}, \text{front elevweight2}].
\]

Finally, the operation \texttt{raisedegree} is obtained by linking the middle to the end control points (Equations B.1–B.3). The definition is

\[
\text{raisedegree} = \text{append} [\text{hitch} \div [\text{first}, \text{elevmiddle}], \text{last}].
\]

\textbf{B.2 polyplace}

To define \texttt{polyplace}, we need the following standard array-theoretic operators:

• \texttt{EACHLEFT}
• \texttt{EACHRIGHT}
• \texttt{CONVERSE}. 
And we need the following standard array-theoretic operations:

- pass
- second
- last
- sublist
- reshape
- grid.

Definitions of these operators and operations are available in several references on array theory [More 1981; Pedersen and Hansen 1988; Falster 1997; Jenkins and Falster 1999; Nial 2006].

Let us define a couple of operations to help the definition of \texttt{polyplace}. First we define an operation which constructs an array holding the grid of the colligated array:

\begin{equation}
\text{gridlast} = \text{grid} (0 \ \text{CONVERSE} (\text{reshape})) (1 + \text{last}) .
\end{equation}

Then we find the items to be placed in the colligated array using \texttt{polyindex} (which was defined in Section 14.2). The operation to do this is defined by

\begin{equation}
\text{findgrid} = \text{EACHLEFT} (\text{EACHRIGHT} (=)) \ [\text{gridlast}, \text{pass}] \ \text{polyindex} .
\end{equation}

Finally, the operation \texttt{polyplace} is defined by

\begin{equation}
\text{polyplace} = \text{EACHLEFT} (\text{sublist}) \ [\text{findgrid}, \text{second}] .
\end{equation}
Appendix C

On the Milk Model

For some applications, it is convenient to have a functional expression for the macroscopic optical properties of a material. Using the computations described in Part II, it is not difficult to sample the macroscopic optical properties for milk with many different fat and protein contents. We may even sample RGB values using the colour matching functions discussed in Chapter 11. To get a set of functional expressions for the macroscopic optical properties, we do a number of least squares fits of the samples. This gives the following set of RGB vector functions mapping fat and protein content of milk directly to its macroscopic optical properties:

\[
\sigma_a = \begin{bmatrix}
1.381 - 0.008600w_p + 1.209w_f \\
2.201 - 0.01459w_p + 1.982w_f \\
10.13 - 0.07048w_p + 4.170w_f
\end{bmatrix} \quad (C.1)
\]

\[
\sigma_s = \begin{bmatrix}
213.5w_p + 15631w_f^{1.24}e^{h_1(\ln(w_f))R} \\
338.3w_p + 18349w_f^{1.15}e^{h_1(\ln(w_f))G} \\
614.0w_p + 22585w_f^{1.01}e^{h_1(\ln(w_f))B}
\end{bmatrix} \quad (C.2)
\]

\[
g = \begin{bmatrix}
18.63w_p + (\sigma_{sR} - 213.5w_p)\tilde{g}(w_f)_R)/\sigma_{sR} \\
37.79w_p + (\sigma_{sG} - 338.3w_p)\tilde{g}(w_f)_G)/\sigma_{sG} \\
96.69w_p + (\sigma_{sB} - 614.0w_p)\tilde{g}(w_f)_B)/\sigma_{sB}
\end{bmatrix} . \quad (C.3)
\]
A two-piece fit is needed for the asymmetry parameter, and consequently the \( \tilde{g} \) function in Equation C.3 is given by

\[
\begin{align*}
\tilde{g}(0 < w_f < 0.7) &= \begin{bmatrix} 0.9523w_f^{-0.0120}e^{h_2(\ln(1/w_f))_R} \\ 0.9539w_f^{-0.00783}e^{h_2(\ln(1/w_f))_G} \\ 0.9554w_f^{-0.000161}e^{h_2(\ln(1/w_f))_B} \end{bmatrix} \\
\tilde{g}(w_f \geq 0.7) &= \begin{bmatrix} 0.9576w_f^{0.00911}e^{h_3(\ln(w_f))_R} \\ 0.9585w_f^{0.00783}e^{h_3(\ln(w_f))_G} \\ 0.9577w_f^{0.00531}e^{h_3(\ln(w_f))_B} \end{bmatrix}.
\end{align*}
\] (C.4) (C.5)

If \( w_f = 0 \), replace \( \tilde{g} \) by 0 and \( \ln(w_f) \) by 0. Finally the functions \( h_1 \), \( h_2 \), and \( h_3 \) are the following RGB vector polynomials

\[
\begin{align*}
h_1(x) &= \begin{bmatrix} -0.00129x^4 + 0.0305x^3 - 0.219x^2 \\ -0.00149x^4 + 0.0327x^3 - 0.213x^2 \\ -0.00206x^4 + 0.0373x^3 - 0.202x^2 \end{bmatrix} \\
h_2(x) &= \begin{bmatrix} -0.0386x^3 - 0.00543x^2 \\ -0.0368x^3 + 0.00266x^2 \\ -0.0334x^3 + 0.0111x^2 \end{bmatrix} \\
h_3(x) &= \begin{bmatrix} 0.000281x^3 - 0.00366x^2 \\ 0.000379x^3 - 0.00401x^2 \\ 0.000509x^3 - 0.00429x^2 \end{bmatrix}.
\end{align*}
\] (C.6) (C.7) (C.8)

The absorption and scattering coefficients in this appearance model have the unit m\(^{-1}\). For every band of the three optical properties (C.1,C.2,C.3) the maximum error is 10.2\%. This error band only excludes input parameters where \( w_f < 0.05 \) wt.\%-\%. The maximum error occurs in the blue band of the absorption coefficient. For the majority of the possible input parameters, the error rarely exceeds 2\% in all bands of all properties. The fit is best in the region where we normally find the fat and protein contents of milk.
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