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We present a new stochastic model for relative two-particle separation in turbulence. Inspired by material line stretching, we suggest that a similar process also occurs beyond the viscous range, with time scaling according to the longitudinal second-order structure function $S_2(r)$, e.g., in the inertial range as $\varepsilon^{-1/3}t^{2/3}$. Particle separation is modeled as a Gaussian process without invoking information of Eulerian acceleration statistics or of precise shapes of Eulerian velocity distribution functions. The time scale is a function of $S_2(r)$ and thus of the Lagrangian evolving separation. The model predictions agree with numerical and experimental results for various initial particle separations. We present model results for fixed time and fixed scale statistics. We find that for the Richardson-Obukhov law, i.e., $\langle r(t)^2 \rangle = g_t t^2$, to hold and to also be observed in experiments, high Reynolds numbers are necessary, i.e., $Re_L > O(1000)$, and the integral scale needs to be large compared to initial separation, i.e., $L/r_0 > 30$ and $d/L > 3$ need to be fulfilled, where $d$ is the size of the field of view. Removing the constraint of finite inertial range, the model is used to explore separation dynamics in the asymptotic regime. As $Re_L \rightarrow \infty$, the distance neighbor function takes on a constant shape, almost as predicted by the Richardson diffusion equation. For the Richardson constant we obtain that $g \rightarrow 0.95$ as $Re_L \rightarrow \infty$. This asymptotic limit is reached at $Re_L > 1000$. For the Richardson constant $g$, the model predicts a ratio of $g_b/g_f \approx 1.9$ between backwards and forwards dispersion. © 2007 American Institute of Physics. [DOI: 10.1063/1.2722423]

I. INTRODUCTION

Relative particle dispersion is of practical importance to many applied problems in mixing and reactions in industrial as well as environmental flows. It has recently been reviewed by Sawford, who discussed attempts to evaluate, e.g., the Richardson constant and to exploit the connection between relative dispersion, turbulent mixing, and scalar fluctuations. A few years before that, Shirolkar et al. extensively reviewed modeling aspects of turbulent particle dispersion. They emphasize dispersion of heavy particles and particle view modeling aspects of turbulent particle dispersion. Despite its importance, even relative dispersion of passive fluid particles is still relatively poorly understood. Kinematic simulations (KS) of turbulent-like flows offers the possibility to study a number of dispersion aspects, also at high Reynolds numbers. Only recently has it become possible to study the second moment of the probability density function (PDF) of the separation $r(t)$ between two particles also in real turbulence via direct numerical simulation (DNS) or experiment, with the notable exception of Bourgoin et al. at typically low to intermediate Reynolds numbers. Relative dispersion of fluid particles still serves as a benchmark problem for our current understanding of turbulence.

Before we outline some specific aspects of the problem, we briefly summarize the current situation in particle dispersion. Existing analytical closures treat particle dispersion as a diffusion problem. We note here also the very recent work of Franzese and Cassiani, who derived a differential equation for the mean square relative separation based on first principles. For a thorough theoretical overview on particle diffusion, we refer to Falkovich et al. Different assumptions on the diffusion coefficient were made and experiments were conducted in order to evaluate the proposed choices. Recently, particle tracking and numerical experiments showed that the shape of the separation PDF is approximated best by the Richardson model. This finding was again questioned, though, in Ref. Generally, experiments, both numerical and real, are still limited to flows with low Reynolds numbers. This situation calls for alternative tools to study the influence of such limitations. We mention the eddy-damped quasi-normal Markovian model (EDQM), the Lagrangian-history direct-interaction (LHDI) theory, kinematic simulations (KS), and the concept of persistent critical point flow patterns referred to as the statistical persistence hypothesis (SPH). Yet another approach is the class of Lagrangian stochastic models (LSMs). Recent implementations that go back over Thomson to Durbin reduce the dispersion problem in a real three-dimensional turbulent flow to a quasi-one-dimensional one. They depend upon a detailed knowledge of Eulerian flow statistics, such as acceleration and velocity distributions, which are not easily parametrized. In particular, conditional accelerations statistics are difficult to measure or predict precisely, even though successful measurements are reported by Mordant et al. and Voth et al. Our contribution circumvents these difficulties. The presented model depends neither on Eulerian accelerations nor on the precise shape of the Eulerian longitudinal velocity PDF. Instead, it assumes that in the inertial range, a similar
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process to viscous material line stretching occurs, with a
governing time scale that evolves in a Lagrangian way as a
function of $r(t)$. Thus, we are, similar to Refs. 28 and 29,
following Richardson's assumption that the diffusion coeffi-
cient is dependent only on the separation and not on time.

The work of Richardson, Obukhov, and Batchelor led to
today's understanding of the ballistic regime, i.e.,
$$\langle r^2(t) \rangle \propto t^2,$$
and to the \( r^2(t) = \kappa t^2 \) law. If a Batchelor
time is defined as \( \tau_B = (r_B^2/\kappa)^{1/3} \), the former regime is for \( t < \tau_B \) and the latter for \( \tau_B < t < T \), where \( T \) is the integral
time. In the ballistic regime the diffusion coefficient is purely time
dependent, and for later times the diffusion coefficient is propor-
tional to \( e^{-t^1/3} \). A number of experiments support the
existence of the two regimes. 11–15

To date, the precise value of the Richardson constant \( g \)
is still not known. Experimental values for \( g \) are difficult to
obtain and have a considerable range. Tatarski \( \text{ reported}
0.66, a value that has to be regarded as an order-of-
magnitude estimate according to Fung and Vassilicos. 8
Based on smoke plume experiments, \( g = 1.7 \) was suggested by
Byzova et al. 36 Particle tracking velocimetry (PTV) exper-
iments at \( Re_a = 90 \) and \( Re_a = 170 \) yielded \( g = 0.5 \) and \( g 
= 0.6 \), respectively. 11,21 For DNS simulations at \( Re_a = 200 
\sim 283 \), values of \( g = 0.5 \sim 0.7 \) are reported. 12–14,21 The influence
on dispersion dynamics of finite \( Re_a \) flows is still subject
to discussion. Exit time statistics introduced by Artale
et al. 39 measure separation velocities at fixed scales. Employ-
ing the Richardson diffusion equation, \( g = 0.5 \) is found. In
Bourgoin et al. 15 it is inferred that in order to observe the
Richardson-Obukhov law, a ratio of integral time to Batch-
elor time \( T/T_B > 10 \) is required, with \( T/T_B = (\mathcal{L}/\eta)^{2/3} \), where \( \mathcal{L} \) is
the integral scale. They base this inequality on missing
plateaus of the curves \( \langle (r(t) - r(t_0))^2 \rangle / (r(t)^2) \) versus \( t/T_B \). In
the experiment reported by Berg et al. 41 plateaus of the same
curves were observed for \( t > T_B \), despite the fact that \( T/T_B < 10 \).
In Ref. 21, the relation
$$\langle r^2(t) \rangle r_B^2 = g(t/T_B - T_B/t_B)^3,$$
introduced by Ott and Mann, 11 is studied again. Provided that
\( \eta / R_0 \sim 0 \), this function describes well the particle separation,
and it allows us to extract a Richardson constant \( g \) from
intermediate Reynolds number data. The function fits experi-
mental and DNS data nicely. 21 Throughout all these
approaches, there seems to be a consensus that experiments in
flows with a much more clearly developed inertial range are
desirable.

From EDQNM, Novikov 22 estimated \( g = 1.8 \) and the
analysis of Larcheveque and Lesieur 23 yields \( g = 3.5 \), while a
revised application of the EDQNM approximation by
Thomson \( \text{ gives } g = 1.4 \). Kraichnan’s LHD 18 also yields a
diffusion equation for particle separation. However, probably
due to the velocity field being \( \delta \)-correlated in time, the
resulting Richardson coefficient is \( g = 5.5 \), which is much
higher than most current estimates. Further, it was shown 11
that the predicted shape of the separation PDF is much less
skewed and much less flat than was observed in a number of
experiments. For a thorough discussion of the Kraichnan
model, we refer again to Falkovich et al. 20 Based on a differ-
tential equation for the mean square relative separation,
Franzese and Cassiani 19 arrive at \( g = 0.64 \) in the limit of high
Reynolds number. Inertial subrange quantities such as
the Lagrangian and Eulerian structure function Kolmogorov
constants \( C_0 \) and \( C_l \), respectively, and the Lagrangian veloc-
ity autocorrelation time \( T_L \) are an integral part of their deriva-
tion.

One approach to mimic turbulent flows with much
higher Reynolds number is to use synthetic turbulence and
specifically kinematic simulations (KS); e.g., Malik and
Vassilicos. 9 In kinematic simulation, the Eulerian velocity
field \( \mathbf{u}(x, t) \) is approximated by a Fourier series with a finite
number of modes. Modes are chosen to satisfy incompress-
ability, with spectral and spatial structure to be similar to real
turbulence. The Fourier modes are uncorrelated and hence
there is no “sweeping” of the smaller eddies by the larger
eddies, just as in the Kraichnan model. Thomson 39 argues
that as a consequence and depending on the magnitude of the
mean flow, \( \langle r^2(t) \rangle \propto t^{9/2} \). The discussion is ongoing: Osborne et al. 24 showed that while it is
difficult to distinguish between regimes of \( \langle r^2(t) \rangle \propto t^3 \) and
\( \langle r^2(t) \rangle \propto t^{9/2} \), even at very high Reynolds number, KS clearly
reproduces Richardson’s diffusion prediction \( d\langle r^2(t) \rangle \propto r^{9/3} \) over a wide range of scales. In addition, Ref. 24 points
out that the major difference between the two results is the
implementation of the integration time step. In KS, the
Richardson constant typically is \( \mathcal{O}(0.01) \), and in Davila and
Vassilicos 25 it is shown to be a decreasing function of the
mean flow, which is, of course, not desirable. The KS
approach, though, reproduces very well the evolution of flat-
ness coefficients of the two-particle relative velocity compo-
nents also for small initial particle separations \( r_0 \) and for
different Reynolds numbers (e.g., Ref. 9).

In Ref. 25, the connection is made between Richardson
pair diffusion and the fractal spatial distribution of straining
stagnation points in the turbulent-like flow. The observation
that “fluid element pairs follow close trajectories for long
stretches of time and separate violently when they meet
straining flow regions around stagnation points” gave rise
out to the statistical persistence hypothesis (SPH). In Goto and
Vassilicos, 26 a corresponding pair diffusion model is de-
veloped with a PDF equation that is a generalization of Rich-
dardson’s diffusion equation. The model predicts the Richard-
son constant as \( g = 6.9 \).

Finally, we arrive at the class of Lagrangian stochastic
models (LSMs) for pair diffusion. Durbin 51 was one of the
first to formulate a Lagrangian model for two-particle disper-
sion based on the Langevin equation for relative velocities.
He reduced the dispersion problem in a real turbulent flow to
a quasi-one-dimensional (1D) one. Thomson 38 improved his
model significantly by making it consistent with the “well-
mixed condition”; i.e., an initially uniform particle distribu-
tion remains stationary in time. He found \( 0.9 < g < 3.4 \).
Variations were presented by Borgas and Sawford, 41
Pedrizzetti and Novikov, 29 and Kurbamuradov. 42
\( 0.8 < g < 1.8 \). Happey 28 typically gave smaller values (0.1 < \( g < 0.4 \))
depending on the choice of the Lagrangian structure function
coefficient \( C_L \).

The above stochastical dispersion models all assume that
relative particle accelerations have negligible memory, which implies that Lagrangian position and velocity can be described by treating the latter as a Markov process.\cite{Heppe2004} Heppe concluded from Yeung’s\cite{Yung1982} results on relative acceleration that at small separations, which are governed by time scales of \( O(\tau_p) \), the Markov assumption is likely to fail. He expected qualitative deviations of a Markovian model from the dispersion physics. From DNS, Yeung\cite{Yung1982} found significantly long relative acceleration correlations, especially for small separations of \( O(\eta) \). While a few studies managed to measure acceleration variances\cite{Sawford2003,Chatwin1998} and even acceleration auto-correlations\cite{Frisch1995} at considerable Reynolds number, to our knowledge there are presently no experimental relative auto-correlation acceleration data available. However, there is no reason that the Markov approximation should not be valid in the inertial range. As was noted by Ref.\cite{Heppe2004}, it is the omission of viscous, highly intermittent, non-Markovian effects that lead to an underestimation of, e.g., the flatness peak factor of particle distribution and relative velocities.\cite{Rogallo1981,Chatwin1998} In the latest Borgas and Yeung model,\cite{Borgas2004} these viscous effects are taken into account. The drift term of the Langevin-type equation is derived from the Eulerian transport equation: relative acceleration is parametrized as a quadratic closure of relative velocity and a correction term that guarantees smooth transitions between the different regimes. The diffusion term is a scale-dependent Wiener process.

In principle, the 2004 Borgas and Yeung model could be used for our purpose. However, the explicit dependence on subtle Eulerian flow statistics such as \( \partial \ln[P_E(u)]/\partial u \) and \( \langle \alpha; u, r \rangle \) as well as the correction term has led us to derive and employ a much simpler stochastic model. Based on a K41-type scaling argument\cite{K41} for the field of coarse grained velocity derivatives, we propose that a process similar to viscous material line stretching also occurs in the inertial range as in the viscous range by Borue and Orzag\cite{Borue1989} derived from the Eulerian transport equation: relative acceleration is parametrized as a quadratic closure of relative velocity and a correction term that guarantees smooth transitions between the different regimes. The diffusion term is a scale-dependent Wiener process.

Kolmogorov spectrum \( p = 5/3 \) to the \( \langle r^2(t) \rangle = \sigma^2 \langle t \rangle^2 \) law. In the framework of KS, this locality assumption was revisited by Nicolau and Yu\cite{Nicolau2001} and confirmed also for values of \( p \neq 5/3 \). As will be shown below, a good estimate for this time scale is obtained from a parametrized form of the second-order structure function \( S_2(r) \).\cite{Heppe2004} Linking the particle separation process to material line stretching, which is modeled as a Gaussian process with an evolving time scale, results in a relatively simple formulation of a quasi-1D stochastic model. The model has only one “free” model parameter for each of the viscous, inertial, and diffusive separation regimes.

Similar to the difficulties that arise due to finite Reynolds number, in addition, the influence of finite sized experimental observation domains has not yet been conclusively addressed. Mean values of \( r^2(t) \) can be biased towards lower values if fast separating particle pairs have already left the observation domain at time \( t \). It is thus desirable and in the scope of this work to study both the effect of finite Reynolds number and the effect of limited observation scale or time. The idea of this contribution is to reproduce known experimental dispersion data with a model as simple and physical as possible. The model is to be used to explore the influence of initial particle separation \( r_0 \), the influence of various observation domain scales, and the influence of various ratios of \( \mathcal{L} / \eta \); e.g., to mimic the dispersion process at various Reynolds numbers. Essentially, the proposed model is meant to check how far the analogy to viscous material line stretching can be exploited for two-particle separation. In addition, it is meant to be a simple design tool for experiments that will allow more insight into the particle dispersion process.

The paper is organized as follows. In the next section, a very brief overview on material line stretching is given. In the modeling section expressions are derived to mimic the process of particle dispersion. We outline how finite observation domains are simulated. In Sec. III we show how the model compares with data from existing experiments. In Sec. IV the model is used to explore the influences of finite field of view and of the scale separation \( \mathcal{L} / \eta \). In Sec. V we make a summary and draw some conclusions.

II. MATERIAL LINE STRETCHING

The process of infinitesimal material line stretching has been studied extensively\cite{Batchelor1964,TSINOBER1976,Borue1989,Olbricht2002,Olbricht2003,Tsinober1976} and is described by the kinematic relation

\[
\frac{1}{2} \frac{dr^2}{dt} = r \cdot \mathbf{s} \cdot \mathbf{r},
\]

(2)

with \( \mathbf{r} = \mathbf{x}^{(2)} - \mathbf{x}^{(1)} \) denoting the particle separation and \( s_{ij} = \frac{1}{2}(\partial u_i/\partial \xi_j + \partial u_j/\partial \xi_i) \) the rate of strain tensor. The stretching rate has been measured, both in direct numerical simulations and with particle tracking velocimetry.\cite{Craik2002,Tsinober1976,Borue1989} It has been found that the nondimensionalized stretching rate

\[
L(t) = r(t) r_y(t) s_{ij}(t) \frac{\tau_p}{r^2},
\]

(3)

with the Kolmogorov time scale, \( \tau_p = (\nu/\varepsilon)^{1/2} \), is seemingly independent of \( \text{Re}_x \), at least for \( \text{Re}_x < 300 \). After a time of
t/τr=O(1), the stretching rate takes on a mean value in the range of \(⟨L(t)⟩≈0.11–0.14\), which is equal to about 0.4(Λ₁(t))τr. Λ₁(t) is the largest principal eigenvector of \(s_{ij}(t)\). It is not clear how the slight discrepancy between the different measurements can be explained. For both experimental\(^ {21,54,55}\) and DNS\(^ {14,51}\) investigations, the same range of stretching rates has been found, with no systematic dependence; e.g., on Reynolds number.

\(⟨L(t)⟩\) can be understood better if interpreted geometrically by decomposing Eq. (3) into its terms that are associated with each eigenvalue \(Λ_i\) and eigenvector \(λ_i\) of the rate of strain tensor \(s_{ij}\)\(^ {48}\) as

\[
L(t) = τr \sum_i Λ_i(t) \cos[\langle λ_i(t), r(t)\rangle].
\]  

(4)

From (4) it becomes clear that \(L(t)\) depends on the alignment to the principal strain axis of \(s_{ij}(t)\) as well as on the magnitude of the associated eigenvalues. Batchelor’s assumption\(^ {56}\) of full alignment of \(r(t)\) with \(λ_i(t)\) was corrected by Girimaji and Pope\(^ {51}\), who showed that, due mainly to rotation of the strain eigenframe, only about 40% of the maximal theoretical stretching actually occurs (see also Dresselhaus and Tabor\(^ {52}\) and Guala et al.\(^ {55}\)). For the mean of Eq. (4), an upper value of \(⟨L(t)⟩≤0.5\) can be derived as follows. If we use the convention \(Λ_1 > Λ_2 > Λ_3\), \(Λ_1+Λ_2+Λ_3=0\), due to incompressibility and the fact \(⟨Λ_3(t)⟩>0\), we can express \(⟨Λ_1(t)⟩\) in terms of \(s^2 = s_{ij}s_{ij}\) as

\[
⟨Λ_1(t)⟩ < \frac{⟨s^2⟩}{2}.
\]  

(5)

For the Kolmogorov time, we have an upper bound as

\[
τr = \frac{1}{\sqrt{2⟨s^2⟩}} < \frac{1}{\sqrt{2⟨s^2⟩}}.
\]  

(6)

Assuming full alignment of \(r(t)\) with \(λ_1(t)\) and using (5) and (6), an upper bound for the average of (4) can be written as

\[
⟨L(t)⟩ < \frac{1}{\sqrt{2⟨s^2⟩}} \frac{⟨s^2⟩}{2} = \frac{1}{2}.
\]  

(7)

A nonperfect alignment of \(r(t)\) with \(λ_1(t)\), a positive intermediate eigenvalue \(⟨Λ_2(t)⟩>0\), and a flat distribution of \(s^2\) will all contribute to reduce the actual mean value. From, e.g., the PTV data of \(Re_k=70\) turbulence\(^ {21}\), we measure \(cos^2[⟨r(t), λ_1(t)⟩]≈0.35\), \(⟨Λ_1⟩=0.9⟨s^2⟩/\sqrt{2}\), and \(τr=0.9/(\sqrt{2s^2})\), which is consistent with a mean stretching rate of \(⟨L(t)⟩=0.14\) that is also reported in Berg et al.\(^ {21}\). The PDFs of \(L(t)\) for different times and initially randomly oriented \(r(t)\) is shown in Fig. 1.

III. MODELING

The stochastical model that we present here is quasi-1D with Langevin-type equations for the evolution of relative particle separation. From Fig. 1(a) we observe that the complex underlying processes lead to a relatively simple overall behavior of the nondimensional stretching rate \(L_α(t)\). The strain tensor evolves in time with changing intensity, shape, and orientation of its principal strain frame. Infinitesimal material elements experience nonpersistent straining because of these dynamics.\(^ {51,52,55}\) The overall stretching rate for \(r<η\) we find, however, to a first approximation normally distributed around an asymptotic mean value \(L_α\). The asymptotic state is reached after a time \(α_ητr\), where \(α_η\sim O(1)\). As will become clearer below, it is convenient to express this time in terms of the Kolmogorov frequency \(f_η=1/τr\) as \(α_η/f_η\). Close inspection of measured \(L_α(t)\) data reveals that the distribution is slightly skewed and that the flatness coefficient is slightly above Gaussian. In order to keep the model as simple as possible, these properties will, however, be neglected in our modeling. Further, we assume that \(dL_α(t)/dt\) has a negligible memory in comparison to \(L_α(t)\) itself. Keeping in mind our introductory discussion on the implications of such a Markov approximation, we try to show below [Fig. 1(b)] that in fact the evolution of \(L(t)\) can then be simulated reasonably well with a 1D Ornstein-Uhlenbeck process in the viscous regime. Below, when we show results for scales \(r>η\), we will find that the model performance improves further, from fair to good. This reflects what was already noted by other authors:\(^ {14,27,28}\) the omitted viscous effect leading to enhanced intermittency acts mainly on small scales. The prize for the simplification that allows us to use a 1D Ornstein-Uhlenbeck process has to be paid mainly at small separations.

For the viscous regime \(r<η\), we have

\[
dL_α(t) = -\frac{f_η}{α_η}[L_α(t) - L_α]dt + \sigma \sqrt{\frac{2f_η}{α_η}}dW(t). \tag{8}
\]

\(dW(t)\) is a Wiener process with the properties \(⟨dW(t)⟩=0\) and \(⟨dW(t)dW(t')⟩=δ(t-t')dt\) for \(t \neq t'\). Throughout the model,
f has unit [s\(^{-1}\)], t has [s], W has [s\(^{1/2}\)], r has [m]; all other variables and parameters are dimensionless. The normally distributed \(L_w(t)\) has an auto-correlation time \(\alpha_\eta t_\eta\) and a variance \(\sigma_\eta^2\). With (2) and (3) we can write

\[
\delta r(t) = r(t)\delta L_w(t) dt.
\]

Expressions (8) and (9) depend on the “free” parameters \(\alpha_\eta, \bar{L}_\eta\) and \(\sigma_\eta\). We will now expand the range of validity for (9) to larger separations up to \(r > \bar{L}\) by letting the time scale \(\alpha_\eta f_\eta\) become a function of the separation as \(\alpha_\eta f_\eta = \frac{f(r)}{\alpha(r)}\). This represents the key idea of the presented model. This essentially makes the process a Lagrangian one, and it is in this step that we employ the assumption of a diffusion coefficient depending only on separation. With the help of the second-order structure function, we define a time scale that is a function of the separation \(r(t)\).

In addition, by dividing (8) with \(\sigma_\eta\) and by employing the well-mixed condition, the number of free parameters will ultimately be reduced from 3 to just 1 for each of the viscous, inertial, and diffusion regimes. With (8) and (9), the longitudinal second-order structure function can be expressed for the viscous regime as

\[
S_2^v(r) = \left(\frac{\langle \delta r^2 \rangle}{\langle (\delta r)^2 \rangle}\right) = r(t)^2 f_\eta \sigma_\eta^2.
\]

From (10), it follows that a frequency \(f(r)\) that substitutes \(f_\eta \sigma_\eta\) can be expressed in terms of \(S_2^v(r)\) not just for the viscous regime but for all \(r(t)\) as

\[
f(r) = \sqrt{S_2^v(r) / r(t)^2}.
\]

If we assume that the dispersion process occurs in a homogeneous and isotropic flow, the integral scale \(\bar{L}\) and the rate of dissipation \(\varepsilon\) are sufficient to describe the flow properties. For this case it is convenient to use the parametrized form of \(S_2^v(r)\) employed by Borgas and Yeung\(^{27}\): \(S_2^v(r) = 2 \left[1 - \exp\left(-\frac{r}{15C_0}\right)\right]^{4/3}\)

\[
\times \epsilon \bar{L}^{2/3} \left(\frac{r^4}{64C_k^6 + r^4}\right)^{1/6},
\]

with the viscosity \(\nu\) and the Kolmogorov constant \(C_k\). For \(C_k\) we use the approximation

\[
C_0 = \frac{7.0}{1 + (7.5)(7.0^2)\text{Re}_K^{1/64}},
\]

\[
C_k = \frac{2.1}{(1 + 7.5C_0^2\text{Re}_K^{-1/64})^{2/3}},
\]

as proposed by Sawford.\(^{37}\) For \(\text{Re}_K\) we use

\[
\text{Re}_K = \sqrt{\frac{15C_k}{\nu}}.\]

Adjusting (8) and (9) to \(f_\eta \longrightarrow f(r)\), we substitute \(\alpha_\eta \sigma_\eta\) with \(\alpha(r)\). Further, expression (8) is divided by \(\sigma_\eta\) and with \(l(t) = L(t) / \sigma_\eta\), we get the final form of the model as

\[
d\bar{l}(t) = \frac{f(r)}{\alpha(r)}[\bar{l}(t) - \bar{l}(r)] dt + \sqrt{\frac{2f(r)}{\alpha(r)}} \, dW(t)
\]

and

\[
dr(t) = r(t) f(r) l(t) dt.
\]

The number of “free functions” is thus reduced to 2: \(\bar{l}(r)\) and \(\alpha(r)\). Through \(\alpha(r) / f(r)\), a time scale is now defined for all ranges and for \(\eta \ll r \ll \bar{L}\), we have \(\alpha(r) / f(r) \propto r^{1/2}\), like Ref. 1, 28, and 29, and consistent with K41 arguments. The phenomenological interpretation of this is that coarse grained material lines, in our case, the separation vectors \(\mathbf{r}\), are stretched by a coarse grained strain field.

For these stochastic differential equations, we can write the corresponding Fokker-Planck equation\(^{30}\) as

\[
\frac{\partial P}{\partial t} + \frac{\partial}{\partial r} f(r) l(t) P - \frac{f(r)}{\alpha(r)} \frac{\partial}{\partial l} \left[\bar{l}(t) - \bar{l}(r)\right] P
\]

\[
- \frac{f(r)}{\alpha(r)} \frac{\partial^2}{\partial r^2} P = 0.
\]

To ensure that the well-mixed condition\(^{30}\) is fulfilled, the probability distribution \(P(r,t)\) needs to be stationary in time; i.e., an initially uniformly distributed set of particle separations has to remain uniformly distributed for all times. A solution of the form \(P = r^{2\nu} e^{-t/2}\) exists provided that

\[
\bar{l}(r) = \frac{\alpha(r)}{f(r)} \left[f(r) r^3 \right]^{1/2}.
\]

With the additional condition of (18), the number of free functions is thus reduced to 1; i.e., it is enough to define \(\bar{l}(r)\). As can be seen from Fig. 2, there are three distinct regimes arising from (12): a viscous regime, the inertial regime itself, and a diffusive regime. We expect the separation processes to be similar but not identical in the three different regimes. In the viscous regime, separation is driven by only the viscous scale. In the inertial range, however, the scale associated with \(r(t)\) is governing, but it is not alone. In the diffusive regime, the dominant time scale is essentially frozen to the value associated with \(\bar{L}_{\eta}^{2/3}\), and therefore we can expect \(\bar{l}(r)\) to again change. We thus create a function \(\bar{l}(r)\) with three discrete levels: \(\bar{l}_v, \bar{l}_i,\) and \(\bar{l}_d\), and let the transitions between them be governed by the properties of (18) as

\[
\bar{l}(r) = \bar{l}_v + L^4 e^{-r/(15C_k)}^{3/4} \left[\bar{l}_d + L^4 e^{-r/(15C_k)}^{3/4} - 1\right] - \bar{l}_d.
\]

The function (19) is plotted in Fig. 3 for \(\bar{l}_v = 0.39, \bar{l}_i = 0.71,\) and \(\bar{l}_d = 0.34\). These three values are obtained from fitting the model to all the available experimental and numerical data. They are used unchanged for all simulations that are presented in the following. It is difficult to measure and thus to check the above model parameters by experiment. It is required to measure \(\bar{l}(r)\) for pairs that have started their evolution at initial separations \(r_0 \ll r\), and the pairs need to be observed for a long time \(t_\eta\), so that \(r \ll \bar{l}(t_\eta)\). Otherwise, the
statistics of $r(t)$ are either contaminated by $r(t)$ that are “younger” than $a(r)f(r)$, or if the observation time is short, only “fast” $r(t)$ contribute to $\tilde{r}(r)$. From an analysis of DNS data presented in Biferale et al.\textsuperscript{14} it is possible, though, to get an estimate for $l_\infty$, the parameter for the inertial range.

For a set of $r$ with initial separation $r_0/\eta=1.2$, we obtain $\tilde{l}_v=0.75$ at $50<r/\eta<100$. Additional support for the chosen values can be gained via a comparison with the drift term characteristic of the model proposed by Borgas and Yeung.\textsuperscript{27} Their drift term [Fig. 4 of Ref. 27] behaves neutrally for $u_0/\sigma=0.25$ for viscous separations and for $u_0/\sigma=0.7$ for inertial separations, which is close to our values.

Two randomly selected particles are initially not predominately aligned with the principal strain axis. The asymptotic state of mean alignment of $r(t)$ with $\lambda_i(t)$ is reached only after a characteristic time $a(r)f(r)$. This alignment effect is modeled with the initial condition $(l(0,r)=0$. The such modeled viscous $l(t)$ behaves similarly but not identical to the measurements and is shown in Fig. 1(b). The initial separations used for this figure are very small, and thus during the course of their evolution do not exceed the viscous range; i.e., $r \ll \eta$. The lower value for the modeled $l_\infty$, as compared to the mean shown in Fig. 1(a) obtained from PTV experiment, is reflecting the missing intermittency effects in the model, as was discussed in Sec. I. In reality, the distribution of $l(r)$ is somewhat flatter and more skewed around a higher mean value.

Recently, the role of backwards dispersion has been emphasized by Sawford\textsuperscript{59,60} and experimental evidence of the phenomenon has been reported in Berg et al.\textsuperscript{21} As already

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2}
\caption{The ratio of $\tilde{u}(r)/a(r)$ that is required in order for the well-mixed condition to be fulfilled is plotted vs $r/L$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3}
\caption{$\tilde{r}(r)$ as obtained from (19) is plotted vs $r/L$ for forwards (solid line) and backwards (dash-dot line) case.}
\end{figure}
mentioned in Ref. 21, a characteristic feature of particle separation with time going backwards is that material line elements tend to align with the most compressing eigenvector of the rate of strain tensor. Despite the fact that this was observed and reported only for the viscous range, there are good reasons to assume and also preliminary experimental evidence to believe that the same is true also in the inertial range. Due to $\langle \lambda_2(t) \rangle > 0$ in turbulent flows and due to incompressibility, i.e., $\lambda_1(t)=0$, we have that $\langle \parallel\lambda_3(t)\parallel \rangle > \langle \lambda_1(t) \rangle$. Consequently, the mean stretching rate backwards in time should be higher than the mean stretching rate forwards in time. From PTV experiments, $21$ a ratio of $\langle L(t) \rangle_{\text{back}} / \langle L(t) \rangle_{\text{tor}}$ was measured in the viscous range. The parameters $\overline{\psi}$ and $\overline{d}$ are thus multiplied with this factor of $1.25$ to model the case of backwards dispersion. Beyond the inertial range odd moments vanish and $\langle \lambda_2(t) \rangle = 0$, if coarse grained at $r > L$, and thus $\overline{d}$ can be left unchanged. Expression (19) is computed for the values $\overline{\psi}=0.49$, $\overline{d}=0.89$, and $\overline{p}=0.34$, and the resulting $\overline{l}(r)$ is plotted in Fig. 3 denoted as a dash-dotted line. From Eq. (18), it follows that with an increased value for $\overline{l}(r)$, $\alpha(r)$ should also increase. This is fully consistent with Sawford, $60$ who interprets the Lagrangian time scale as the memory effect of the flow and finds that the case of backwards dispersion is associated with a longer memory; i.e., a larger time scale.

With the model introduced and its parameters defined, it can be run for any scale separation $D/\eta$ for any initial separation $r_0$. However, in order to also compare the model with experimental results, one important feature is still missing: Real experiments always have only a finite field of view, resulting in a finite observation scale $d$. A finite field of view causes particles with a separation much larger than their corresponding mean to leave the field of view “too early,” which will lead to a truncation of the separation distribution. Sweeping velocities that translate separating particle pairs across the field of view make the situation even worse. In the following, we explain how this effect is captured in the presented model.

The principal idea is to use Sawford’s stochastic one-particle model for the evolution of the center of mass of evolving particle pairs. Each moving center of mass is started at a random position inside a virtual observation domain. Together with the modeled evolving relative separation, the particle positions of the pairs are defined. The orientation of the pair is chosen randomly for each realization and is fixed in time. As soon as the first of the particles leaves the virtual domain, the separating pair is considered “lost” for the statistics.

The stochastic model is a Langevin equation describing a particle’s Lagrangian acceleration $A(t)$ in an asymptotically stationary process as

$$dA(t) + \alpha_1 A(t) dt + \alpha_2 \int_0^t A(t') dt' dt = \sqrt{2\alpha_1 \alpha_2 \sigma_m^2} dW(t),$$

with $\alpha_1 = (\beta_1 + \beta_2)$, $\alpha_2 = \beta_1 \beta_2$, $\beta_1 = C_0 \varepsilon / (2 \sigma_m^2)$, $\beta_2 = (2 \sigma_m^2 / C_0) \overline{\psi}$, $a_0 = 5/(1 + 110/\text{Re}_\lambda)$, $\sigma_m^2 = \frac{1}{2} \left( \rho_c^2 + R_s(\varepsilon) \sigma_p^2 \right)$, $\sigma_p = \sqrt{\text{Re}_\lambda \varepsilon \nu / 15}$, $R_s(\varepsilon) = - (S_2 - 2 \sigma_m^2) / (2 \sigma_p^2)$. The only difference to Sawford is that the velocity variance of the center of mass drops to half the value of a single particle, i.e., $\sigma_m^2 = \frac{1}{2} \sigma_p^2$, when the velocities of the two particles decorrelate.

IV. RESULTS

A. Particle tracking and model, $\text{Re}_\lambda = 170$

All results that are presented in the following are obtained from Monte Carlo simulations of the above-described model with 10 000 realizations for each of the different conditions. As a first result we show in Fig. 4 how the model predictions compare to measure data obtained from a particle tracking velocimetry (PTV) experiment at $\text{Re}_\lambda = 170$. For the PTV experiment, an integral scale of $L=48$ mm and a Kolmogorov length of $\eta=0.25$ mm are measured so that $L/\eta = 190$. The observation domain $d$ is 150 mm. In Fig. 4, where $\langle r^2 \rangle$ is plotted over time for different initial separations, we see that there is good agreement between measured and modeled data.
We do not observe the Richardson-Obukhov law, and only the runs for the two smallest initial separation assume something like a $t^3$ slope.

To see to what degree the finite field of view ($d=150$ mm and $d/L=3$) influences these results, we show in Fig. 5 the evolution of the mean square separation with and without a finite field of view. After about $t/\tau_\eta=40=7\tau$, the separations for the two cases become different. At this late time the separations are already $O(L)$ and the finite observation scale effect is thus negligible, i.e., the reason that no Richardson-Obukhov law is observed clearly is the too low Reynolds number.

**B. DNS and model, $Re_\lambda=280$**

At slightly higher Reynolds number, i.e., $Re_\lambda=280$, we simulate with $L/\eta=628$ and $d=\infty$ the conditions of the DNS experiment reported by Biferale et al. In Fig. 6 mean square separation is plotted over time for different initial separations, $r_0/\eta=1.2, 2.5, 10, 20$, as in the DNS case. In the inset, the Richardson constant as obtained from $g=\langle r^2 \rangle/(\langle r^2 \rangle t^3)$ is plotted as a function of time. From both figures we observe that at around $t/\tau_\eta=80$, the particle separation dynamics become less intense. This is reflected in a slight departure from the $t^3$ slope for $\langle r^2 \rangle$ and in the maximum of the values for $g$ for the two small initial separations, shown in the inset. The separations start to feel the influence of the finite inertial range. In this sense, there is again good agreement between modeled and measured data.

The effect of the finite inertial range is shown more clearly in Fig. 7, where distant neighbor functions for $r_0/\eta=1.2$ for various times are plotted. For times $9\leq t/\tau_\eta\leq 77$, they all collapse around the distribution, as predicted by the Richardson diffusion equation. For very early times and for times $t/\tau_\eta\approx 80$, the distributions are closer to Gaussian.

We also measure the correlation of the relative separation velocity along the particle pair trajectories. In the inset of Fig. 8 we plot $D(t, \tau)=\langle \delta u_i(t) \delta u_j(t+\tau) \rangle$ versus $t/\tau_\eta$ for pairs with initial separation $r_0=1.2\eta$. As already reported, $D(t, \tau)$ broadens with increasing travel time, confirming that the separation velocities decorrelate more slowly at larger travel times. In the body of the same figure we plot the same data rescaled with the time $t_0$ at which $D(t, \tau)=0$. The good agreement with Fig. 12 of Ref. 14 validates that the characteristic time-prefactor $\alpha(r)$, as obtained from Eq. (18), is consistent not only with the well-mixed condition, but also with actual turbulent flows, as obtained from DNS results.

Model results for forwards and backwards dispersion mimicking the case of $Re_\lambda=280$ DNS conditions ($L/\eta=628$ and $d=\infty$) are presented in Fig. 9. Particle separations $\langle r^2(t) \rangle$ are plotted over time $t-T_0$, as proposed and employed by Ott and Mann and recently by Berg et al. Basically, $T_0$ accounts for the processes occurring in the initial phase of separation; in our frame of reference this would be the alignment of $\mathbf{r}(t)$ with the principal strain axis of the corresponding scale. Not surprisingly, $T_0$ is always found to be close to $\tau_B$. The two dashed lines are $y=0.6et^3$ and $y=1.2et^3$; the
ratio of the Richardson constants for backwards and forwards dispersion is thus found to be $g_b/g_f \approx 2$. This result is in good agreement with Ref. 21, where also $g_b/g_f \approx 2$ is reported. The ratio is clearly lower than the values $g_b/g_f \approx 5-20$ proposed in Ref. 59.

The modeled dispersion is consistent also with exit time statistics introduced by Artale et al. 37 We show in Figs. 10 and 11 results for exit times, for Lyapunov exponents, and for Richardson constants, as employed in Ref. 14.

$$\frac{\lambda}{r_n} \approx 1.15.$$ (22)

Results are given for the cases of forwards and backwards dispersion. Results for the case of forwards dispersion agree well with Ref. 14. From Fig. 11 we observe that the ratio for the Richardson constant for backwards and forwards dispersion, as derived from exit times is $g_b/g_f = 1.8$, i.e., almost equal to $g_b/g_f$, but now with $g_b^* = 0.8$ and $g_f^* = 0.45$. In Sawford, 60 an explanation for this discrepancy is given. Saw-
ford argues that the way the Richardson constant is obtained from exit times, the memory of the flow is essentially neglected. From his quasi-1D model for particle dispersion, he estimates that \( g_f \) can be underestimated by 30% and that the estimate for \( g_b \) can easily be 50% too small. This is reflecting that (i) the flow does have a memory and (ii) that the flow memory is longer in the backwards dispersion case. From results in Ref. 60, which are derived from first-order exit time moments, it follows that \( g_b/g_f \) is proportional to \( t^2 \) and \( t^4 \).

C. Particle tracking and model, \( \text{Re}_\lambda = 815 \)

Recently, the currently highest Reynolds number particle tracking experiment performed has been reported by Bourgoin et al.15 Here, particle separation has been successfully measured in an \( \text{Re}_\lambda = 815 \) flow. Initial particle separations are in the range \( 40 \leq r_0/\eta \leq 1300 \). The scale separation is \( L/\eta = 3000 \), with an integral scale \( L = 70 \) mm, \( \tau_B = 208 \), and an observation domain of \( d = 50 \) mm. In Ref. 15, it is found that the ballistic regime, where particles separate as \( \langle r^2(t) \rangle \propto t^2 \), is valid for times smaller than \( \tau_B \), as was predicted by Batchelor.17 No transition to the Richardson-Obukhov regime was observed.

With the same parameters, we attempt to mimic the \( \text{Re}_\lambda = 815 \) case with the presented model (Fig. 12). For clarity, the plotted initial separations are kept to \( r_0/\eta = 40, 80, 150, 200 \), since no different separation behaviors with \( r_0/\eta \geq 200 \) can be observed. We find the modeled results to agree well with the experimental findings of Ref. 15, as all the separations follow the \( \propto t^2 \) line that was predicted by Batchelor.17 He proposed that for \( t < \tau_B \),

\[
\langle (r-r_0)^2 \rangle = \frac{11}{3} C_L (\epsilon r_0)^{2/3} t^2. \tag{24}
\]

To see the influence of the rather small field of view, i.e., \( d/L \approx 1 \), we show with dashed lines the evolution of separations for the same \( \text{Re}_\lambda \) but without the finite domain effect. After their corresponding Batchelor times \( \tau_B/\tau_\eta = 11, 19, 28, 34 \) for the given \( r_0 \), we observe how the separations become faster than \( \propto t^2 \) until \( r \propto O(L) \). This is especially true for separations with \( r_0/\eta < 100 \), i.e., \( r_0/L < 1/30 \), as can be seen from Fig. 12. Note that \( r_0/L < 1/30 \) is equivalent to \( \tau_B > 10 \), since \( t \sim r^{2/3} \), and that via a different way we arrive at the same result as Ref. 15. It thus seems that here the finite field of view is not negligible. Precisely at the time at which the beginning of a Richardson-Obukhov regime may occur, particles leave the observation domain. Future experiments will tell if this prediction can actually be observed in real flows.

D. Model only, \( \text{Re}_\lambda \to \infty \)

Like Heppe28 with his stochastic model and, e.g., Vassilicos and co-workers9,23,64 or Nicolleau and Yu80 with KS, we check what our model predicts for the case of \( \text{Re}_\lambda \to \infty \). In Fig. 13 we show results for the same initial separations \( r_0 \) as in the \( \text{Re}_\lambda = 815 \) case above, but now for the ideal case of \( \text{Re}_\lambda \to \infty \) and \( d = \infty \). The transition between a ballistic regime with \( \langle r^2(t) \rangle \propto t^2 \) and a \( \langle r^2(t) \rangle \propto t^3 \) regime is clearly visible. In Fig. 13(a) we see that this transition occurs at around \( t = \tau_B \). In Fig. 13(b) we observe how at late times indeed the influence of initial conditions starts to vanish and together with the \( t^3 \) slope, we can thus speak of a true Richardson-Obukhov regime. This is consistent with Refs. 28 and 50.
We can now ask to what value and how fast the Richardson constant $g=(r^2)/(\sigma^2)$ converges for $Re_\infty$. From Fig. 14 we see that after a time long enough for a set of $r$ to evolve and reach its asymptotic state, the Richardson constant $g$ approaches a constant value for both the forwards and backwards dispersion cases. These values are approximately $g_0=0.95$ and $g_b=1.8$; i.e., $g_b/g_f=1.9$. The qualitative behavior is similar to Nicolleau and Vassilicos, who also found a slow convergence to a such determined $g$.

To see more clearly how the distribution of $r$ reaches this asymptotic state, we show in Fig. 15 the evolution in time of the skewness, i.e., $S(t)=\langle(r(t)-\bar{r}(t))^3\rangle/[\sigma^3(t)]^{3/2}$, and kurtosis, i.e., $K(t)=\langle(r(t)-\bar{r}(t))^4\rangle/[\sigma^4(t)]^{2}$, coefficients for the same initial separations as in Fig. 14. After a transition time, both distribution parameters assume constant values, which are close but slightly below those that one obtains from the Richardson diffusion equation ($S_R=1.7$ and $K_R=7.8$). Such a stable regime was also found in Ref. 28 which reports values slightly larger than Gaussian. The peaking behavior for the smallest separations $r_0/\eta=1.2$ is with $S_\rho=4$ and $K_\rho=30$, slightly less extreme than those measured in DNS by Biferale et al., who report $S_\rho=4.5$ and $K_\rho=40$ for $r_0/\eta=1.2$. Yeung has already showed such extreme values for flatness coefficients for relative velocities. This issue that LSM models tend to underestimate flatness values was already reported in Ref. 28, where Heppe was able to match DNS results only with unphysically high values for the Lagrangian structure function constant $C_\rho$. The Borgas and Yeung model, which includes viscous effects, finds a better agreement with DNS for the evolution of skewness and flatness parameters. In particular, they reproduce the more intense and earlier peaking for higher Reynolds number that is reported in Yeung and Borgas. KS is capable to reproduce flatness parameters very well. In Malik and Vassilicos it was further tested if the peaking time $t_p$ scales with $\tau_\eta$ or with $\mathcal{T}$. While no clear answer was found it was concluded that $t_p$ has a lower bound of $\tau_\eta$ and an upper bound of $\mathcal{T}/8$.

We attribute the observed peaking of distribution parameters to the exponential stretching nature in the viscous regime: Here, $dr^2/dt \propto r^2$ amplify separation rate differences much more than in the inertial range, where we have only $dr^2/dt \propto r^{3/2}$. Situations with lower relative velocities persist for a shorter time than fast separating pairs. In other words, a pair with a history of slow separation has “more chances” to change to a faster regime than an already fast separating pair has to change to a slower regime. This leads to less extreme distributions of $r$ in the inertial regime as compared to the viscous regime.

Finally, in Fig. 16 we observe in what way, according to our model, the Richardson constant is a function of Reynolds number. For runs with $r_0/\eta=50$ and $d=\infty$ for various $Re_\infty$ the Richardson constant is extracted by fitting function (1) to
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**FIG. 14.** Model predictions for $g=(r^2)/(\sigma^2)$ without inertial range constraint, i.e., $Re_\infty$, and with infinitely large observation domain, i.e., $r_0/\eta=1.2, 2.5, 10, 20$. Results are given for forwards and backwards dispersion; dashed lines are for the backwards case.
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**FIG. 15.** Model predictions for skewness (dashed lines) and kurtosis (solid lines) coefficient of $r$ without inertial range constraint. Initial separations from top to bottom are $r_0/\eta=1.2, 2.5, 10, 20$. Dotted lines denote $S_\rho=1.7$ and $K_\rho=7.8$ as obtained from the Richardson diffusion equation.
modeled separations, up to times before the mean separation
starts to be influenced by the end of the inertial regime, as is
done in Ref. 21. This procedure may be questionable for low
Reynolds numbers, i.e., Re<0.1, but yields clear results as Re increases. From Fig. 16 it appears that g increases with Re and that at Re=1000, an asymptotic value of g=0.95 is approached. This result is consistent with Yeung, who, based on extrapolated DNS data, inferred that Re should be as high as 600–700 for a fully developed Lagrangian inertial range. It is also similar to Davila and Vassilicos, in the sense that they report a saturation for g at \( L/\eta \approx 10^3 \); however, for Davila and Vassilicos, \( g \approx O(0.01) \). While the qualitative behavior is similar our value is slightly higher than the result of Franze and Cassiani who, after Re=300, suggest \( g=0.64 \). Further, the asymptotic value of \( g_f \) is in good agreement with experimental and DNS investigations, slightly higher than what Ref. 28 finds and lower than results of EDQNM \((1.4 < g < 3.5)\), LHDI \((g=5.5)\), and SPH \((g=6.9)\).

V. SUMMARY AND CONCLUSION

In this paper we have introduced a new Lagrangian stochastic model (LSM) to mimic the process of two-particle separation. The model combines a 1D Ornstein-Uhlenbeck process with a Lagrangian time scale that is a function of the evolving separation \( r(t) \). A comparison with DNS and experimental results yields good agreement. Different from other LMSs, ours does not need Eulerian flow statistics. The model assumes that material line stretching in a modified form occurs also in the inertial range. The separation vector \( \mathbf{r}(t) \) can be thought of as part of a coarse grained material line that is stretched by a coarse grained straining field. From Kraichnan-type arguments, it follows that the involved time scale becomes larger with increasing \( r(t) \) and that for \( \eta \ll r(t) \ll L \) time should be \( \sim e^{-1/2} \). We show that with a parametrized form of the second-order structure function, which defines the time scale for the stretching process, and the well-mixed condition the model is governed by only one function: \( \langle \cdot \rangle_t \). This function can be described with one “free” parameter for each of the viscous, inertial, and diffusive regimes. The model results fit well with experimental and DNS data reported by several authors. We present results for separation distributions measured at fixed times as well as exit time statistics.

We show results for the case of backwards dispersion. In agreement with Berg et al., we find that the ratio of the Richardson constant for forwards and backwards dispersion is \( g_b/g_f \approx 2 \) for intermediate Reynolds numbers. As \( Re \to \infty \), our model predicts that \( g_b/g_f \to 1.9 \). If derived from exit times, we obtain \( g_b/g_f = 1.8 \), which is consistent with Sawford, who suggests that \( g_b/g_f < g_b/g_f \). However, the ratio is clearly lower than the values \( g_b/g_f = 5-20 \) proposed in Ref. 59. Sawford et al. noted that neither LHDI nor KS are likely to differentiate between backwards and forwards dispersion, due to their inherent time reversibility for pairs and particle motion.

The model is used to explore the influence of finite observation domains. Our conclusion is that in order to observe a transition from the Batchelor regime, i.e., \( \langle r^2(t) \rangle \sim \eta^2 \), to the true Richardson-Obukhov regime, i.e., \( \langle r^2(t) \rangle = \eta r \), both physical and experimental conditions need to be fulfilled. The physical condition is that, in addition to the flow being turbulent enough, i.e., \( Re > O(1000) \), the flow’s integral time scale should be large in comparison with the initial separation, \( L/\eta > 30 \). In addition to these “physical” conditions, we find the experimental condition that the flows integral time needs to be at least matched by the available observation time, which is defined mainly through the size of the experimental field of view. Otherwise, a transition to \( \sim r^3 \) may well occur, but cannot be observed. As a rule of thumb, we suggest that \( d/L > 3 \). We found support for these arguments from our model when we mimicked a \( Re = 815 \) flow case, once for experimental conditions as in Bourgoin et al. and once with the finite field of view constraint removed. With an unlimited field of view, allowing for long enough observation times, the model predicts that for \( r_0/\eta \leq 100 \), the occurring separation just starts to tend towards \( \langle r^2(t) \rangle \sim \eta^3 \) during the time interval \( t_0 < \eta < T \).

Finally, we use the model to investigate the dispersion process as \( Re \to \infty \). For small separations, we find extreme skewness and flatness coefficients at intermediate times, as was seen in Refs. 9, 10, 14, 27, and 28. For the small separations, i.e., \( r_0/\eta < O(1) \), presumably due to the Markov approximation, for the nondimensional separation rate \( l(t) \) in Eq. (15), we slightly underestimate the peaking values for flatness. We attribute the peaking phenomena to a viscous process governed by exponential stretching. At later times, the modeled separation distributions are in fair agreement with the Richardson diffusion equation and \( \langle r^2(t) \rangle = \eta r \), as it is reported in Refs. 28 and 50. Further, we find that for high Reynolds numbers, i.e., \( Re > O(1000) \), times \( t/\eta \approx O(1000) \) are necessary for the Richardson constant to converge to an asymptotic value of \( g_f \approx 0.95 \) and \( g_b \approx 1.8 \), for forwards and backwards dispersion, respectively. Our values

FIG. 16. Richardson constant \( g \) vs \( Re \), as obtained from the presented model, \( r(t), \eta=50 \) and \( d=\infty \) (thick solid line). The solution of Franze and Cassiani is denoted as a dashed line. Circles: Ott and Mann (Ref. 11); diamond: Boffetta and Sokolov (Ref. 13); square: Ishihara and Kaneda (Ref. 12); triangle: Berg et al. (Ref. 21), as obtained from data in Ref. 14.

\[
\frac{d}{dt} r(t) = \frac{1}{2} \eta r(t) \quad \text{for} \quad r(t) \ll L
\]

\[
\frac{d}{dt} r(t) = \frac{1}{2} \eta r(t) + \zeta(t) \quad \text{for} \quad r(t) \ll L
\]

\[
\frac{d}{dt} r(t) = \frac{1}{2} \eta r(t) + \zeta(t) + \mathbf{v}(t) \quad \text{for} \quad r(t) \gg L
\]
for $g_f$ are in good agreement with experimental and DNS investigations\cite{16,21,22,23,24,25,26} and the theory of Ref. 19 for the still limited range for which data are available. Our $g_f$ is higher than what Ref. 28 finds and considerably higher than values stemming from KS studies.\cite{29} On the other hand, 1.4 < $g_f$ < 3.5 from EDQNM,\cite{30,31,32,33} $g_f$ = 5.5 from LHDLM,\cite{34} and $g_f$ = 6.9 from SPH \cite{35} are reported. The transition of 0.5 < $g_f$ < 0.95 occurs over a range of Reynolds number from $O(100) \ll \Re_g \propto O(1000)$. The asymptotic behavior is consistent with the theoretical result of Ref. 19.

The model presented seems to work satisfactorily and is consistent with a variety of experimental and DNS investigations. The model is simple in the sense that it reduces the complex separation dynamics to one single time scale, which is defined by the separation $r(t)$ itself. Further, the model requires information neither on Eulerian acceleration statistics nor on the shape of the Eulerian velocity PDF. The time scale that is governed by the evolving $r(t)$ is essentially making the model a Lagrangian one. The good results suggest that a Gaussian process combined with “Lagrangianity” is sufficient to capture the essential features of the relative particle dispersion problem. To what degree our results are also obtained for the right reasons, future experiments will have to show, e.g., the alignment of the separation vector $r(t)$ to the corresponding coarse grained strain field will have be measured. Similarly, our findings on the influence of finite observation domain and on the precise value for the Richardson constant need to be checked by experiment.
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