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Abstract—In the first part of the present paper we consider general systems of first-order autonomous differential equations and generalize a uniqueness criterion by Dulac concerning periodic solutions to equations of the form \( \dot{x} = P(x,y), \dot{y} = Q(x,y) \). In the second part we use this result to generalize a uniqueness theorem by de Figueiredo concerning periodic solutions to Liénard's equation \( \ddot{x} + f(x)\dot{x} + g(x) = 0 \). By our method we are able to avoid the hitherto usual condition \( xg(x) > 0 \), \( x \neq 0 \), which excludes the possibility for the equation to have a dead band. Finally, we prove an existence theorem concerning periodic solutions to such equations. The use of the theorems is illustrated by a simple example in the last section.

I. INTRODUCTION

In [1] the author proves a theorem concerning the existence and uniqueness of periodic solutions to Liénard's equation

\[
\ddot{x} + f(x)\dot{x} + g(x) = 0. \tag{1}
\]

It is an essential condition for the method in [1] to work that \( xg(x) > 0 \), \( x \neq 0 \), which unfortunately excludes the situation important from a technical viewpoint in which \( g(x) \equiv 0 \) in some interval around \( 0 \), i.e., the equation has a dead band. The main aim of the present paper is to prove a uniqueness theorem analogous to the one contained in [1], applying a different method which in particular allows the equation to have a dead band. In addition we prove a simple existence theorem, using partly the same idea which is used in deriving the uniqueness conditions. Our method is based upon some results—contained in the following section—concerning general systems of first-order differential equations. These results are obtained by appropriately combining some well-known ideas of Lyapunov and Dulac.

II. SOME EXTENSIONS OF THE UNIQUENESS THEOREM OF DULAC

We consider an autonomous system

\[
\dot{x} = f(x), \quad x \in D \tag{2}
\]

where \( f: D \to \mathbb{R}^k \) in some open domain \( D \subseteq \mathbb{R}^k \) and assume that \( f \) is continuous with continuous partial derivatives \( f'_{x_i} \) in \( D \). Note that \( f \) is not assumed to be continuously differentiable.

Let \( V: D \to \mathbb{R} \) be any function which is continuous in \( D \) together with its partial derivatives of first order.

Definition: A component of the open set

\[
\{ x \in D | V(x) > 0 \}
\]

is called a \( p \)-cell (with respect to \( V \)).

Lemma: Let \( \Omega \subseteq D \) be a \( p \)-cell. If there exists a continuous function \( H: D \to \mathbb{R} \) such that the trajectory derivative \( V^* = \frac{d}{dt} \text{grad} V \) satisfies the inequality

\[
V^* > HV \tag{3}
\]

at every point of \( \Omega \), then \( \Omega \) is positively invariant.

Proof: Let \( x = q(t) \), \( t \in I \), be a solution to (2), i.e.,

\[
\phi_i(t) = f(q(t)), \quad t \in I, \quad i = 1, \cdots, k.
\]

Let \( x_0 = q(t_0) \in \Omega \) for some \( t_0 \in I \). Introducing the function

\[
V^*(x) = V^*(x) - H(x)V(x), \quad x \in D \tag{4}
\]

we define

\[
v(t) = V(q(t)),
\]

\[
\bar{v}(t) = \bar{V}(q(t)),
\]

\[
h(t) = H(q(t)), \quad t \in I.
\]

By (4)

\[
\frac{dv}{dt} - h(t)v(t) = \bar{v}(t), \quad t \in I
\]

from which it follows that

\[
v(t) = e^{\int_{t_0}^t h(\tau)d\tau} \left\{ \int_{t_0}^t e^{-\int_{t_0}^{t'} h(\tau)d\tau} \bar{v}(\tau) d\tau + v(t_0) \right\}, \quad t \in I. \tag{5}
\]

Since \( v(t_0) > 0 \) and \( \bar{v}(t) > 0 \) as long as \( q(t) \in \Omega \), (5) implies that \( v(t) > 0 \) for all \( t \in I \cap [t_0, + \infty[ \), i.e., \( q(t) \in \Omega \) for all \( t \in I \cap [t_0, + \infty[ \).

Theorem 1: A \( p \)-cell with respect to \( V \) in which the inequality

\[
\text{div}(V^* f) < 0 \tag{6}
\]

holds, is positively invariant.

Proof: Since

\[
\text{div}(V^{-1} f) = V^{-2} \{ V \text{div}_x f - \text{grad} V \}
\]

we have

\[
V^* > (\text{div}_x V)
\]
in the \( p \)-cell, i.e., the theorem is a corollary to the lemma.
From now on we consider only the case \( k = 2 \), i.e., we consider
\[
\begin{align*}
\dot{x} &= P(x, y) \\
\dot{y} &= Q(x, y)
\end{align*}
\]
where \( D \) is some open domain in \( \mathbb{R}^2 \).

As before we assume, that \( P, Q, P_x, \) and \( Q_y \) are continuous in \( D \) and in addition we assume that \( P \) and \( Q \) satisfy a condition (e.g., a Lipschitz condition) which assures local uniqueness of the solutions of (7) in \( D \).

The following theorem is a modification of the well-known uniqueness theorem of Dulac [2].

**Theorem 2:** Let \( \Omega \subseteq D \) be a \( p \)-cell with respect to some function \( V \) which is continuously differentiable in \( D \). If there are no critical points for the system (7) in \( \Omega \) and if the inequality
\[
\text{div}(V^{-1}P, V^{-1}Q) < 0
\]
holds everywhere in \( \Omega \), then
i) if \( \Gamma \) is a closed trajectory for the system (7) containing a point of \( \Omega \), then \( \Gamma \cap \Omega \);
ii) if \( \Gamma_1 \) and \( \Gamma_2 \) are closed trajectories in \( \Omega \) with \( \Gamma_1 \) lying in the interior of \( \Gamma_2 \) such that the open annular domain \( \omega \) with boundary \( \Gamma_1 \cup \Gamma_2 \) is contained in \( D \) and contains no critical points then
(iia) \( \omega \subseteq \Omega \),
(iib) the equality-sign in (8) holds everywhere in \( \omega \),
(iic) \( \omega \) is a union of closed trajectories.

**Proof:** i) follows directly from Theorem 1. If \( p \) is a point in \( \omega \), the negative limitset \( L(\Gamma^-) \) for the trajectory \( \Gamma \) through \( p \) is a closed trajectory contained in \( \omega \). Since \( \Omega \) is connected, two arbitrary points \( p_1 \) on \( \Gamma_1 \) and \( p_2 \) on \( \Gamma_2 \) can be joined by some continuous curve \( k \) lying in \( \omega \)—and we may assume that \( k \subseteq \Omega \cap \omega \). Moreover, \( \omega \) contains no critical points. Hence \( L(\Gamma^-) \) must intersect \( k \). Either \( L(\Gamma^-) = \Gamma \) or \( L(\Gamma^-) \) is a limit-cycle. In either case \( \Gamma^- \) must intersect \( k \) and, therefore, contain a point of \( \Omega \). From Theorem 1 it follows that \( p \in \Omega \), proving (iia).

By the theorem of Gauss we get
\[
\int_{\omega} \text{div}(V^{-1}P, V^{-1}Q) d\sigma = \int_{\partial \omega} -V^{-1}Q dx + V^{-1}P dy = 0.
\]
Since the function \( \text{div}(V^{-1}P, V^{-1}Q) \) is continuous and nonpositive in \( \omega \) it vanishes everywhere in \( \omega \), proving (iib).

Let \((x_0, y_0)\) be an arbitrary point of \( \omega \). The function
\[
u(x, y) = \int_{(x_0, y_0)}^{(x, y)} V^{-1}(-Q(x, y) dx + P(x, y) dy),
\]
where the line integral is evaluated along some piecewise regular \( C^1 \)-curve in \( \omega \), is continuous in \( \omega \) and a primitive to \( V^{-1}(-Q dx + P dy) \) in \( \omega \), since the value of the integral does not depend on the path connecting \((x_0, y_0)\) and \((x, y)\). The last assertion follows from (iib) and the fact that \( \Gamma_1 \) is a closed trajectory. If a point \( p \) of \( \omega \) did not belong to a closed trajectory, then the positive and the negative limit sets for the trajectory through \( p \) would be two adjacent closed trajectories in \( \omega \) and \( \nu(x, y) \) would have the same value on both, which contradicts the fact that \( \text{grad} \nu = V^{-1}(-Q, P) \neq 0 \) in \( \omega \). This proves (iic).

Now assume that \( P \) and \( Q \) are both continuously differentiable in \( D \) and \( \Gamma \subset D \) is a closed trajectory corresponding to the periodic solution
\[
(x, y) = (\varphi(t), \psi(t)), \quad t \in R
\]
with period \( T > 0 \). Letting \( H = \text{div}(P, Q) \) and
\[
h(t) = H(\varphi(t), \psi(t))
\]
we get by (5) (since \( \nu(T) = \nu(0) \))
\[
\nu(0) = \int_0^T e^{-\int_0^T h(r) dr} e(t) dt = \int_0^T e^{-\int_0^T h(r) dr} e(t) dt
\]
where
\[
\mu = \frac{1}{T} \int_0^T h(t) dt + \frac{1}{T} \int_0^T \text{div}(P, Q) \circ (\varphi(t), \psi(t)) dt
\]
is the characteristic exponent for \( \Gamma \), and
\[
\theta(t) = \int_{(P, Q) \cdot \text{grad} V - V \text{div}(P, Q)} (\varphi(t), \psi(t)), \quad t \in R
\]

We are now in a position to prove a theorem which is a straightforward extension of the uniqueness theorem of Dulac:

**Theorem 3:** If
i) \( D_1 \subseteq D \) is an annular domain which contains no critical points for the system (7).
ii) \( V \) is nonnegative in \( D_1 \).
iii) The integral
\[
\int_0^T e^{-\int_0^T h(r) dr} e(t) dt
\]
is strictly positive along any closed trajectory in \( D_1 \) (where \( T \) is the period of the corresponding periodic solution and \( h \) and \( \theta \) are given by (9) and (11), respectively) then \( D_1 \) contains at most one (complete) closed trajectory, and this trajectory is positively asymptotically stable.

**Proof:** The last assertion follows from (10), which implies \( \mu < 0 \). Now assume that there exist at least two different closed trajectories \( \Gamma_1 \) and \( \Gamma_2 \) in \( D_1 \), with \( \Gamma_1 \) in the interior of \( \Gamma_2 \), and let \( \omega \subset D_1 \) be the annular domain with boundary \( \Gamma_1 \cup \Gamma_2 \). By the above remark both \( \Gamma_1 \) and \( \Gamma_2 \) are positively asymptotically stable, hence \( \omega \) cannot be a union of closed trajectories. Hence it is possible to find a point \( p \) in \( \omega \) such that the (maximal) trajectory \( \Gamma \) through \( p \) is not closed. It follows that the limit sets \( L(\Gamma^+) \) and \( L(\Gamma^-) \) are adjacent closed trajectories which both are positively asymptotically stable. It is well known however, that this situation cannot occur (see, e.g., [3]).

**III. SOME RESULTS FOR THE EQUATION OF LIÉNARD**

By means of Theorem 2 in the previous section we get the following uniqueness theorem:
Theorem 4: Let \( f \) and \( g \) be continuous functions in an open interval \( I \subseteq \mathbb{R} \) around 0 and assume further that \( f \) and \( g \) satisfy a condition (e.g., a Lipschitz condition) assuring local uniqueness of the solutions to the Liénard equation
\[
\dot{x} + f(x)\dot{x} + g(x) = 0. \tag{12}
\]
Let
\[
F(x) = \int_0^x f(\xi) \, d\xi, \quad x \in I
\]
and
\[
G(x) = \int_0^x g(\xi) \, d\xi, \quad x \in I.
\]
Let \( a_1 \) and \( a_2 \) be nonnegative real numbers, such that \([-a_1, a_2] \subseteq I\). Equation (12) has at most one nontrivial periodic solution (up to translations in \( t \)) if
1. \( g(x) > 0, \quad x \in [-a_1, a_2] \tag{ia} \)
2. \( 2G(x)f(x) - F(x)g(x) > 0, \quad x \in I \tag{ii} \)
(Note, that \( 2G(x)f(x) - F(x)g(x) = 0, \quad x \in [-a_1, a_2] \) by (ia)). The case \([-a_1, a_2] = \{0\} \) is not excluded.

Proof: Equation (12) is equivalent to the system
\[
\begin{align*}
\dot{x} &= P(x, y) = y, \\
\dot{y} &= Q(x, y) = -f(x)y - g(x) \tag{13}
\end{align*}
\]
where \( P \) and \( Q \) satisfy the conditions of Theorem 2 in the open domain \( D = I \times \mathbb{R} \).

Let
\[
V(x, y) = y^2 + yF(x) + 2G(x), \quad (x, y) \in D.
\]
This is a continuously differentiable function and by computation
\[
\begin{align*}
\dot{V}(x, y) &= -V^2 \text{div}(V^{-1}P, V^{-1}Q) \\
&= (P, Q) \cdot \text{grad} V - V\text{div}(P, Q) \\
&= 2G(x)f(x) - F(x)g(x).
\end{align*}
\]
Note that \( \dot{V}(x, y) \) is a function of \( x \) alone, i.e., \( \dot{V} \) must be positive—in view of (ii)—on straight lines \( x = x_0 \), where \( x_0 \) can be chosen arbitrarily close to \([-a_1, a_2]\).

The points on the line segment \( l = [-a_1, a_2] \times \{0\} \) form the set of critical points for the system (13). Any closed trajectory must encircle \( l \) and hence intersect the positive part of the \( y \) axis, where \( V > 0 \). By Theorem 1 the \( p \)-cell containing the positive part of the \( y \) axis must contain every closed trajectory of the system (13). However, by the remark above and the second part of Theorem 2 the possibility of more than one closed trajectory is ruled out.

Remark: For comparison we briefly mention the theorem 2 in [1] on uniqueness: Let \( f \) and \( g \) be continuous functions on the real line, satisfying a condition (such as a Lipschitz condition) assuring local uniqueness of the solutions to (12). There will be at most one (nontrivial) periodic solution up to translations in time if the following conditions are satisfied:

\[
\begin{align*}
\lim_{x \to 0} g(x) &\text{ exists and is nonzero}, \\
g(x) &\to +\infty \text{ as } x \to \pm \infty, \\
2G(x) + y^2 - F(x)y &\neq 0 \quad \text{for all } (x, y) \neq (0, 0).
\end{align*}
\]

(b) \( 2G(x)f(x) - F(x)g(x) > 0 \) for all real \( x \), except possibly on a set of Lebesgue measure zero.

Theorem 4 is a generalization of this result in the case \([-a_1, a_2] = \{0\} \). If \([-a_1, a_2] \neq \{0\} \) (12) has a dead band and this case cannot be dealt with by means of theorem 2 in [1].

By means of the function \( V \) we can prove the following existence theorem, too.

Theorem 5: Let \( I = \mathbb{R} \), and assume that \( f \) and \( g \) satisfy the conditions of Theorem 4, possibly with the exception of (iib), and in addition the conditions
1. \( G(x) \to +\infty \) for \( x \to \pm \infty \),
2. \( f(x) < 0 \) in some neighborhood \([-a_1, a_2] \) of \([-a_1, a_2] \),
3. \( G(x) > 0 \) when \( x \in \mathbb{R} \setminus [-a_1, a_2] \), and
4. \( f(x) > 0 \), \( \forall x \in R \setminus [-a_1, a_2] \), and
5. \( G(x) > 0 \), \( x \in ]-\infty, -a[ \) or \( x \in [a, +\infty[ \).

Then there exists at least one nontrivial periodic solution to (12).

Proof: Let
\[
V_1(x, y) = y^2 + 2G(x), \quad (x, y) \in \mathbb{R}^2.
\]
By (iii) the curves \( V_1(x, y) = c, \quad c \in \mathbb{R}, \) are closed, encircle \( l \) and cover \( \mathbb{R}^2 \setminus l \). Since
\[
V_1(x, y) = (P, Q) \cdot \text{grad} V_1 = -2f(x)y^2
\]
it is seen that in the half planes \(|x| > a \) the trajectories of the system (13) pass through the curves \( V_1(x, y) = c \) from the outside.

Suppose now for instance that
\[
[f(x)]^2 > 8G(x), \quad x < -a.
\]
The continuous curve \( k \) given by
\[
y = \varphi(x)
\]
then has the property, that
\[
V(x, \varphi(x)) = 0, \quad x \in ]-\infty, -a[.
\]
Let \( P_0 \) be the point \((a, b)\) for some \( b > 0 \). Starting at \( P_0 \) we construct a spiral \( S \) tending to infinity by matching together pieces of the curves \( V_1(x, y) = c \) with line segments, as shown in Fig. 1. The slope of the line segments is chosen in such a way that the trajectories of the system (13) intersect the spiral from the outside. Let \( \Omega \) be the \( p \)-cell (with respect to \( V \)) containing the positive \( y \) axis and let \( \Gamma \) be a trajectory which contains a point of \( \Omega \), say
at $t = t_0$. Since $\Omega$ is positively invariant by (iiia) $\Gamma$ cannot reach $k$ at any later time and hence $\Gamma^+$ is bounded.

Now choose $c \in \mathbb{R}_+$ such that the closed curve $k_1$ given by $V_1(x, y) = c$ is contained in the strip $-\alpha_1 < x < \alpha_2$. Since $V_1'(x, y) = -2f(x)y^2$ is nonnegative in this strip, the compact set $U$ bounded by $k_1$ is negatively invariant. Since $l$ is contained in the interior of $U$, it follows that $L(\Gamma^+) \cap l = \emptyset$. Hence $L(\Gamma^+)$ is a closed trajectory.

**Example:** We consider a modified van der Pol equation

$$\dot{x} + \epsilon(x^2 - 1)x + g(x) = 0 \tag{14}$$

where $\epsilon$ is a positive constant and $g(x)$ is the piecewise linear function, shown on Fig. 2. It is assumed that $c \in [0, 1]$ is a constant.

This situation displays the case in which the “external force” $g(x)$ vanishes in some interval $[c_1, c_2]$, i.e., only the “damping force” will be active in this interval.

By a straightforward calculation we get if $x > c$

$$\tilde{V}(x, y) = 2G(x)f(x) - F(x)g(x)$$

$$= (x - c)^2 \epsilon(x^2 - 1) - \epsilon\left(\frac{1}{3}x^3 - x\right)(x - c)$$

$$= \epsilon(x - c) \left(\frac{2}{3}x^3 - cx^2 + c\right)$$

$$> \epsilon c \left(1 - \frac{1}{3}c^2\right)(x - c) > 0$$

since the polynomial $2/3x^3 - cx^2 + c$ is increasing for $x > c$. It is seen that $2G(x)f(x) - F(x)g(x) > 0$ holds on $\mathbb{R}\setminus[-c, c]$ since the functions $G(x)f(x)$ and $F(x)g(x)$ are both even. Hence, the conditions of Theorem 4 are all satisfied with $a_1 = a_2 = c$. Moreover, the leading term of

$$[F(x)]^2 - 8G(x) = \epsilon^2\left(\frac{1}{3}x^3 - x\right)^2 - 4(x - c)^2, \quad x > c$$

has positive coefficient, i.e., the condition (v) will be satisfied with some $a$ greater than 1. Condition (iv) is satisfied since $c < 1$. We conclude that the conditions of Theorem 5 are all satisfied. Hence (14) has a unique nontrivial periodic solution up to translations in time.
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