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Abstract—In the recent decades much research has been performed in order to allow better control of arc welding processes, but the success has been limited, and the vast majority of the industrial structural welding work is therefore still being made manually. Closed-loop and nearly-closed-loop control of the processes requires the extraction of characteristic parameters of the welding groove close to the molten pool, i.e. in an environment dominated by the very intense light emission from the welding arc. The typical industrial solution today is a laser-scanner containing a camera as well as a laser source illuminating the groove by a light curtain and thus allowing details of the groove geometry to be extracted by triangulation. This solution is relatively expensive and must act several centimetres ahead of the molten pool. In addition laser-scanners often show problems when dealing with shiny surfaces. It is highly desirable to extract groove features closer to the arc and thus facilitate for a nearly-closed-loop control situation. On the other hand, for performing seam tracking and nearly-closed-loop control it is not necessary to obtain very detailed information about the molten pool area as long as some important features are obtained, e.g. the groove position and gap width. To obtain these features without external illumination, a new image analysis scheme based on active contour models was proposed and verified by experimental results.

I. INTRODUCTION

For decades, welding processes have been used widely in many important industrial applications. However, welding processes produce airborne particles and gaseous by-products which can be harmful to human health. Therefore, welding automation/robotics are highly required in the industrial environment. Due to the complex nonlinear process of arc welding and the lack of sensors which can extract sufficient information of weld process for control, most arc welding robotics are not equipped with a close-loop control system. Due to the limitations of the traditional sensors such as X-ray radiation, ultrasonic, etc, used in the welding industry today, non-contact camera-based sensor systems have been attracting more and more researchers[1], [2], [3].

In welding seam tracking, sensors based on structured light play an important role due to their simplicity, applicability to perform in real-time, and immunity to the interference of high intensity arc light. Haug and Pritschow [2] proposed a low-cost laser stripe sensor system for the automation of welding processes which used only one highly integrated logic IC to avoid using expensive multiprocessor sensor. They also developed a new robust fuzzy algorithm to detect the location of the welding groove. In [3], Xu et al. proposed a new scheme of image processing to extract geometrical features of the welding seam for structured light images with arc and splash disturbances. As a typical industrial solution, vision sensors based on laser scanner and structured light are also available in commercial market.

Although laser scanner has found its important use in welding seam tracking, according to our own practical experiences, we have observed the following limitations: i) the laser scanner is still relatively expensive, ii) it does not perform well when it is close to the molten pool, iii) it can cause problems when dealing with shiny surfaces. The limitations motivated us to develop a new camera-based solution without external illumination.

The main challenge encountered during vision based monitoring near the molten pool is the strong interference from the high-intensity arc light across a wide spectrum as well as spatters arising from the welding process (illustrated in Fig. 1). As a solution with external laser illumination, laser scanner utilizes the monochromatic property of laser light that filters out the high-intensity interference using narrow band-pass filters. Without external illumination, the key to groove features extraction close to arc is to overcome the interference using only image analysis techniques. It should be noted that in this paper pipe-welding was adopted and the joint was V-Groove, as seen in Fig. 1(a). From the image captured by the camera which is mounted on the top of the V-Groove, four edges(lines) of V-Groove should be extracted, as shown in Fig. 1(c). After camera calibrating, we can calculate the groove position and gap width using these four lines. In this paper, a new image analysis scheme based on active contour models for seam tracking is proposed. Experimental results are provided and demonstrate the feasibility of this approach.

II. A NOVEL IMAGE ANALYSIS SCHEME FOR SEAM TRACKING

A typical technique to extract the lines from images is Hough transform [4], and in many cases an edge detector [6] can also be use to pre-processing the images. From Fig. 1(b), it can be seen that seam images captured by normal speed camera without external illumination during welding are seriously corrupted by high-intensity arc light and spatters. This makes it difficult for traditional edge detection + Hough
Fig. 1. (a) Four edges of V-Groove. (b) Image captured during welding, with spatters. (c) The edges of the groove which needs to be extracted marked by white lines manually. The inner two lines represent lower edges of the V-Groove, the outer two lines represent upper edges of the V-Groove. The width of the V-Groove can be computed after camera calibration.

**transform** technique to find the edges of the groove. Fig. 2 shows the results of applying this technique to the image shown in Fig. 1. In this paper, we propose a new image analysis scheme based on active contour models to extract the edges of the seams.

**A. Snakes: Active Contour Models**

Snake was first introduced by Kass et al. in 1988 as active contour model [5]. Since then, it has been widely used in computer vision and image processing in applications including edge detection, image segmentation and motion tracking, etc. It aims to locate the contour of an object driven by internal, external, and image dependent forces.

The traditional active contour model is represented as a parametric curve \( u(s) = (x(s), y(s)) \), where \( s \in [0, 1] \).

Fig. 2. Line Extraction using canny edge detector and Hough transform. It can be seen that even with careful parameters selection automatically and manually, traditional *edge detector + Hough transform* technique still has difficulty to extract the edges of the seam. (a) Edge extracted by canny detector. The threshold was selected automatically. (b) Edge extracted by canny detector. The threshold was set to 0.1 \( \in [0, 1] \). (c) Lines extracted by applying Hough transform to Fig.(a). (d) Lines extracted by applying Hough transform to Fig.(b). It should be noticed that the intensity of Fig.(c) and (d) was reversed to highlight the extracted lines.
An energy functional $E(u(s))$, parameterized by $u(s)$, and including terms for internal, image dependent and external constraint forces is constructed such that the minimal energy is attained at the desired image feature, for instance, the boundary of an object. By minimizing its energy functional, the curve will converge to the desired image feature.

Kass et al. [5] proposed the first energy functional as the following:

$$E_{snake} = \int_{0}^{1} \frac{1}{2} (\alpha(s) \|u(s)\|^2 + \beta(s) \|u_{ss}(s)\|^2)$$

where $u(s), u_{ss}(s)$ denote the first and second derivative of the curve with respect to $s$, which forms the contour. These two terms are relative to the elasticity and curvature of the contour, respectively. This effect of each term can be controlled by parameters $\alpha(s), \beta(s)$.

$E_{img}(u(s))$ represents image dependent force, for instance, $E_{img}(u(s)) = -\|\nabla(G_\sigma * I)(u(s))\|^2$, where $G_\sigma$ is a Gaussian with standard deviation $\sigma$ which is the kernel convolved with the input gray-level image $I$. By minimizing equation (1), the curve will be attracted to the maximum gradient region, i.e edges. The last term $E_{con}(u(s))$ represents external constraint force which can offer users other options to control behaviors of snakes.

In [7], Williams and Shah introduced a greedy snake algorithm. Unlike the snake introduced by Kass et al. [5] solving the Euler-Lagrange equations derived from the energy function, greedy snake algorithm minimizes the energy function directly using greedy algorithm in a fully discrete manner. In each iteration, each controlled point of snake moves to new location which achieves the local minimum of the energy function in its neighborhood.

B. A Line-Detected Snake for Seam Detection

The proposed line-detected snake is represented as a parametric curve, illustrated in Fig. 3. The controlled points of snake are marked by nodes. Since we aim to extract the edges of the groove, i.e. four lines in the image, as shown in Fig. 1(c), a new energy function is proposed as following:

$$E_{snake}^* = \int_{0}^{1} (||\frac{d^2 y}{dx^2}||^2 - ||\nabla(G_\sigma * I)(x(s), y(s))||^2) ds$$

In practice, snake performs in a discrete manner. The proposed energy function can be discretized and simplified as:

$$E_{snake}^* \approx \sum_{i=1}^{n-2} \frac{|y_{i+1} - y_i|}{x_{i+1} - x_i} - \frac{|y_i - y_{i-1}|}{x_i - x_{i-1}}$$

It should be noted that the first controlled point $u_0$ and last one $u_n$ will not be counted in when computing the energy function, because we cannot compute the second derivative of $y$ with respect to $x$ in these two points.

Equation (3) consists of two terms: the internal force term and the image dependent force term. To minimize these two terms, we follow two steps. First, we minimize the internal force term. Given a snake point $u_i = (x_i, y_i)$ and its two neighbors $u_{i-1} = (x_{i-1}, y_{i-1}), u_{i+1} = (x_{i+1}, y_{i+1})$, their relative positions can be categorized into two types, as shown in Fig. 4. In Fig. 4, $A, B, C$ are snake points, $B'$ is the midpoint of $A$ and $C$. It is easy to see that one option to minimize the internal force term is to move the point $B$ towards $B'$, i.e.

$$u_i[k] = u_i[k] + \eta (u_{i+1}[k] + u_{i-1}[k] - 2u_i[k])$$

where $k$ denotes the discrete step, $i$ is the index of the snake points, $\eta \in (0, 1]$ is a scaling constant. As $\eta = 0.5$, the point $B$ moves exactly to $B'$. As $\eta < 0.5$, the point $B$ moves towards $B'$ but falls short of the point. As $\eta > 0.5$, the point $B$ moves towards $B'$ and crosses over the point.

Second, for minimization of the image dependent term, the gradient descent method was used [8]. The iterative equation can be derived as following:

$$u_i[k+1] = u_i[k] - \frac{\nabla(G_\sigma * I)(u_i[k])}{||\nabla(G_\sigma * I)(u_i[k])||}$$

where $k$ denotes the discrete step, $i$ is the index of the snake points, $\xi$ is a scaling constant.

Combining equations (4) and (5), we can obtain a hybrid iterative equation to update the positions of the snake points in each iteration:

$$u_i[k+1] = u_i[k] + \eta (u_{i+1}[k] + u_{i-1}[k] - 2u_i[k])$$

The pseudocode of the proposed snake algorithm is showed as Procedure 1. The iteration of the algorithm can
Fig. 4. The relative positions of one snake point and its two neighbors can be categorized as two types, as showed in (a) and (b). To maintain the line shape of snake, one option is to move B towards B’.

be stopped when either of the following stopping criteria is satisfied. 1) Predefined maximum of iterations is reached. 2) Deviation of the control points from one iteration to the next is below one predefined small value.

C. Image Denoising

As we discussed above, the seam images without external illumination suffer from the interferences of high-intensity arc light and spatters. These interferences give rise to ‘noises’ that have some rather different characteristics from the the ‘noise’ which we deal with in traditional image processing case. According to some special characteristics of spatters in image, here we propose a new image-denosing technique to reduce the interferences of spatters during welding. Figure 6(a) and (b) show two typical successive frames retrieved from the image sequence. As we can see, the positions of spatters vary so much from frame to frame that none of them appears in the same position in two consecutive frames with a high probability. This provides us an opportunity to detect and remove the spatters in an efficient way.

The image sequence is considered as a multi-variable function $I(x, y, t)$, where $x$ and $y$ denote the position of a pixel in frame $t$. If a point $(x_1, y_1, t_1)$ belongs to a spatter, $\frac{\partial I}{\partial t}(x_1, y_1, t)$ will be very big with high probability. Therefore, with a careful threshold setting, we can locate the spatters by computing $\frac{\partial I}{\partial t}$ for all pixels in each frame. The discretized equation is given in equation (7).

$$\Delta I_i = \begin{cases} I_i(x, y) - I_{i+1}(x, y) & \text{if } I_i(x, y) - I_{i+1}(x, y) \geq c \\ 0 & \text{if } I_i(x, y) - I_{i+1}(x, y) < c \end{cases}$$

(7)

where $I_i(x, y)$ denotes the intensity of the frame $i$. $c$ is a threshold to mark our spatter area, i.e. if $I_i(x, y) - I_{i+1}(x, y) \geq c$, then $(x, y)$ belongs to spatter area.

In order to remove the spatters, one option is to subtract $\Delta I_i$ from $I_i$ if the background of the image $I_i$ is similar to $I_{i+1}$. However, sometimes the intensities vary substantially from current frame to next frame. To further improve the quality of the denoised image, instead of using the frame right after the current frame, we pick the frame which has the most similar intensity to the current frame in its neighborhood.

$$\Delta I_i = \begin{cases} I_i(x, y) - I_s(x, y) & \text{if } I_i(x, y) - I_s(x, y) \geq c \\ 0 & \text{if } I_i(x, y) - I_s(x, y) < c \end{cases}$$

(8)

where $s = \arg \min |I_t - I_s|, t \in [i-l, i+l], l$ is a integer deciding the size of the neighborhood. It should be noted that in the first few frames, we can just use the posterior neighbors on the time axis since it has very few preceding neighbors. Fig. 5(c) shows a denoising image of Fig. 5(b). It can be seen that almost all spatters have been removed from the original image shown in Fig. 5(b). In addition, because the denoising image may have a loss of contrast, histogram equalization is adopted to boost the contrast after denoising, as shown in Fig. 5(d).

D. Proposed Image Analysis Scheme For Seam Tracking

In this section, a prototype of the line-extraction scheme which can be used to process image sequences for seam tracking is proposed. Procedure 2 shows the pseudocode.
The proposed snake technique can be considered as local search strategy. The initialization of the snake is very important. For the first few frames, the initial snake points can be located close to the edge of the frame, as shown in Fig. 7(b). And, an extra constraint force is used to drive the snake to the approximate position of the edge of the groove. For the latter frames, since the position of the edges of the groove vary little from frame to frame, we can use a more efficient way to initialize the snake: the final positions of the snake for current frame will be used as the initial positions of the snake for next frame after resampling, shown in equation (9).

\[ P_{\text{snake}}[k + 1] = P_{\text{snake}}[k] + N(0, \sigma) \] (9)

where \( P_{\text{snake}}[k] \) represents the positions of the snake for the \( k \)th frame.

**Procedure 2**: A Line-Extraction Scheme for Seam Detection

**Initialization**:

\( i = 1 \)

**Start**:

repeat

1. De-noising and histogram equalization of frame \( i \).
2. Initialize the line-detected snake for current frame.
3. Snake evolves.
4. Fit the lines from the control points of the snake.
5. Resampling and store the final state of snake which will be used as the initial state of the snake for next frame.
6. \( i = i + 1 \)

until \( i > MAX \)

**III. EXPERIMENTS AND RESULTS**

**A. System Setup**

The experiment was conducted using a Posilica GC650E camera at an exposure time of 216\( \mu \)s. The welding process is the MAG welding using \( 82Ar - 18CO_2 \) as a shielding gas mixture. The wire feed rate is 2.5m/min, the welding speed is 100mm/min. The system setup is shown in Fig. 6.

![Fig. 6. System Setup](image_url)

**B. Results and Analysis**

1) Test on a single image: To verify the feasibility of the proposed snake technique, several frames seriously corrupted by high-intensity spatters were retrieved from the image sequence during welding process. Fig. 7(a) shows one of the retrieved images. The parameters of the snake algorithm used in this experiment are in Table I.

The control points of snake were initialized as shown in Fig. 7(b). After 500 iterations, the snake converged to the edge of the groove, the straight line can be fitted from the final state of the snake, as shown in Fig. 7(c), (d), respectively.

By overlapping the fitted line with the original image and the edge image in Fig. 2(a), it can be seen that the edge of the groove was successfully extracted. Fig. 8 shows the overlapped images.
TABLE I
PARAMETERS USED IN THIS EXPERIMENT

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>η</td>
<td>0.1</td>
</tr>
<tr>
<td>ξ</td>
<td>1</td>
</tr>
<tr>
<td>σ</td>
<td>100</td>
</tr>
<tr>
<td>l</td>
<td>10</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
</tr>
</tbody>
</table>

2) Test on a image sequence: The offline algorithm is implemented in MATLAB, and tested on a video captured during welding. The results of processing five typical consecutive frames retrieved from the video are shown in Fig. 9. Without loss of generalization, we show the result of extracting the right edge of the groove. The initial states of the snake are shown in the second column of Fig. 9. It can be seen that after denoising and histogram equalization, the interference of high-intensity spatters has been reduced significantly. As we discussed above, the initialization of the snake for the first frame is different from the other four, as shown in Fig. 9 (b), (g), (l), (q), (y). This snake needed more time to converge to the edge after about 2000 iterations. For the other four, only about 100 iterations were used. From the last column of Fig. 9, we can see that the edge of the groove has been successfully extracted.

IV. CONCLUSIONS AND FUTURE WORK

Using laser scanner is a typical industrial solution for seam tracking which however still has some limitations. Some camera solutions without external illumination have also been presented. Due to the interferences of high-intensity arc light and spatters, the traditional edge detector + Hough transform technique has found great difficulty to extract the edges of the groove. In this paper, we proposed a new image analysis scheme based on active contour models for close-arc seam tracking, as well as a novel image denoising technique. The experimental results show the feasibility of this approach. For future work, a real-time version of this approach will be implemented. In addition, based on extracted edges of the groove, we can calculate the geometrical features of the groove and then further embed these results as parameters into the control system. This approach will be
fully investigated in real world application.
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Fig. 9. Test the proposed scheme in an image sequence. Five consecutive frames were retrieved from the image sequence, as shown in the first column. The initial states of the snakes for each frame are shown in second column. The third and fourth columns show the final state of the snakes and the fitted lines, respectively. The last column shows the extracted lines overlapped with the original images.