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A FAMILY OF QUANTIZATION BASED PIECEWISE LINEAR FILTER NETWORKS
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ABSTRACT

A family of quantization based piecewise linear filter networks is proposed. For stationary signals a filter network from this family is a generalization of the classical Wiener filter with an input signal and a desired response.

The construction of the filter network is based on the following elements:
Quantization of the input signal \( x(n) \) into quantization classes. To each quantization class is associated a linear filter. The filtering at time \( n \) is carried out by the filter belonging to the actual quantization class of \( x(n) \) and the filters belonging to the neighbor quantization classes of \( x(n) \) (regularization).

This construction leads to a 3-layer filter network. The first layer consists of the quantization class filters for the input signal. The second layer carry out the regularization between neighbor quantization classes and the third layer constitutes a decision of quantization class from where the resulting output is obtained.

INTRODUCTION

In the following, a family of quantization based piecewise linear filter networks is proposed. For stationary signals a filter network from this family is a generalization of the classical Wiener filter [1] with an input signal \( z(n) \) and desired response \( d(n) \).

The function of the filter network shown in Fig. 2 is as follows:
The input signal \( z(n) \) is transferred to the quantizer
\[
 j = Q(x(n), thz)
\]
with threshold \( thz \), which determines the current quantization class \( j \), where \( 1 \leq j \leq |Q(n)| \). The number of quantization classes \( |Q(n)| \) vary with time and the quantization class filters constitutes the first layer in the filter network.

Then the set of neighbor quantization classes
\[
 N(j, thn)
\]
of the current quantization class \( j \) is determined, using the threshold \( thn \). Here \( |N(j)| \) denotes the number of neighbor classes of quantization class \( j \). This defines the second layer of linear filters used for regularization. Finally the third layer constitutes a decision among the possible quantization classes.

The following two different filtering functions are defined:
\[
 \hat{d}_1(n) = \frac{1}{|N(j)| + 1} \left\{ W_j^T + \text{one}_j V_j(n) \right\} x(n) \tag{1}
\]
or
\[
 \hat{d}_2(n) = \frac{1}{|N(j)| + 1} \left\{ W_j^T \left( I + V_j(n)V_j^T(n) \right) \right\} x(n) \tag{2}
\]

The rows of the neighbor filter matrix \( V_j \) are filter vectors of the neighbor classes of quantization class \( j \). \( \text{one}_j \) is a row vector with a number of ones equal to the number of neighbor classes of \( j \) and \( I \) is the identity matrix.
Thus $\hat{d}_i(n)$ is the mean value of the filtering results of $w_j(n)$ and the neighbor filters of the quantization class $j$.

In $\hat{d}_2(n)$ the neighbor filter results $w_k(n)$ are weighted with $w_j w_k$. This weighting emphasize neighbor filters with approximately the same direction as the quantization class filter and reduce the response from filters approx. orthogonal to the quantization class filter. Several functional forms, beyond the above two, of the neighbor filter responses can be defined.

**PIECEWISE LINEAR FILTERING ALGORITHM**

In the following are given the main elements of the piecewise linear filtering algorithm:

**Input signals**

$x(n)$: Input signal.
$N$: Dimension of input signal space.
$x(n) = (x(n), x(n-1), \ldots, x(n-N+1))$.
$d(n)$: Desired response.

**Quantization classes**

$j = Q(x(n), \text{thz})$: Quantization class no. $j$
$\text{thz}$: Quantization threshold.
$\lfloor Q(n) \rfloor$: The number of quantization classes.
$Q = \{q_1, \ldots, q_{\lfloor Q(n) \rfloor}\}$; Set of quantization classes of $x(n)$.
$\text{dist}(x(n), q_k)$: Distance between $x(n)$ and $q_k$.

**Neighbor classes**

$\mathcal{N}(j, \text{thn})$: Set of neighbor classes of quantization class no. $j$.
$\text{thn}$: Neighbor class threshold.
$|\mathcal{N}(j)|$: The number of neighbor classes of quantization class no. $j$.
$\mathcal{N} = \{1, 2, \ldots, |Q(n)|\}$: Set of quantization class numbers.
$\mathcal{N}(j, \text{thn}) \subseteq \mathcal{N}$.

**Filtering**

$w_j'$: Filter of quantization class no. $j$. $1 \leq j \leq |Q(n)|$.
$w_j(n) = (w_{1,j}(n), w_{2,j}(n), \ldots, w_{N,j}(n))$
$V_j(n)$: Filter matrix of neighbor classes of quantization class no. $j$.
$V_j(n) \in \mathbb{R}^{\lfloor \mathcal{N}(j) \rfloor \times \mathcal{N}}$

$V_j(n) = \begin{pmatrix} \vdots \\ w_r(n) \\ \vdots \end{pmatrix}$ where $r \in \mathcal{N}(j, \text{thn})$

$\text{one}_j = (1, 1, \ldots, 1)$.
$L$: $N \times N$ identity matrix.

**Quantization class algorithm**

Result: $j = Q(x(n), \text{thz})$.
if $n = 1$
then $q_1 = x(1)$
$|Q(1)| = 1$
else $j = 0$
for $i = 1, 2, \ldots, |Q(n)|$
if $\text{dist}(x(n), q_i) \leq \text{thz}$ then $j = i$
endfor
if $j = 0$
then $|Q(n)| = |Q(n)| + 1$
$j = |Q(n)|$
$q_i = x(n)$
endif
endif

**Neighbor class algorithm**

Result: $\mathcal{N}(j, \text{thn}) = \text{Neighbor classes of } j$.
Start searching for neighbor classes of quantization class $j$:
$\mathcal{N}(j, \text{thn}) = \text{empty set}$
for $i = 1, \ldots, |Q(n)|$
if $\text{dist}(q_i, q_j) \leq \text{thn}$
then $\mathcal{N}(j, \text{thn}) = \mathcal{N}(j, \text{thn}) \cup \{i\}$
endif
endfor

**Piecewise Linear Filtering Algorithm**

Result: $\hat{d}(n), \text{err}(n)$
for $n = 1, 2, \ldots$
quantization class $j = Q(x(n), \text{thz})$
neighbor classes of $j$: $\mathcal{N}(j, \text{thn})$
quantization class filter $w_j(n)$
neighbor class filters $V_j(n)$
$\hat{d}(n)$ (either $\hat{d}_1(n)$ or $\hat{d}_2(n)$)
$\text{err}(n) = |d(n)| - |\hat{d}(n)|$
estimation of $w_j(n+1)$
endfor
INITIAL INVESTIGATION

The proposed quantization based piecewise linear filter network is being investigated by analysis and simulation. The main object of the analysis is to compare the filter network properties with the classical adaptive filters [1], the filters from [2] and [3] and the well known 3-layer feed-forward neural networks [4]. The filter network has a structural relationship to a 3-layer feed-forward neural network, where the filter network parameters: \( N, \, thr \) and \( thn \), are related to the feed-forward neural network parameters: the number of input nodes, the number of nodes in the hidden layer and the connectivity between the hidden layer and the output layer.
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Figure 1: Adaptive filter modelling a nonlinear function \( G(n) \)

Figure 2: Quantization based piecewise linear filter network