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Solid oxide fuel cells (SOFCs) are promising candidates for future power plants. Up to 60% of the chemical energy of fuels can be converted directly into electricity in SOFCs, and with additional utilization of the generated heat an overall efficiency of 75% can be reached. In comparison, the maximal efficiency of a modern coal-based power plant is approximately 45%.

The SOFCs are operated at high temperatures (~800 to 1000°C) for the solid oxide membrane to reach adequately favorable ionic transport properties, and the high temperature makes the SOFCs flexible with respect to both the catalytic material and the types of fuel they can utilize. The high temperature, however, makes the catalysts more fragile and prone to degradation, and it requires time-consuming preheating to reach the working conditions. Thus, an important challenge is to lower the temperature at which the cell operates, and a significant effort is being made on developing improved solid oxide electrolytes. At lower operating temperatures, however, not only the ionic transport properties deteriorate but also the electrocatalytic reactions at the electrodes could become rate-limiting and must therefore also be optimized. To achieve this it becomes important to understand the elementary reaction mechanisms and determine the trends in both cathode and anode reaction rates over different catalyst materials. It is particularly important to establish highly active anode materials for lower temperature SOFCs because some flexibility is desirable to address the additional problems for the electrocatalysts as sulfur poisoning, and coking, which a good catalyst must also overcome.

The hydrogen oxidation activity trend under SOFC conditions has already been successfully described by one of us and independently by Mukherjee and Linic. Inspired by those studies, in which the oxygen spillover pathway was used to obtain trends in methane oxidation activity at solid oxide fuel cell (SOFC) anode materials, Reaction energetics and barriers for the elementary reaction steps on both the close-packed Ni(111) and stepped Ni(211) surfaces are presented. Quantum-mechanical calculations augmented with thermodynamic corrections allow appropriate treatment of the elevated temperatures in SOFCs. Linear scaling relationships are used to extrapolate the results from the Ni surfaces to other metals of interest. This allows the reactivity over the different metals to be understood in terms of two reactivity descriptors, namely, the carbon and oxygen adsorption energies. By combining a simple free-energy analysis with microkinetic modeling, activity landscapes of anode materials can be obtained in terms of these two descriptors. This not only simplifies the view of the oxidation process but it also gives insight into which reaction pathways are likely to be dominant over the different transition-metal anode materials. Most importantly, it reveals the properties the ideal alloy catalyst should possess.

In this paper the elementary steps in the pathways over Ni are mapped out by applying density functional theory (DFT) calculations to determine reaction energies and barriers. Ni is chosen, as Ni-YSZ (YSZ denotes yttria-stabilized zirconia) cermet is the most widely used SOFC anode material. The zero-temperature DFT energies are augmented by thermodynamic corrections to account for the elevated temperatures in SOFCs.

To allow a trend study, in which the screening of a large number of different materials is possible, the reaction energy diagram over Ni is extended by using scaling relations for intermediates and barriers. The scaling relations allow us to describe the energetics of all the reaction intermediates in terms of the carbon and oxygen adsorption energies only. On this basis we make a simple kinetic analysis, which leads to the construction of a map of the most active elemental metal catalysts and gives insight into the rate-determining steps (RDSs) for each metal.

Understanding the chemical reactivity in terms of C and O adsorption energetics over metals points to the key fundamental properties for optimal anode materials. The method thus enables the search for more active materials.

**Theoretical Method**

DFT calculations.— The DFT calculations of Ni-adsorbed species (H, C, CH, CH₂, CH₃, HCO, O, OH, and CO) are performed using a plane wave implementation, and the RPBE generalized gradient approximation for the exchange-correlation term. Calculations on close-packed surfaces (three-layer (111) slabs) and on stepped surfaces (nine-layer (211) slabs) are performed. These are taken as representative of a flat and stepped surface, respectively, and are chosen to mimic the local coordination of the terrace and edge atoms found on an active nanoparticle catalyst. It is well documented that for certain reactions there is a pronounced structure sensitivity, where despite the terrace atoms being present in a larger number than edge atoms the difference in rates means that the edge atoms dominate the activity. For the close-packed surfaces we use a 2 × 2 surface unit cell and a 4 × 4 × 1 Monkhorst-Pack k-point sampling. For the stepped surfaces a 3 × 1 unit cell and 4 × 4 × 1 k-point sampling are applied. Ultrasoft pseudopotentials are employed to deal with the ion cores. The electronic wave functions are represented in a plane wave basis set with a cutoff energy of 340 eV.
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Table I. Energetics and thermodynamic quantities for reaction intermediates on Ni. The energetics of the intermediates and TSs are referenced to the gas-phase molecules \( \text{CH}_4, \text{H}_2\text{O}, \) and \( \text{CO}_2. \) Standard pressures are used in the free-energy calculations. The zero-point energies, entropies, and enthalpies (internal energies \( U \)) used to calculate the free energies \( G \) are obtained using the calculated vibrational frequencies.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( \Delta E_{\text{rel}} ) (eV)</th>
<th>( \Delta G_{\text{rel}} ) (eV)</th>
<th>ZP (eV)</th>
<th>( S ) (meV)</th>
<th>( H ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_4)(g)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.18</td>
</tr>
<tr>
<td>H(_2\text{O})(g)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.56</td>
</tr>
<tr>
<td>CO(_2)(g)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.32</td>
</tr>
<tr>
<td>C(^+)</td>
<td>1.41</td>
<td>0.52</td>
<td>1.28</td>
<td>0.39</td>
<td>0.09</td>
</tr>
<tr>
<td>CH(^+)</td>
<td>0.81</td>
<td>0.50</td>
<td>1.03</td>
<td>0.72</td>
<td>0.34</td>
</tr>
<tr>
<td>CH(^+)</td>
<td>1.00</td>
<td>0.62</td>
<td>1.52</td>
<td>1.14</td>
<td>0.62</td>
</tr>
<tr>
<td>CH(^+)</td>
<td>0.71</td>
<td>0.23</td>
<td>1.54</td>
<td>1.06</td>
<td>0.90</td>
</tr>
<tr>
<td>HCO(^-)</td>
<td>0.81</td>
<td>0.81</td>
<td>1.78</td>
<td>1.78</td>
<td>0.46</td>
</tr>
<tr>
<td>O(^-)</td>
<td>0.18</td>
<td>0.37</td>
<td>0.60</td>
<td>0.41</td>
<td>0.07</td>
</tr>
<tr>
<td>OH(^-)</td>
<td>0.24</td>
<td>0.73</td>
<td>0.81</td>
<td>0.32</td>
<td>0.36</td>
</tr>
<tr>
<td>H(^+)</td>
<td>0.10</td>
<td>0.15</td>
<td>0.14</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td>CO(^+)</td>
<td>0.28</td>
<td>0.32</td>
<td>0.34</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>CH(_2)-H(_x)TS</td>
<td>1.05</td>
<td>0.88</td>
<td>2.13</td>
<td>1.96</td>
<td>1.06</td>
</tr>
<tr>
<td>CH(_2)-H(_x)TS</td>
<td>1.51</td>
<td>0.94</td>
<td>2.28</td>
<td>1.71</td>
<td>0.80</td>
</tr>
<tr>
<td>CH(_2)-H(_x)TS</td>
<td>1.34</td>
<td>1.06</td>
<td>1.79</td>
<td>1.51</td>
<td>0.50</td>
</tr>
<tr>
<td>C-H(_x)TS</td>
<td>2.26</td>
<td>1.41</td>
<td>2.35</td>
<td>1.50</td>
<td>0.19</td>
</tr>
<tr>
<td>CH-O(_x)TS</td>
<td>2.15</td>
<td>1.75</td>
<td>3.14</td>
<td>2.74</td>
<td>0.40</td>
</tr>
<tr>
<td>C_O(_x)TS</td>
<td>2.92</td>
<td>1.78</td>
<td>3.65</td>
<td>2.51</td>
<td>0.15</td>
</tr>
<tr>
<td>CO-O(_x)TS</td>
<td>1.17</td>
<td>0.67</td>
<td>2.83</td>
<td>2.33</td>
<td>0.26</td>
</tr>
<tr>
<td>O-H(_x)TS</td>
<td>0.39</td>
<td>0.39</td>
<td>2.24</td>
<td>1.44</td>
<td>0.15</td>
</tr>
<tr>
<td>OH-H(_x)TS</td>
<td>0.49</td>
<td>0.63</td>
<td>1.80</td>
<td>1.94</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table II. Elemental reaction energetics on Ni surfaces. The activation and reaction energetics for the considered elementary reactions are tabulated. \( E \) and \( G \) denote the DFT and free energy, respectively. The activation energies obtained by the UQ method in Ref. 27 are shown for comparison.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( \Delta E ) (eV)</th>
<th>( E_f ) (eV)</th>
<th>( \Delta G ) (eV)</th>
<th>( G^0_f ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(^-)(elec) + * ( \rightarrow ) O(^+) + 2e(^-)</td>
<td>0.18</td>
<td>0.37</td>
<td>— —</td>
<td>0.60</td>
</tr>
<tr>
<td>CH(_4)(g) + 2* ( \rightarrow ) CH(_2)(^+) + H(^+)</td>
<td>0.54</td>
<td>0.08</td>
<td>1.05</td>
<td>0.88</td>
</tr>
<tr>
<td>CH(_2)(^+) + * ( \rightarrow ) CH(_2)(^+) + H(^+)</td>
<td>0.14</td>
<td>0.25</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td>CH(_2)(^+) + * ( \rightarrow ) CH(_2)(^+) + H(^+)</td>
<td>0.46</td>
<td>0.38</td>
<td>0.34</td>
<td>0.44</td>
</tr>
<tr>
<td>CH(_2)(^+) + * ( \rightarrow ) C(^+) + H(^+)</td>
<td>0.56</td>
<td>0.07</td>
<td>1.45</td>
<td>0.91</td>
</tr>
<tr>
<td>C(^+) + O(^-) ( \rightarrow ) CO(^+) + *</td>
<td>1.48</td>
<td>0.59</td>
<td>1.69</td>
<td>1.63</td>
</tr>
<tr>
<td>CH(_2)(^+) + O(^-) ( \rightarrow ) H(^+) + CO(^+)</td>
<td>0.25</td>
<td>0.61</td>
<td>1.52</td>
<td>1.62</td>
</tr>
<tr>
<td>OH(^-) + H(^+) ( \rightarrow ) H(_2\text{O})(g) + 2*</td>
<td>0.05</td>
<td>0.85</td>
<td>0.83</td>
<td>1.51</td>
</tr>
<tr>
<td>CO(^+) + O(^-) ( \rightarrow ) CO(_2)(g) + 2*</td>
<td>0.40</td>
<td>0.86</td>
<td>1.63</td>
<td>1.36</td>
</tr>
</tbody>
</table>

eV. The electron density is treated on a grid corresponding to a plane wave cutoff of 500 eV. A Fermi smearing of 0.1 eV and Pulay mixing are used to ensure a fast convergence of the self-consistent electron density. The bottom layers of the slabs are fixed at the optimized bulk lattice constants while the top atomic layers (defining the surface of the substrate) as well as the adorbate’s ionic positions are relaxed until the sum of the absolute forces is less than 0.05 eV/Å. All calculations are performed using Dacapo and the ASE simulation package.24

The barriers\(^4\) and transition states (TSs) in the considered reaction processes are located using the nudged elastic band (NEB) method.25 Images (7–11, including endpoints) are used to describe the paths between the different stable intermediates. The images are relaxed until the change in energy is less than 0.001 eV. The configuration for which the energy is highest (termed the TS) is determined.

The DFT adsorption energetics of intermediates is shown in Table I, and the reaction energetics including barriers for the elementary reactions investigated is shown in Table II. More details about the adsorption structure of the intermediates and their TSs can be found in Ref. 26.

In Table II we have furthermore compared our reaction barriers on steps and terraces, with the activation barriers obtained by a unity-bond-index–quadratic-exponential-potential (UQ) approach used in Ref. 27. The activation barriers differ significantly. Furthermore, the UQ method does not distinguish between facet and step sites, nor does it prove thermodynamically consistent. This means that the reaction energies obtained by subtracting forward and backward activation energies are severely different from our calculated energies.

\(^4\) All barriers except CO oxidation are handled with the NEB; the CO oxidation barriers are calculated with the constrained minimization technique.
reaction energies. This illustrates the importance of first-principles insight into these complicated and interrelated processes for which fitting approaches are inherently difficult to validate and apply.

Thermodynamic corrections.— The high operational temperature of the SOFC necessitates a description of the change in free energy under the oxidation process. We use the simple approach described in Ref. 28 to calculate the Gibbs free-energy changes and set the operational temperature (T) of the fuel cell to be 900 K.

The Gibbs free energy of the gas-phase molecule is calculated as

\[ G_{\text{gas}}^T = E + E_{zp} + \Delta H_{\text{gas}}^{T} + TS_{\text{vib}} + k_B T \log(p/p^0) \]

including the DFT calculated energy (E) of the gas-phase molecule with zero-point correction \( E_{zp} \), the enthalpy change \( \Delta H_{\text{gas}}^{T} \) when raising the temperature from 0 K to T, the entropic contribution \( TS_{\text{vib}} \), and finally the Boltzmann constant \( k_B \) enters in the pressure-volume work. For the gas-phase enthalpy change and entropy we use standard tabulated values from Ref. 29 and 30.

To calculate the free energy of surface absorbed species \( X^* \) we use

\[ G_{X^*}^T = E_X + E_{zp} + TS_{\text{vib}} + \Delta U_{\text{vib}}^{0,T} \]  

Here \( E_X = E(X + \text{surf}) - E(\text{surf}) \) is a measure of the binding strength of \( X \) to the surface, which is either evaluated directly from DFT calculations or via scaling relations. The pressure term vanishes at the surface, such that the enthalpy change \( \Delta H_{\text{gas}}^{T} \) in Eq. 1 is substituted by the change in internal energy \( \Delta U_{\text{vib}}^{0,T} \). The rotational degrees of freedom are converted to frustrated rotations on the surface, and consequently the changes in the entropy and internal energy only include vibrational components for the adsorbed species. The zero-point correction and the energetic changes due to the vibrational degrees of freedom are calculated from \( i \) vib frequencies \( \nu_i \) obtained from DFT displacement calculations assuming harmonic modes. Explicitly, in the harmonic approximation that we employ, the vibrationally dependent terms read

\[ E_{zp} = \frac{1}{2} \sum_i \nu_i, \]

\[ TS_{\text{vib}} = \sum_i \frac{\hbar \nu_i}{e^{\hbar \nu_i/k_B T} - 1} - k_B T \sum_i \ln(1 - e^{-\nu_i/k_B T}) \]

and

\[ \Delta U_{\text{vib}}^{0,T} = \sum_i \nu_i \frac{\hbar \nu_i}{e^{\hbar \nu_i/k_B T} - 1} \]

where \( \hbar \) is Planck’s constant. Clearly there are issues when using the harmonic approximation to calculate the entropy and internal energy contribution from low vibrational modes, which can give spurious and significant corrections. Some of the low mode spurious behavior is diminished as the first entropy term is canceled in the internal energy contribution, and only the logarithmic term survives. Under all circumstances, at the elevated temperatures considered in this study, it is deemed that a significant source of error would persist if we were to ignore the thermodynamic contributions.

The thermodynamic corrections for all intermediates are given in Table I. The vibrational frequencies as well as the Shomate coefficient used to calculate the thermodynamic corrections are given in the supplementary materials.9, 29 The impact of the stability of intermediates and reaction energetics is shown for standard pressure conditions in Tables I and II, respectively.

Methane Oxidation

The oxidation process of both hydrogen and methane have been intensively studied experimentally as well as theoretically.32-34 The hydrogen oxidation reaction has been the subject of numerous stud-

| Table III. Considered elementary reaction steps for the methane oxidation process. |
|---------------------|----------------------------------------------------------|
| C + O pathway      | CH + O pathway                                          |
| \( X \)            | O\(^{2-}\)(elec) → O\(^{+}\) + 2e\(^{-}\)                  |
| 1                   | CH\(_4\)(g) + 2\(^{+}\) → CH\(_{2}\)(H\(^{+}\)) + H\(^{+}\) |
| 2                   | CH\(_{2}\)(H\(^{+}\)) + + → CH\(_{2}\)(H\(^{+}\)) + H\(^{+}\) |
| 3                   | CH\(_{2}\)(H\(^{+}\)) + + → CH\(_{2}\)(H\(^{+}\)) + H\(^{+}\) |
| 4                   | CH\(_{2}\)(H\(^{+}\)) + + + C\(^{+}\) + H\(^{+}\)          |
| 5                   | C\(^{+}\) + O\(^{+}\) + → CO\(^{+}\) + +                     |
| 6                   | CO\(^{+}\) + O\(^{+}\) + → CO\(_{2}\)(g) + 2\(^{+}\)       |
| 7                   | O\(^{+}\) + H\(^{+}\) + → OH\(^{+}\) + +             |
| 8                   | OH\(^{+}\) + H\(^{+}\) + → H\(_{2}\)O\(_{2}\)(g) + 2\(^{+}\) |

It is generally believed that the surface processes of hydrogen and methane oxidation for the most commonly used catalyst, the Ni-YSZ cermet, are fast.44 Recent studies suggest that charge transfer and hydrogen spillover reactions are rate-limiting steps for this material.41,45 Pressure conditions may also influence which reaction steps become rate-limiting.45 To further complicate the reaction process, the electrolyte material may also play an important role. For instance, commonly used electrolyte materials such as YSZ and CeO\(_2\) have been shown to be active catalytic materials.46,47 This makes it hard to distinguish the catalytic effects of the anode vs the electrolyte.

Due to the high number of possible intermediates in the methane oxidation process, it is inherently more complicated than the hydrogen oxidation process. Spatial-resolved kinetic modeling studies suggest that methane is steam reformed at the anode to produce carbon monoxide and hydrogen. Hydrogen is subsequently transported to the three-phase boundary where it is oxidized.27,48,49 Despite the many complexities, we focus on the anode surface reactions at zero overpotential and assume the oxygen spillover pathway. We thus ignore effects such as mass transport, bulk pathways, charge transfer, and the role of the electrolyte. However crude such an approach might appear, it has previously been successfully applied to describe the hydrogen oxidation activity trend of SOFCs assuming an oxygen spillover pathway. We proceed along a similar path to describe the SOFC activity for the methane oxidation process. In the oxygen spillover picture, the complicated oxidation process is transformed to a simple problem that only involves the adsorption energetics of anode surface intermediates.

In the earlier studies, a simple energetic picture was applied to successfully establish a trend description in terms of the oxygen adsorption energy. We further elaborate the model to describe the methane combustion process. To probe the low temperature regime, where the effect of the anode activity is most pronounced we use 900 K as the operational temperature.

Reaction pathways.— We focus on the methane oxidation process in fuel cells, where the overall reaction reads

\[ \text{CH}_4(g) + 2\text{O}_2(g) \rightarrow \text{CO}_2(g) + 2\text{H}_2\text{O}(g) \]

For the hydrogen fuel cell, only OH\(^{+}\), O\(^{+}\), and H\(^{+}\) are relevant intermediates, and the complexity of the reaction pathway is therefore inherently limited. The methane oxidation process includes many possible intermediates, elementary reaction steps, and pathways. For instance, Hecht et al. included 21 elementary reaction steps within their model.27 We take a simplistic approach and restrict ourselves to the two reaction pathways (C + O and CH + O) shown in Table III, where we only consider nine different reaction steps.

Table I. The vibrational frequencies as well as the Shomate coefficient used to calculate the thermodynamic corrections are given in the supplementary materials.9, 29 The impact of the stability of intermediates and reaction energetics is shown for standard pressure conditions in Tables I and II, respectively.
The C + O and CH + O pathways differ in the way the surface adsorbed CO is formed. In the C + O pathway, we assume full dehydrogenation of methane, water formation, and finally CO₂ formation. The CO intermediate is formed simply by the combination of surface adsorbed carbon and oxygen. On the {111} surface, the CO formation step has a large energetic barrier that strongly inhibits the C + O pathway. This barrier is circumvented in the CH + O pathway, where methane only dehydrogenates until CH is formed. CH is then oxidized, forming HCO, which reduces to surface adsorbed H and CO. This observation is consistent with previous findings. \(^{10,11}\)

**Electrolyte oxygen delivery potential** — One key ingredient for the oxidation process is the reaction energy for delivering oxygen from the electrolyte to the anode surface corresponding to the reaction

\[
O^2−(\text{elec,ano}) + 4e^- \rightarrow O^\bullet + 2e^- \tag{2}
\]

To estimate the reaction energy of this process, we proceed along the path outlined in Ref. 8 and 9. We focus on the anode side of the reaction and assume the cathode half-cell reaction

\[1/2O_2(g) + 2e^- \rightarrow O^2−(\text{elec,cat})\]

to be equilibrated. Explicitly, the free-energy change in the cathode is

\[
\Delta G_{\text{cat}} = 4G(O^\bullet, \text{cat}) - [2G(O_2) - 8U(\text{cat})] = 0
\]

where \(U(\text{cat})\) denotes the potential at the cathode (anode). Furthermore, we assume the electrolyte to be ideal so that we have no resistance in the electrolyte. Consequently

\[G(O^2-, \text{cat}) = G(O^2-, \text{ano})\]

The oxygen delivery potential can then be written

\[
\Delta G_{\text{ano}} = G(O^\bullet) - 2eU(\text{ano}) - G(O^2-, \text{ano})
\]

which by using the cathode equilibrium condition becomes

\[
\Delta G_{\text{ano}} = G(O^\bullet) - 2eU(\text{ano}) - G(O^2-, \text{cat}) - \frac{1}{2}G(O_2)
\]

To determine the potential difference \(U(\text{cat}) - U(\text{ano})\), we note that the overall change in free energy of the methane combustion reaction

\[CH_4 + 2O_2 \rightarrow 2H_2O + CO_2\]

includes eight electron transfers in each half-cell reaction and reads

\[
\Delta G_{\text{cat}} = \Delta G_{\text{ano}} - \Delta G_{\text{OH}} = -8e\eta
\]

where the overpotential \(\eta\) is introduced. \(\eta = 0\) corresponds to open-circuit voltage (OCV) used for the energetic analysis in Ref. 8. In this picture the potential difference for the overall reaction is found from

\[
-8e\eta = \Delta G(CH_4 + 2O_2 \rightarrow 2H_2O + CO_2) + 8e(U(\text{cat}) - U(\text{ano}))
\]

such that the anode delivery potential finally reads

\[
\Delta G_{\text{ano}}(O^{2-} + 2e^- \rightarrow O^\bullet + 2e^-) = \Delta G(\frac{1}{2}CO_2 + \frac{3}{2}H_2O + 2e^- \rightarrow O^\bullet + 2e^- + \frac{3}{2}CH_4) - 2e\eta
\]

In the forthcoming analysis we keep \(\eta = 0\). In this perspective, the whole anode oxidation process can be described in terms of easily accessible quantities, and the search for an optimal catalyst becomes a “classical heterogeneous catalysis” problem. In this picture, the methane oxidation process is closely related to the problem of steam-reforming recently discussed from a similar perspective in Ref. 51. In fact, at the chosen reaction conditions (900 K and standard pressures) the steam-reforming reaction is close to equilibrium (\(\Delta G = -0.02\) eV). Combined with subsequent syngas and hydrogen combustion, we essentially pass through the same reaction steps, as outlined in Table III. Furthermore, as \(\eta\) is kept to zero potential, the steam-reforming pathway is implicitly included in the forthcoming analysis of the proposed reaction mechanisms.

**Anode Reaction Analysis: A Trend Description**

The analysis is divided into three parts. First, the reaction mechanism on Ni is investigated in detail, calculating all intermediates and reaction barriers on the {111} and {211} model surfaces. Second, the reaction energies of the elementary steps on Au, Ag, Cu, Pd, Pt, Ir, Rh, Ru, Co, Mo, W{111}, and {211} are obtained via scaling relations of the intermediates, providing the basis for a simplified trend study. Finally, barriers and kinetic effects are included in the trend study, providing further insight into the possible candidates for methane oxidation catalysts.

**Reaction energetics on Ni** — In Fig. 1, we show the calculated free reaction energies and barriers on Ni for both the C + O and CH + O reaction pathways. The free energies are evaluated at 900 K and standard pressure conditions. For the energetic analysis we use the zero overpotential (OCV) when determining the oxygen delivery potential.

We start by determining which reaction pathway is the most favorable on the stepped and flat surfaces, respectively. On the stepped surface, the C + O step (step 5 in the CO pathway) is slightly lower than the CH + O recombination (step 4 in the HCO pathway), which suggests that the C + O pathway is the preferred pathway on Ni {211}.

For the terraces {111}, the barrier for the C + O formation is much larger than the corresponding CH + O step, and thus this reaction proceeds through the CH + O mechanism.

The energetic analysis also reveals that it is less energetically demanding to make the reaction run on the stepped surface than on the terraces, both from an overall energetic perspective and on the level of the individual barriers. From an overall energy perspective, we have to climb 6 eV on the terraces, whereas on the stepped surfaces it suffices to climb 4 eV to make the reaction proceed. On the level of the individual heights of the barriers, the largest barrier on both surfaces (the first step in the methane dehydrogenation process) is larger on the {111} surface by 0.3 eV. This first barrier for
dehydrogenation of methane is strongly influenced by the temperature\(^\text{29}\) as the main part of the barrier is due to the entropic loss when going from a gas-phase methane to the surface.

**Materials screening through scaling relations.**—The central tool that can be utilized to understand a given process within theoretical heterogeneous catalysis is an analysis of the reaction energies of the elementary steps. The materials with the smallest reaction energies are often good candidates as catalysts. This analysis provides a brief and simple overview of the reaction processes and has previously been used to study electrochemical methanol oxidation\(^\text{34}\).

Recently, the adsorption energies of hydrogenated carbon (oxygen, nitrogen, and sulfur) species were shown to scale linearly with the adsorption energies of the carbon (oxygen, nitrogen, and sulfur) atom for a range of transition-metal surfaces, and furthermore it was shown that the slope \(\gamma_i\) is given by \(\{(\text{max}_i - x)/\text{max}_i\) where \(x(\text{max}_i)\) is the number of hydrogen atoms (maximum number of hydrogen atoms bonded to atom \(i\))\(^\text{12}\). We find phenomenologically similar linear relations, relating \(H^*,\) \(HCO^*,\) and \(CO^*\) adsorption energies to the carbon adsorption energies of the transition metals, thus allowing us to describe all reaction steps in terms of only two parameters: the carbon and the oxygen adsorption energies. We use the calculated adsorption energies over Ni to determine the offset parameter in the scaling relations. The slopes \(\gamma_i\) and offset parameters \(\delta_i\) used are tabulated in Table IV. The scaling relations extrapolated from the Ni results allow us to make an analysis of the energetics of the combustion process expressed solely in terms of the carbon and oxygen adsorption energies. The Gibbs free-energy change when going through the \(C + O\) combustion pathway over the \([111]\) surface is shown for many transition metals in Fig. 2. Clearly the more noble metals Au, Ag, Cu, Pt, Pd, and Ir bind the reaction intermediates too weakly, leading to large energy costs for the adsorption processes, and these metals can therefore be ruled out as anode candidates. In contrast the more reactive metals, W, Mo, and Fe, obviously bind oxygen too strongly, and we are thus left with four candidates, Ni, Rh, Ru, and Co (indicated by full lines in the figure). Over these four metals both the adsorption and desorption reactions in the combustion process can proceed without excessively large reaction energy barriers. The above analysis is an example of a Sabatier analysis\(^\text{11}\), where the intermediates of a reaction process should be available for surface reaction processes without large barriers as well as be able to desorb so that the surface is not self-poisoned. This leads to the “optimal” catalyst being a compromise between adsorption and desorption reactions. A simple reactivity descriptor that roughly conforms with the Sabatier analysis is the “activity-descriptor,” \(A\), which for a given metal catalyst is determined from the largest reaction free energy step during the reaction process over that given metal

\[
A = -\text{max}_i(\Delta G_{\text{reaction}})
\]

Applying this simple descriptor, it is observed that the activity of tungsten should (as expected) mainly be hindered by desorption processes, while the activity of gold is inhibited by adsorption processes.

All reaction intermediates are calculated with the aid of scaling relations using only the adsorption energy of oxygen and carbon as input. This enables us to visualize the activity descriptor (Eq. 3) in terms of these two variables. The resulting activity volcanoes for all surfaces and pathways are shown in Fig. 3. The binding energies of carbon and oxygen of known transition metals are shown by crosses, which at the same time indicate the typical magnitude of uncertainty of DFT and scaling calculated energies of 0.2 eV. The volcano peak of the \(C + O\) pathway over \([111]\) is clearly closest to the four candidates that were found optimal in Fig. 2. Furthermore, we observe that all the elemental metals are unable to bind carbon strongly enough to reach the top of the energy volcanoes. Also depicted (by enclosing contours) are the regimes\(^\text{35}\) of the most energetically demanding steps, and clearly these regimes form the shape of the volcano. Furthermore the optimum of the volcano is where the most reaction steps are in energetic balance with each other. The peak of the volcano points toward a regime of favorable adsorption properties of the optimal catalyst.

As the peak represents the compromise between different surface reactions, each with energetics based on several scaling relations which all have independent offset parameters and slopes, it is not

| Table IV. Adsorption energies of the surface species on Ni referenced to \(\text{CH}_4(g), \text{CO}_2(g),\) and \(\text{H}_2\text{O}(g)\) as well as scaling coefficients to extend the Ni calculations to general materials. |

<table>
<thead>
<tr>
<th>Species</th>
<th>(\Delta E_{\text{ads}}) (eV)</th>
<th>(\gamma_i)</th>
<th>(\delta_i) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(^*)</td>
<td>(111)</td>
<td>(211)</td>
<td>(111)</td>
</tr>
<tr>
<td>CH(^*)</td>
<td>1.41</td>
<td>0.52</td>
<td>1.00</td>
</tr>
<tr>
<td>CH(^2*)</td>
<td>0.81</td>
<td>0.50</td>
<td>0.75</td>
</tr>
<tr>
<td>CH(^3*)</td>
<td>1.00</td>
<td>0.62</td>
<td>0.50</td>
</tr>
<tr>
<td>CH(^4*)</td>
<td>0.71</td>
<td>0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>HCO(^*)</td>
<td>0.81</td>
<td>0.81</td>
<td>0.43</td>
</tr>
<tr>
<td>H(^+)</td>
<td>-0.10</td>
<td>-0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>CO(^*)</td>
<td>-0.28</td>
<td>-0.32</td>
<td>0.46</td>
</tr>
<tr>
<td>O(^*)</td>
<td>-0.18</td>
<td>-0.37</td>
<td>1.00</td>
</tr>
<tr>
<td>OH(^*)</td>
<td>-0.24</td>
<td>-0.73</td>
<td>0.50</td>
</tr>
</tbody>
</table>

\[\text{Figure 2. (Color online) Reaction energy change during the methane oxidation process on terrace surfaces evaluated by using scaling relations for many transition metals. The most promising candidates from an energetic viewpoint are shown with full lines.}\]
trivial to obtain the uncertainty of the position of the volcano peak. A rough estimate finds the uncertainty of the volcano peak to be 0.4 eV. Furthermore, it should be noted that in the energetic picture we neglect the influence of the pressure of gas-phase molecules. However, this effect is minor. For example, changing the pressure of H₂O by 3 orders of magnitude only affects the energetics of the water formation Reaction “7” by 0.2 eV at 900 K and the oxygen delivery Reaction “x” is changed by 0.1 eV. The energetic analysis shows the strength of the scaling methodology. Provided by a proper model and the determination of an appropriate activity descriptor, the region of good catalysts can be determined. This can subsequently be used in a search for interesting alloys guided by the volcano optimum in terms of easily calculated DFT values or estimated by a simple linear interpolation scheme.

Kinetic modeling.—The analysis of reaction energetics provides insight into necessary but perhaps not sufficient aspects of the reaction. It is a fast way to roughly rank the catalytic activities of the different metals. However, the calculation of rates and detailed comparison between the catalysts cannot be done directly within this analysis. To calculate the reaction rates, it is necessary to know the reaction barriers and include intermediate coverages into the models.

BEP relations.—The computational process of calculating reaction barriers is tedious, cumbersome, and can only be applied to known materials. It is at least an order of magnitude more computationally demanding than determining reaction energies. Thus it would not be consistent with the simple scaling picture to carry out such detailed calculations for many systems. Fortunately, the activation energy $E_a$ of a given surface reaction step is often found to scale linearly with the reaction energy $\Delta E$.

Such linear relationships are known as Brønsted–Evans–Polanyi (BEP) relations and have the form $E_a = \alpha \Delta E + \beta$, where $\alpha$ and $\beta$ are parameters obtained by fitting calculated barriers and adsorption energies.

Based on the TSs found over Ni we establish the approximate BEP relationships for the relevant reaction steps using a constrained minimization technique (CMT). In the CMT, initial configuration of the surface adsorbed molecules with a single stretched bond closely resembling the TS configuration on Ni, is relaxed. Subsequently the bond is stretched and compressed. Hereby the TS and the barrier for an elementary step are determined. The figures of the established BEP lines are shown in the supplementary materials, and the BEP coefficients of the elementary reactions are given in Table V. In the table, the offset value $\beta$ is calibrated for each elementary reaction such that the activation energy of Ni is reproduced.

All the necessary quantities for describing the kinetics of the reaction processes are therefore now given in terms of the carbon and oxygen adsorption energies, which opens up for a trend description in terms of actual reaction rates.

Rate constants and equilibrium constants.—The energetic description including the barriers of elementary reaction steps, augmented with the thermodynamic corrections, now enables us to construct kinetic models. Explicitly, the equilibrium constant ($K_i$) of a quasi-equilibrated elementary step $i$ is related to the standard free-energy change ($\Delta G_{i}^{\circ,T}$) of the step as

$$\ln K_i = \frac{\Delta G_{i}^{\circ,T}}{RT}$$

Table V. BEP coefficients for elementary reaction steps. The slopes $\alpha_{BEP}$ are found by the constrained minimization technique, and the offset parameters $\beta_{BEP}$ are calibrated to reproduce the energies of activation of Ni.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$\alpha_{BEP}$</th>
<th>$\beta_{BEP}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₂(g) + 2$^<em>$ → CH₂$^</em>$ + H$^*$</td>
<td>0.61</td>
<td>0.81</td>
</tr>
<tr>
<td>CH₃$^<em>$ + $^</em>$ → CH₂$^<em>$ + H$^</em>$</td>
<td>0.83</td>
<td>0.96</td>
</tr>
<tr>
<td>C$^<em>$ + O$^</em>$ → CO$^<em>$ + $^</em>$</td>
<td>0.86</td>
<td>0.81</td>
</tr>
<tr>
<td>CH$^<em>$ + $^</em>$ → H$^<em>$ + CO$^</em>$</td>
<td>0.87</td>
<td>0.81</td>
</tr>
<tr>
<td>CH$^<em>$ + O$^</em>$ → HCO$^<em>$ + $^</em>$</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td>HCO$^<em>$ + $^</em>$ → H$^<em>$ + CO$^</em>$</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td>O$^<em>$ + H$^</em>$ → OH$^<em>$ + $^</em>$</td>
<td>0.38</td>
<td>0.41</td>
</tr>
<tr>
<td>OH$^<em>$ + H$^</em>$ → H₂O(g) + 2$^*$</td>
<td>0.43</td>
<td>0.52</td>
</tr>
</tbody>
</table>
In the TS theory, the rate constant is slightly negative during the reaction process. This approach is very useful for small then approximated by the forward rate of the slowest reaction step the steps are assumed quasi-equilibrated. The overall reaction rate is each of the elementary steps as a RDS in sequence, while the rest of the steps on the same footing and ignores the energy barriers for the energetic analysis presented earlier treats all the microscopic activities. The approach allows us to estimate the rate-limiting reaction constants of the elementary reactions can be expressed in terms of /H20849

\[ k_i = k_i^0 \exp\left(-\frac{\Delta G_i^{\ddagger}}{RT}\right) \]  

[4]

In the TS theory, the rate constant \( k_i \) reads

\[ k_i^0 = \frac{k_i^0 T}{h} \exp\left(-\frac{G_i^{\ddagger}}{k_i T}\right) \]  

[5]

where \( G_i^{\ddagger} \) is the free energy of activation either in the forward (+) or backward (−) direction. Finally, we note that the equilibrium constants of the elementary reactions can be expressed in terms of the forward and backward rate constants as

\[ K_i = \frac{k_i}{k_i^0} \]  

[6]

The energetic analysis presented earlier treats all the microscopic steps on the same footing and ignores the energy barriers for the specific reaction steps. Also the effects of intermediate coverages are ignored. To get a grip of the kinetics of the oxidation process, we approximate the full kinetic description by an analysis of the exchange kinetics at zero overpotential. This analysis essentially treats each of the elementary steps as a RDS in sequence, while the rest of the steps are assumed quasi-equilibrated. The overall reaction rate is then approximated by the forward rate of the slowest reaction step during the reaction process. This approach is very useful for small driving forces (where the overall free energy of reaction is only slightly negative), in which case well-defined chemical potentials can be assigned to all reactants, products, and surface adsorbed species. The approach allows us to estimate the rate-limiting reaction steps during the reaction process and reveals the candidates that are most likely to be good catalysts.

In the Electrolyte oxygen delivery potential section, we found the oxygen delivery potential to be

\[ \Delta G_{\text{ano}}(O^{2−} \rightarrow O^+ + 2e^−) = \Delta G(\frac{1}{2}CO_2 + \frac{1}{2}H_2O^+ \rightarrow O^+ + \frac{1}{2}CH_4) − 2e\eta \]  

[7]

We assume the delivery step to be quasi-equilibrated such that the oxygen coverage \( \theta_O \) can be related to the coverage of free sites \( \theta_s \) as

\[ \theta_O = K_{\text{ano}}(p_H, p_{CO}, p_{CH_4})^{1/4} \theta_s = \gamma_O \theta_s \]

where the equilibrium constant \( K_{\text{ano}} \) is found by applying Eq. 4 on the anode delivery potential.

The rate equations for the remaining steps are shown in Table VI.

<table>
<thead>
<tr>
<th>RDS, i</th>
<th>( r_i )</th>
<th>( r_{RDS, i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>2</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>3</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>4</td>
<td>( k_i^0 \theta_{H} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>5</td>
<td>( k_i^0 \theta_{H} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>6</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>7</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>8</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
<td>( k_i^0 \theta_{CO} \theta_{H} \theta_{H}^4 )</td>
</tr>
</tbody>
</table>

Finally, the overall exchange rate \( r_s \) is given by

\[ r_s = \min_i r_{RDS, i} \]

Exchange activity landscapes.— We have mapped out the methane oxidation activity using the scaling relations to determine the reaction energy differences and BEP relations to find the reaction barriers. The potential energy diagram for all the surfaces in terms of the oxygen and carbon binding strength can thus be established. The potential energy diagrams are input to the kinetic method used to calculate the overall reaction rates for a range of carbon and oxygen adsorption energies. We have plotted such activity landscapes at standard pressures in Fig. 4. The activity is divided into regions, showing the overall RDSs, and we observe that closest to the activity optimum, the first methane dehydrogenation step, the CO forming step (alternatively the HCO forming step), and the H₂O forming exchange activity plots in the single RDS approximation.

\[ \log_{10}(r) \text{ of the exchange turnover frequency} \]

\[ \text{is mapped out in terms of the carbon and oxygen surface adsorption strengths for all the mechanisms and all surface types. Furthermore, the} \]

\[ \text{activity plots are divided into regions, where different RDSs limit the activity. These regions are shown with} \]

\[ \text{white boundaries, and the reaction pathway identifier denotes the associated limiting step.} \]

---

**Table VI. Rate equations for all elementary steps along both reaction pathways.**

<table>
<thead>
<tr>
<th>C + O pathway</th>
<th>CH + O pathway</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( r_1 = k_1^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>2</td>
<td>( r_2 = k_2^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>3</td>
<td>( r_3 = k_3^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>4</td>
<td>( r_4 = k_4^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>5</td>
<td>( r_5 = k_5^0 \theta_{Ch} \theta_{H}^4 )</td>
</tr>
<tr>
<td>6</td>
<td>( r_6 = k_6^0 \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>7</td>
<td>( r_7 = k_7^0 \theta_{H} \theta_{H}^4 )</td>
</tr>
<tr>
<td>8</td>
<td>( r_8 = k_8^0 \theta_{H} \theta_{H}^4 )</td>
</tr>
</tbody>
</table>

**Figure 4.** (Color online) Exchange activity plots in the single RDS approximation. Log\(_{10}\) of the exchange turnover frequency is mapped out in terms of the carbon and oxygen surface adsorption strengths for all the mechanisms and all surface types. Furthermore, the activity plots are divided into regions, where different RDSs limit the activity. These regions are shown with white boundaries, and the reaction pathway identifier denotes the associated limiting step.
step can be considered as RDSs. It should be noted that the second slowest step (e.g., over Ni) is typically 2 orders of magnitude faster than the slowest step. This justifies the quasi-equilibrium approximations for the remaining reaction steps.

For both mechanisms over both steps and terraces, Ru, Ir, Co, Ni, and Rh show up as the best elemental candidates. Especially noteworthy is Ru, which for all pathways considered consistently outperforms the other metals. We note that the most promising materials closely match the optimal candidates found by the energetic activity-descriptor analysis. However, the exchange kinetics suggests contrary to the energetic activity-descriptor analysis that the carbon adsorption energy of the optimal materials closely matches the optimum. Thus in the exchange activity analysis, the competition between carbon coverage and the lowering of the methane activation barrier moves the volcano peak toward weaker C-binding regimes. A comparison of Fig. 3 and 4 reveals that the predicted reaction steps ascribed to the regimes of lowest activity are heavily influenced by the chosen approach for describing the activity. For instance, for the C + O pathway on stepped surfaces, the energetic analysis finds that in the regime of weak carbon and oxygen binding strengths the first dehydrogenation step limits the activity. The CO formation step becomes limiting for strong carbon and oxygen binding regimes. In contrast, the dehydrogenation step in the kinetic analysis is strongly inhibited by lack of free sites in the regime of strong carbon and oxygen binding affinities, while the increasing reaction barrier for both the CO formation and dehydrogenation step for lower oxygen and carbon binding strengths influences the CO formation step the most, as this step contrary to the dehydrogenation step benefits from an increased coverage. This emphasizes the importance of including the effects of the coverages in the analysis.

The hydrogen oxidation kinetics is strongly influenced by the pressure conditions. Likewise pressure conditions also influence the kinetics of the methane oxidation. In Fig. 5 we see the changes in the optimum position when the pressure of CH₄, CO₂, and H₂ changed from standard conditions to 1 mbar each. The pressure of H₂O has the largest impact, where the optimum is moved 0.5 eV and peaks close to Co, while the impact of CH₄ and CO₂ is less pronounced. A reduction in the pressures of the product gases favors materials that bind oxygen stronger than Co and Fe; however, these materials tend to oxidize and thus may not be strong candidates under fuel cell operation conditions.

Over the terraces, the hypothetical optimal catalyst is less active than it would be over the steps, and the catalyst materials need to bind carbon slightly stronger to reach the optimum. The stronger carbon binding of the undercoordinated surfaces aids the methane activation, and these turn out to be more active and actually reach the peak of the volcano.

A closer inspection of the rates of the dominant reaction candidates (Ni, Ru, Rh, Ir, Pd, and Pt) reveals the CH + O mechanism to be the more dominant mechanism on the terrace. However, the rates at the terraces are typically 2 orders of magnitude slower than the rates for the C + O mechanism that is the dominant mechanism on the undercoordinated surfaces. This suggests that the steps determine the total reaction rate. However, one has to bear in mind that terrace sites typically are an order of magnitude more abundant than the step sites for larger nanoparticles, and step sites could be poisoned by trace amounts of sulfur.

Discussion

We have summarized the methane oxidation process in terms of simple descriptors and furthermore investigated different reaction pathways. For all considered models and surfaces, Ru, Ni, Rh, and Co consistently appear to be strong SOFC anode candidates. In particular, Ru is at the very top of the volcano for all considered pathways and thus is very robust with respect to changes in the catalytic pathway. However, reducing the pressures of the gas-phase products moves the optimum toward materials that bind oxygen stronger than Co.

The analysis only depends on the carbon and oxygen adsorption
potentials. It does not consider thermal stability, resistance toward contamination (coking, sulfuration, or oxidation), expansion coefficients, and price, which naturally may discard some of the considered materials.

The method only focuses on optimizing the elemental surface reactions, which proves a necessary but not necessarily sufficient condition for optimal performance. For instance, in the regime close to the peak of the volcano (Rh, Ni, Ru, and Co), the surface processes might already be optimized compared to other possible rate-limiting processes in the SOFC such as charge-transfer processes or surface and bulk processes at the electrolyte. For hydrogen oxidation on Ni there is experimental evidence that charge-transfer processes are rate-limiting,35 and that the relevant process is the hydrogen spillover process. Hydrogen oxidation on Pt is found to follow the oxygen spillover mechanism.35 This is consistent with the trend description of the hydrogen oxidation reaction in Ref. 8 and 9, where the processes over surface processes of Pt and Ni are far from and close to optimal, respectively. The fact that the trend description agrees with the trend description does not account for all of the possible scenarios taking place under the methane oxidation process, it is believed that it at least aids in optimizing the surface processes. The simple description, however crude it might appear, is also the strength of the analysis. It confirms that Ni is close to the top of the volcano and points to Ru, Rh, and Co as other active candidates. However, because the material essentially only needs to reproduce the carbon and oxygen binding strength of the model, it also allows us to search for materials that are more resistant toward sulfur poisoning or coking than Ni and less costly than, for instance, Ru, Rh, and Co. This can be done in terms of alloying, and simple linear interpolation schemes have already been applied36 to estimate the binding strengths on alloys.

Conclusion

We have investigated the high temperature electrochemical methane oxidation process from the perspective of “classical” heterogeneous catalysis. With extensive use of scaling relations for the reaction energetics, and BEP relations for the reaction barriers as well as appropriate thermodynamic corrections, we have analyzed the kinetics of methane oxidation in terms of the oxygen and carbon adsorption energies. This analysis can be represented as activity volcanoes, where we, at standard pressures, find Ru to be a near optimal catalyst. We have assumed an oxygen spillover pathway and only optimize surface reaction processes. This is a necessary but not sufficient analysis as at the peak of the volcano other processes may limit the rate. However, recent experimental evidence finds that Ni doped with small amounts of Ru enhances the activity for oxidation of higher carbohydrates.35 This suggests that the surface processes are not fully optimized even close to the peak of the volcanoes.

Finally, the presented analysis suggests that the reaction preferentially takes place at undercoordinated sites. For the reaction to take place at close-packed surfaces the CO formation can only be accomplished through the formation of a HCO intermediate.
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