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Precise Time-of-Flight Calculation For 3-D Synthetic Aperture Focusing

Henrik Andresen, Svetoslav Ivanov Nikolov, and Jørgen Arendt Jensen

Abstract—Conventional linear arrays can be used for 3-D ultrasound imaging by moving the array in the elevation direction and stacking the planes in a volume. The point-spread function is larger in the elevation plane, because the aperture is smaller and has a fixed elevation focus. Resolution improvements in elevation can be achieved by applying synthetic aperture focusing to the beamformed-in-plane RF data. The proposed method uses a virtual source placed at the elevation focus for postbeamforming. This has previously been done in 2 steps, in-plane focusing followed by synthetic aperture postfocusing in elevation, due to lack of a simple expression for the exact time of flight. This paper presents a new single step method for calculating the time of flight for a 3-D case using a linear array. The new method is more flexible and is able to beamform a fewer number of points much more efficiently. The method is evaluated using both simulated data and phantom measurements using the RASMUS experimental scanner. Computational cost of the method is higher than the 2-step method for a full volume beamforming, but it allows for a reduction of an order-of-magnitude if 3 planes are used for real-time visualization. In addition, the need for a temporary storage of beamformed data is removed.

I. INTRODUCTION

In ultrasound, 3-D volume acquisition has long been desired for several reasons. A full volume of an organ or vascular section can help visualize defects and ailments. More important is the ability to reduce operator dependence on the ultrasound scan. For 2-D ultrasound scanings, only a single slice is visible, and the exact outcome is largely dependent on the physician being able to control the orientation of the scan-plane. With a 3-D volume, the scan-plane can be changed by the physician after the scan is complete, allowing for a better diagnosis that reduces the necessity of additional examinations of patients.

Two basic ways to acquire 3-D images exist: using a 2-D array [1] or a mechanically moved 1-D array. The use of linear array transducers to acquire 3-D volume ultrasound (US) images is more common than 2-D array acquisition. A linear array is readily commercially available, has relatively few elements, and can be used with modern ultrasound scanners. A drawback is that the array must be mechanically moved for a volume acquisition, increasing acquisition time. With linear arrays, 3-D volume acquisition has traditionally been done by imaging one plane and moving the transducer, creating the 3-D volume by stacking individual planes. These volumes have good lateral and depth resolution, but poor elevation resolution and contrast because of the small elevation aperture size. Another drawback is increased acquisition time due to the large increase in scan-lines. Possible solutions are proposed by [2], [3].

Using a synthetic aperture (SA) focusing technique to improve the elevation resolution of a fixed focus transducer has been shown feasible in [4]. This has further been used in [5]–[7] with linear and phased-array transducers, to allow for both lateral and elevation focusing. These works have shown a significant increase in elevation resolution, contrast, and signal-to-noise ratio (SNR) when applying a 2-step elevation beamforming method. The 2-step method assumes that the individual emissions for creating the high-resolution image planes can be combined into a single plane. If the transducer is continually moving, a new plane must be beamformed for each emission, increasing the cost of creating the intermediate data and the cost of postbeamforming. The initial in-plane beamforming can be performed by either conventional B-mode beamforming or SA focusing, where SA focusing has been used for a variety of different approaches [8]–[13].

The method presented in this paper calculates the time of flight (ToF) in a single step for a given point in 3-D space, using a moving linear array with a fixed elevation focus. This removes the need for doing the beamforming in 2 steps, which has several advantages. The beamforming does not rely on an intermediate data set, which for moving transducers can become very large, and only requires a single interpolation of data. The method is fully scalable with the final number of imaging points, allowing a full 3-D focusing for a single plane to be calculated very effectively. The 2-step method is largely invariant in processing requirements regardless of the desired number of beamformed points.

Section II describes the equations and theory used in the ToF-calculation, and Section III considers the processing requirement for different beamforming options. The measurement setup is described in Section IV, and Section V shows the results from both simulation and measurements. The paper concludes in Section VI.

II. TIME-OF-FLIGHT CALCULATION

SA focusing applied to linear arrays is traditionally done by calculating the ToF for a spherical wave emanating
from a single point, allowing each emission to contribute to the focusing of the entire insonified region. Because SA has an inherently low SNR, virtual sources (Vs) [14]–[17] and frequency modulation [18] are used to increase the emitted energy. For 2-D images, a simple geometric model with a transmitting element, a point of interest, and a set of receive elements are used to generate a low-resolution image. The transmitted wave has a propagation in the elevation plane dependent on the geometry of the physical elements. This results in information of a small volume to be contained in the received pulse-echo signal. For 2-D imaging, the contribution from the elevation plane slice is effectively averaged, giving a poor elevation resolution compared with lateral and axial. By moving the linear array, a monostatic sampling of a larger array in the elevation direction is acquired.

Previous methods use first in-plane beamforming, where the beamformed lines have to be sampled according to the Nyquist criterion. The method presented here calculates the direct ToF for a given 3-D point. Points outside the acceptance angles of the virtual sources are not valid and will be discarded. In the description and in figures, \( x, y, \) and \( z \) are used to denote lateral, elevation, and axial directions, respectively.

The method of calculating the ToF uses 2 virtual sources, one in the lateral and one in the elevation direction. The lateral VS, denoted \( \text{VS}_{\text{lat}} \), is placed at the transmit VS used to increase SNR in SA focusing, and the elevation VS, denoted \( \text{VS}_{\text{ele}} \), is placed at the elevation focus depth of the transducer and used to increase elevation resolution. The process is shown stepwise in Figs. 1 and 2. The desired beamformed point is denoted \( \mathbf{r}_p \), the dotted lines show the acceptance angle for \( \text{VS}_{\text{lat}} \), and the dashed lines show the acceptance angle for \( \text{VS}_{\text{ele}} \). The first part of the method projects the point \( \mathbf{r}_p \) onto the \( xz \)-plane (lateral–depth) by letting the depth of the point \( \mathbf{r}_v \) equal the distance traveled by the sound from the transducer to \( \mathbf{r}_p \) and to \( \mathbf{r}_{v_{\text{proj}}} \) on the \( yz \)-plane. This is calculated by placing \( \text{VS}_{\text{ele}} \) on the same lateral position as \( \mathbf{r}_p \).

The depth of the new point will be given by

\[
 z_{\text{proj}} = \sqrt{r_{p,y}^2 + (r_{p,z} - \text{VS}_{\text{ele},z})^2} \cdot \text{sign}(r_{p,z} - \text{VS}_{\text{ele},z}) + \text{VS}_{\text{ele},z} \tag{1}
\]

where \( r_{p,y}, r_{p,z} \) is the elevation and depth position of \( \mathbf{r}_p \) relative to the transducer and \( \text{VS}_{\text{ele},z} \) is the depth of the elevation VS. This step is visualized in Fig. 1. The virtual point, denoted \( \mathbf{r}_{v_{\text{proj}}} \), will have the coordinates \( (r_{p,x}, 0, r_{v_{\text{proj}}}) \). This virtual point is used for the ToF calculation using in-plane SA focusing. The equation for the total ToF for a transmission to the \( m \)th receive element is given by

\[
 t_{\text{ToF},m} = \frac{|\mathbf{r}_v - \text{VS}_{\text{lat}}| + |\mathbf{r}_v - \mathbf{r}_{\text{recv},m}|}{c},
\]

where \( \text{VS}_{\text{lat}} \) is the position of the transmit VS, \( \mathbf{r}_{\text{recv},m} \) is the position of the \( m \)th receiving element, and \( c \) is the speed of sound. The path is shown by the solid line in Fig. 2. The signal amplitude for a single point is given by summing the received signals at the time instances calculated by (2), which yields
where $a_{j,m,n}$ is the apodization, and $g_{j,m,n}$ is the signal for the $m$th receive channel of the $n$th emission at the $j$th elevation position, $M$ is the number of receive elements, $N$ is the number of transmit VS, and $J$ is the number of elevation positions.

### III. Performance Considerations

A main difference between the previous 2-step approach and the proposed method is how many beamformed points are required and the amount of temporary data needed. A volume is often visualized in real-time using a single plane or 3 orthogonal planes. This will allow the proposed method to save processing power, because fewer resulting points are required. The 2-step approach is largely dependent on the amount of data sampled, with an increase in beamforming requirements for an increased resolution and sampling depth. The required lateral and axial sampling density for the first step is calculated from \[19\]. The required lateral sampling is

$$
\theta \leq \sin^{-1}\left(\frac{\lambda}{\left(1 + \frac{B_{rel}}{2}\right)D_{eff}}\right), \quad (4)
$$

where $\lambda$ is the wavelength, $B_{rel}$ is the $-6$ dB relative bandwidth, and $D_{eff}$ is the size of the effective aperture, which is the convolution of the transmit and receive aperture \[20\]. The number of axially beamformed points is required at a minimum of

$$
N = 4d\left(1 + \frac{B_{rel}}{2}\right)\frac{\lambda}{\lambda}, \quad (5)
$$

where $d$ is the sampling depth. These calculations will have to be done for each image plane used for the second postbeamforming step. The second beamforming step is usually 2 orders of magnitude lower in beamforming calculations due to the monostatic nature, so this will be ignored in the considerations. Each beamformed point requires interpolation, which will degrade the signal or add increased computational complexity if a higher order interpolation scheme is used in this step. The amount of beamforming required in the first step is invariant in relation to the resulting volume size. In addition, the beamformed data have to be stored temporarily between the 2 steps, adding an additional requirement on bandwidth. The total bandwidth required is equal to the number of points in each image plane in the first step. The number of planes depends on whether the transducer is moving or stationary during each plane acquisition. For stationary transducers, the planes for a single elevation position can be summed before post-beamforming. If the transducer is moving, each emission must be beamformed individually in elevation. The total number of bytes to transfer for the stationary case is

$$
B_{st} = N_{axial} \cdot N_{lat} \cdot N_{ele} \quad (6)
$$

where $N_{axial}$ is given by (5), $N_{lat}$ is calculated by the desired field of view (FOV), and (4), and $N_{ele}$ is the number of elevation positions. The bandwidth for the moving case is equal to

$$
B_{mov} = B_{st} \cdot N_{emiss} \quad (7)
$$

where $N_{emiss}$ is equal to the number of emissions per image plane.

The proposed method has a more elaborate beamforming scheme for each beamformed point, giving a larger number of points to be beamformed per emission. The total number of points can be reduced by applying an effective discretization to remove the points outside the elevation acceptance angle from the beamforming process. The discretization is trivial to calculate and negligible in the total computational cost.

For the beamforming of the images taken for this paper, a 7-MHz transducer with a 60% relative bandwidth was used, and a scan depth of 140 mm is required for pulse-compression for the 120 mm view depth. The transducer has $\lambda$ pitch, resulting in a requirement of 260 scan-lines for a 90°-sector scan, and $\approx$2800 samples axially. Table I shows the number of beamformed points required by both methods to perform elevation focusing for a full volume as well as for a single plane of the resulting volume. The numbers given are only the required beamformed points for the first step of the conventional method and do not contain any computational cost from interpolation or movement of data to a temporary storage.

This shows the new method has a higher computational cost for a full volume for the chosen setup, but it is able to beamform a single plane at a reduced cost. This will allow the method to be used advantageously if a visualization using, e.g., orthogonal planes is used. In addition to this, there is no need for a temporary storage. For the measured data, the temporary storage would be 438 MB using (6), assuming 16-bit data. If the transducer was moving continuously during acquisition, the storage would have to be increased to 28 GB using (7), because the individual emissions will not be able to be summed due to the difference in elevation position.

### IV. Measurement Setup

All measurements were done with the RASMUS experimental scanner and a precision positioning system (called...
the xyz-system), both available at the Center for Fast Ultrasound imaging (cFU). RASMUS is the abbreviation for the remotely accessible software configurable multi-channel ultrasound sampling system, and it was designed as a very flexible US system capable of transmitting arbitrary waveforms and storage of raw single channel data. A more detailed description is found in [21].

The full measurements were performed sequentially using a full imaging sequence for each elevation position. Each imaging sequence comprises 64 emissions. Each emission uses 7 elements for a defocused Virtual Source emission and 64 receive channels. The VS is placed just below the physical elements, but at the same lateral positions. The transducer is moved 0.09 mm, equal to 0.41 \( \lambda \) in the elevation directions between each image sequence for either 201 or 301 scan planes. The elevation movement is done using the xyz-system, which allows for a precise movement of the transducer, using a stepper motor with a step size of 5 \( \mu \)m. An increase in SNR is gained by using a nonlinear FM chirp, and pulse compression is attained with a time-inverted matched filter [22]–[25].

The transducer and in-plane scan sequence parameters are shown in Table II. The same scan sequence is used for simulation and scanning of a single point-spread-function (PSF) phantom and a cyst phantom. A total of 201 or 301 planes are acquired during a scan. After data acquisition, the data are beamformed offline according to (3).

\[ E_{\text{bias}}(\vec{r}_p) = \frac{1}{N} \sum_{n=1}^{N} t_n(\vec{r}_p) - t_{eq}(\vec{r}_p), \]  

(8)

where \( N \) is the number of receive channels, \( t_n(\vec{r}_p) \) is the time simulated by Field II, and \( t_{eq}(\vec{r}_p) \) is the time given by (2) calculated for the point \( \vec{r}_p \). The time simulated in Field II is calculated at the peak of the envelope of the pulse-echo signal. The SD is given by

\[ E_{SD}(\vec{r}_p) = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (t_n(\vec{r}_p) - t_{eq}(\vec{r}_p))^2}. \]  

(9)

The bias calculated from (8) for the proposed method is 0.090 \( \lambda \), and the SD is 0.005 \( \lambda \) for a 7 MHz pulse, equal to a SD phase shift of 1.8°. For the conventional 2-step method for the same point, the bias is 0.12 \( \lambda \), and the SD is 0.0945 \( \lambda \) equal to a 34.0° phase shift. The bias can be caused by the spatial extent and curvature of the array, because this is only zero at the exact focal point. In addition, the transmit VS will also introduce a small angle-dependent bias caused by the trailing wave. The reduction in SD indicates that the method is able to give a more accurate description of the ToF for an array.

The method’s ability to synthesize a larger aperture in elevation is evaluated from the full-width at half max (FWHM) and the main-lobe to side-lobe energy ratio (MMLSL) of both simulated and measured scatterers. The MMLSL ratio is given by

\[ V. \ \text{RESULTS} \]

The method is based on the ability to calculate an accurate ToF for an arbitrary scatterer within the acceptance angle of the transmit VS and the elevation focus. To evaluate this, a simulated pulse-echo response is compared with the value calculated by (2) for a single off-axis scatterer at a position of (25,8,75) mm relative to the transducer center. This result is assumed to be representative for the methods and will be used to show the ability of the new and old method to give an accurate expression for the actual ToF. All simulations use Field II [26], [27] to calculate the pulse-echo response. Fig. 3 shows the envelope of the simulated pulse-echo response for an off-axis point scatterer, and the estimated ToF is shown by a solid black line. A bias and standard deviation (SD) is calculated for the difference between the ToF from (2) and the Field II simulations. The bias is calculated by
where \( s(n) \) is the sampled PSF projected in the lateral direction, \( n_1 \) and \( n_2 \) is the index of the beginning and end of the main-lobe. The main-lobe is defined as the PSF above −40 dB. All PSFs are compared with the main-lobe of the elevation-focused PSF with the smallest elevation step size. This will avoid a poorer focusing giving a better MLSL ratio. A cyst phantom is used to measured the improvement of the contrast-to-noise ratio (CNR) in the lateral-depth plane, given by (11). The equation used is the same as given in [28]. For all measures, different stepping sizes in the elevation direction are investigated.

\[
\text{CNR} = \frac{|\mu_s - \mu_c|}{\sqrt{0.5 \cdot (\sigma_s^2 + \sigma_c^2)}},
\]

where \( \mu_s \) and \( \mu_c \) are the mean-value of the speckle and cyst area, respectively, and \( \sigma_s^2 \) and \( \sigma_c^2 \) are the variance of the speckle and cyst area.

A. Simulated Scatterers

In Fig. 4, the FWHM for scatterers at 20 to 120 mm of depths is shown. With no elevation focusing, a linear increase of the FWHM is seen as a function of depth. By applying 3-D focusing, the constant F# allows for a near constant FWHM. The conventional 2-step focusing method shows results similar to the 3-D focusing, but it has a slightly larger FWHM at deeper lying scatterers.

For different elevation stepping sizes, the effect on a simulated scatterer at 65 mm of depth is shown in Fig. 5. For a stepping size of 0.41 \( \lambda \) the side-lobes are below −60 dB, while for 2.05 \( \lambda \) stepping size they are below −50 dB. An increase of the elevation step size to 4.50 \( \lambda \) elevates the side-lobes to almost the same level as with no 3-D focusing. The FWHM is unchanged by the stepping size, because the width of the synthesized aperture is the same. A comparison of the lateral FWHM has a difference of 0.21%, which shows that no change is induced by the method.

The results of a larger analysis of the effect of different elevation step sizes are shown in Figs. 6 and 7. The FWHM is seen to increase very slowly when 3-D focusing is applied. This FWHM is almost the same regardless of step size, which is in accordance with the theory, because this is defined mostly by the size of the effective aperture. The MLSL is almost identical for 0.5 to 2 \( \lambda \) with a slight increase for lower step sizes. Above 2 \( \lambda \), the side-lobes become an increasing problem, and the MLSL ratio is decreased.

B. PSF Phantom

The PSF phantom is created by embedding a small diamond within a block of agar. This was placed at approximately 65 mm of depth and measured stepwise as described in Section IV. The amplitude projected in the lateral plane of the PSF is shown in Fig. 8. The measurements show a higher average of the side-lobes compared with the simulation as well as an asymmetric side-lobe amplitude. The asymmetry can be caused by a slight angling of the transducer, or because the scatterer is not perfectly below the center elevation position. The improvement in FWHM and MLSL when applying 3-D SA focusing is better for simulation, but the starting point is also poorer. The values for the specific scatterer are given in Table III.

A measurement of the FWHM at 65 mm in both the lateral and elevation direction for simulations and measurements at 65 mm of depth is shown in Table III. The ratio with and without 3-D focusing is 1.77 and 3.21 for
simulations and 1.44 and 5.19 for the measured PSF, resulting in a much more uniform PSF. This will allow a more homogeneous image to be obtained regardless of the viewing direction.

C. Cyst Phantom

A cyst-mimicking phantom, where the cyst is created with tubes, was scanned at an angle from the elevation direction of the tubes. Fig. 9 shows an image of the cyst with some homogeneous speckle on the left part. The cyst is almost not visible with a 40 dB dynamic range without elevation focusing and shows an improvement of 5.80 dB in CNR when applying 3-D SA focusing.

VI. Conclusion

The method shows the ability of calculating the ToF for a spherical sound wave emitted by a linear array transducer for any point within the acceptance angles of the VS defined by the transmit VS and the elevation focus VS. A bias of 0.090 \( \lambda \) and a standard deviation of the error of 0.0054 \( \lambda \) are found when comparing (2) to the simulated pulse-echo response of a single scatterer placed off-axis. This is an improvement compared with the standard deviation of the 2-step method, which is at 0.0945 \( \lambda \) for the same scatterer.

The method shows the ability of maintaining a constant F\# in the elevation direction allowing an almost constant FWHM. For a simulated scatterer at 70 mm deep, the elevation FWHM is 3.39 mm with conventional imaging and 1.58 mm with 3-D SA focusing. The MLSL is 9.79 dB with conventional imaging and 14.64 dB with 3-D SA focusing.
During a measurement on a PSF phantom containing a small diamond, the FWHM was 6.39 mm and 1.77 mm with and without 3-D SA focusing, and the MSL was 1.09 dB and 13.08 dB. The measurement showed a greater improvement than the simulations, although the starting position was poorer.

Finally the method was applied to a 3-D volume scan of a cyst phantom, where the ability to improve the contrast in the conventional imaging plane was evaluated, and an improvement of 5.80 in CNR was found for a 4 mm water-filled cyst.

The method allows for a more flexible implementation than previous methods. For a 3-plane visualization of a volume, the method allows a reduction of an order-of-magnitude in required beamformed points compared with previous methods. Also, the method only requires a single interpolation step and removes the requirement of an intermediate storage of beamformed data.
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