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Abstract—If the calculation of the critical length is based on the expurgated exponent, the length becomes nonzero for low error probabilities. This result applies to typical long codes, but it may also be useful for modeling error events in specific codes.
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I. INTRODUCTION

In the analysis of concatenated codes and other systems combining convolutional codes with multiplexing or other stages of coding it is important to know the distribution of error events after decoding of the convolutional code. For a specific code this distribution can be simulated or calculated from the weight generating function of the code and the properties of the channel [1]. However, it is of interest to compare these results to general properties of error patterns by considering the performance of average codes of sufficiently large constraint length.

The analysis of error-correcting codes through the error exponents for randomly chosen codes is a classical technique in information theory [2]. Following this tradition, Forney [3] introduced the concept of the critical length for long convolutional codes as the length of the error events that dominate the lower bound on error probability. This analysis, which also appears in Viterbi and Omura’s text [1], indicates that for rates below $R_0$ the critical length is zero. However, for typical binary codes, the critical length is determined by the length of the minimum-weight codewords, and consequently it is greater than zero. For higher rates, the error events are longer, and the bound on error probability is known to be tight.

In Section II, we discuss the derivation of error exponents for convolutional codes, and make some comments on the relationship between distances and error exponents. In Section III, the correction to the critical length is presented, and in Section IV the critical length is derived as a function of the signal-to-noise ratio. In Section V the exponential decrease in probability for long burst is analyzed and finally, in Section VI, the results of the asymptotic analysis are compared to simulated and calculated results for a specific code with moderate memory.

II. ERROR EXPONENTS FOR BLOCK CODES AND CONVOLUTIONAL CODES

For simplicity we shall discuss only the performance on the binary-symmetric channel (BSC) and the additive white Gaussian noise channel (AWGN). For long codes, the error probability of block codes and convolutional codes is upper-bounded in terms of the error exponents. Usually the exponents are derived for general memoryless channels and later specialized to BSC and other simple cases. This approach may obscure the arguments. However, we shall not give a simplified derivation but rather give a few comments interpreting the
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derivations and the properties of the exponents. For block codes with rate $R = k/N$ we have

$$P(E) \leq a \cdot 2^{-NE(R)}$$  \hspace{1cm} (1)

where $a$ is a constant. For convolutional codes with rate $r = k/n$ and memory $M$

$$P(E) \leq a(n) \cdot 2^{-aMn(r)}$$  \hspace{1cm} (2)

where $a(n)$ is a nonexponential function. The error exponents are discussed in [1], [2], and many other books.

The easiest part of the error exponent decreases linearly with the rate of the code and reaches zero at $R_0$. This follows from the union bound applied to an ensemble of randomly chosen codes.

$$E(R) = E(0) - R = 1 - \log_2(1 + Z) - R = R_0 - R$$

BSC: $Z = 2\sqrt{p(1-p)}$  \hspace{1cm} (3)

AWGN: $Z = \exp(-E_s/N_0)$.

For high rates the bound may be improved so that nonzero exponents are obtained for rates up to the channel capacity (see Fig. 1). For the BSC we have

$$E_{aw}(R) = T(p, \delta) - H(\delta)$$

$$= -\delta \log_2 p - (1 - \delta) \log_2(1 - p) - 1 + R$$  \hspace{1cm} (4)

since

$$T(p, \delta) = -\delta \log_2 p - (1 - \delta) \log_2(1 - p)$$

$$H(\delta) = 1 - R.$$  \hspace{1cm} (5)

where $\delta_{min}/N = H^{-1}(1 - R)$ is the Gilbert bound.

In [3] Forney presented a technique of fundamental importance for the analysis of convolutional codes. After a certain number of information symbols, the code is terminated by making the input zero until the encoder has returned to the zero state. In this way a block code is obtained, and the performance of the convolutional code may be bounded by considering such a sequence of block codes of increasing length and rate. In this way the distances and error exponents for convolutional codes may be derived from known results for block codes. The following construction (named the inverse concatenation construction by Forney) may be applied to a graph of the block code exponents: A tangent to the block code bound at the point corresponding to rate $R$ intersects the rate axis in $(r, 0)$ where $r$ is the rate of the convolutional code. The intersection with the exponent/distance axis gives the performance bound for the convolutional code.

III. THE CRITICAL LENGTH

For a given channel and a convolutional code of rate $r$, the inverse concatenation construction gives the rate, $\lambda_{crit} = (1 - \theta_{crit})r$, of the critical block code, and thus the number of information symbols in the critical error events. (In the literature the term $R_{crit}$ refers to the rate where the straight-line bound and the high-rate bound for the block-code error exponents meet). The critical length is determined by normalizing with respect to $M$

$$L_{crit} = \frac{R_{crit}}{M} = \frac{\lambda_{crit}}{r - \lambda_{crit}} = \frac{1 - \theta_{crit}}{\theta_{crit}}$$  \hspace{1cm} (6)

where $M$ is the memory of the convolutional code and $K_{crit}$ the dimension of the critical block code; this definition is a mix of the definitions used in [1] and [3]. The performance of the convolutional code is close to the performance of the critical block code.

If the construction is based on the random coding exponent, the critical length equals 0 for all rates below $R_0$. However, this result is based on the existence of codewords of very low weight in some codes (on the average less than one). For typical codes, the expurgated exponent should be used, and the critical length becomes a positive function which increases with increasing rate. For $r = R_0$ there is still a discontinuity in the critical length due to the straight line portion of the error exponent. The critical length for a fixed channel as function of the rate $r$ is shown in Fig. 2.

For rates $r < R_0$, this derivation of the critical length also relates the error events to the codewords of minimal weight. The codewords of weight $d_{max}$ are minimum-weight codewords in the critical block code, and the critical length is seen to increase with the rate of
the convolutional code. This property of the distances was clearly not in agreement with the result that the error probability should be dominated by error events of length 0.

IV. PERFORMANCE AS A FUNCTION OF THE ERROR PROBABILITY

While error exponents and related results are usually given as functions of the code rate in the information theory literature, it is customary in communications to fix the code and study the performance as a function of the signal-to-noise ratio (SNR). For the binary-symmetric channel, we may consider the performance of the burst length, shorter bursts occur with smaller probabilities. Considering the sequence of block codes obtained by terminating the convolutional code, the critical block code is the first one with a minimum equal to \( d_{	ext{free}} \), and thus the same code for all small error probabilities. At the error probability which makes \( R_0 \) for the channel equal \( r \), there is a discontinuous increase of the critical length. The critical length for a fixed rate \( r = 1/4 \) and a BSC is shown in Fig. 3.

V. DISTRIBUTION OF THE BURST LENGTH

In simulations of decoding systems it is sometimes assumed that the length of the error events approximately follows a geometric distribution. While the exponential decrease in probability is a very good approximation for bursts of length greater than the critical length, shorter bursts occur with smaller probabilities.

The exponent in the burst length distribution may be found by considering the error probability for the various terminated codes. The following derivation shows that the exponent for the decrease in probability with increasing burst length is approximately the block code error exponent divided by the rate of the code.

The probability of a burst of length \( K \) information symbols may be obtained from the block code error exponents for codes with dimension \( K \) and length \( N = (K + M)/r \) \cite{1}, \cite{3}.

VI. ERROR EVENTS IN SPECIFIC CODE

For large \( K, R \sim r \) and \( M/(K + M) \to 0 \). Thus the exponent becomes simply

\[
\log_2 \frac{P(K + 1)}{P(K)} = -\frac{E(r)}{r}.
\]

The exact weight enumerator polynomial for words of a given length is found by iterative multiplication with a submatrix from the transition matrix \( W(i, j) \), \( i, j = 0, 1, \ldots, M - 1 \) representing the output corresponding to the transition from state \( i \) to \( j \), as

\[
P_d = \begin{cases} 
\sum_{k=(d+1)/2}^{d} \binom{d}{k} p^k (1 - p)^{d-k}, & d \text{ odd} \\
\frac{1}{2} \binom{d}{\frac{d}{2}} p^{\frac{d}{2}} (1 - p)^{\frac{d}{2}} + \sum_{k=d/2+1}^{d} \binom{d}{k} p^k (1 - p)^{d-k}, & d \text{ even}.
\end{cases}
\]
described in [4]. The transition matrix $W$ is defined as $W(i, j) = 0$ for the impossible transitions and $W(i, j)$ equal to $Z$ raised to the weight of the corresponding output for the possible transitions. Since the words are measured as paths starting and ending in the zero state with no intermediate returns only a submatrix of $W$ is used, $W'(i, j)$, $i, j = 1, 2, \ldots, M - 1$, representing the transitions between the nonzero states. The weight enumerator for words of length $L$ is now found as

$$T_L(Z) = a \cdot (W')^{L+M-2} \cdot b$$

(10)

where $a$ represents the initial 1, i.e., $a(j) = W(0, j)$, $j = 1, 2, \ldots, M - 1$, and $b$ represents the final 1, i.e., $b(i) = W(i, 0)$, $i = 1, 2, \ldots, M - 1$.

Simulations were made at two signal-to-noise ratios, $E_s/N_0 = -2.6$ dB and $E_s/N_0 = -1.6$ dB. The calculations are presented for $E_s/N_0 = -1.6$ dB, and $E_s/N_0 = -0.6$ dB. At $-1.6$ dB, which is just above $R_0$, comparison between the simulated and the calculated distribution shows that the union bound is not very tight at this point. However, at $E_s/N_0 = -0.6$ dB we believe that the bound is tight and the calculated distribution is correct. The complete burst distributions are shown in Figs. 4–6.

We will now make a comparison between the results from the asymptotic analysis and the actual simulated values. At $E_s/N_0 = -2.6$ dB, where $r > R_0$, we found the average burst length to be 13.5 bits. The corresponding critical length is 1.63, giving 16.3 bits for the $M = 10$ code. The reduction in burst probability going from 40 to 50 bits is approximately 0.33. For $K = 40$ we have $N = (K+M)/r = 200$ and $R = 0.20$, for $K = 50$ we have $N = 240$ and $R = 0.21$. We calculate the decrease in the probability as $2^{-210 \times E_{b} / 0.21} = 0.32$. For long bursts we have the asymptotic value from (8), $P(K+1)/P(K) = 0.94$, which for an increase of 10 bits gives $P(K+10)/P(K) = 0.53$. At $E_s/N_0 = -1.6$ dB, where $r < R_0$, we found the average burst length to be 8.5 bits. The corresponding critical length is 0.12. The reduction in burst probability going from 20 to 30 bits is 0.18, while $2^{-210 \times E_{b} / 0.18} = 0.34$. The asymptotic value from (8) is $P(K+1)/P(K) = 0.87$, and $P(K+10)/P(K) = 0.24$. For the calculated distribution at $E_s/N_0 = -0.6$ dB we have the average burst length 6.4, while the critical length is still 0.12.

We must conclude that the asymptotic analysis only gives an indication of the actual burst distribution for codes with moderate memory, like the $M = 10$ code. In this case the average burst length will not follow the discontinuous function from Fig. 3, but be continuously increasing. Also the asymptotic value for high SNR’s is above the 1.2 found from the analysis. The average burst length for the $M = 10$ code has an asymptotic value of 3, determined by the four minimum-weight words. However, the analysis still provides some useful information for the comprehension of the distribution of error events after the convolutional code.
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