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Most acoustic measurements are based on an assumption of ideal conditions. One such ideal condition is a diffuse and reverberant field. In practice, a perfectly diffuse sound field cannot be achieved in a reverberation chamber. Uneven incident energy density under measurement conditions can cause discrepancies between the measured value and the theoretical random incidence absorption coefficient. Therefore the angular distribution of the incident acoustic energy onto an absorber sample should be taken into account. The angular distribution of the incident energy density was simulated using the beam tracing method for various room shapes and source positions. The averaged angular distribution is found to be similar to a Gaussian distribution. As a result, an angle-weighted absorption coefficient was proposed by considering the angular energy distribution to improve the agreement between the theoretical absorption coefficient and the reverberation room measurement. The angle-weighted absorption coefficient, together with the size correction, agrees satisfactorily with the measured absorption data by the reverberation chamber method. At high frequencies and for large samples, the averaged weighting corresponds well with the measurement, whereas at low frequencies and for small panels, the relatively flat distribution agrees better.
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I. INTRODUCTION

A diffuse field is an idealized concept, and it is the basis of several standardized measurements, e.g., the absorption of materials, the sound power of noise sources, and the transmission loss of walls. For a perfectly diffuse field, two assumptions must be satisfied (for example, see Ref. 1).

1) The local energy density in a room is uniform (the spatial diffusion).
2) The energy is uniformly incident onto a surface from all directions (the directional diffusion).

In a reverberation room except regions near boundaries, the first condition may be satisfied. At locations about one wavelength apart from boundaries, the deviation of sound pressure is bounded within 1 dB in a large reverberation chamber (0.7λ from corners and edges and 0.25λ from surfaces).2 Despite attempts to obtain a diffuse sound field in a reverberation room, the second assumption of the random incidence is very hard to fulfill. In particular, when a test specimen covers one surface as in the absorption and sound transmission loss measurement, an ideal diffusivity is rarely obtained. As a compensation, truncation of the angle of incidence was introduced in the calculation of transmission loss, and typical values of the limiting angle vary from 70° to 85° based on empirical data.3,4 This implies that acoustic energies are not uniformly incident on a sample surface. From this observation, one may deduce that grazingly incident energies are negligible.

The random incidence absorption coefficient is based on the assumption that the intensities of the incident sound are uniformly distributed over all possible directions. In addition, a random distribution of phase of the wave incident on the wall is also assumed. These assumptions result in Paris formula associated with sin(2θ).5 However, the measured absorption coefficient by Sabine’s formula (sometimes referred to as the Sabine absorption coefficient) shows a significant discrepancy compared with the random incident coefficient from measured impedance data.6 It is known that measured absorption coefficients are overestimated for small absorber samples and sometimes exceed unity, even for a nearly locally reacting surface. Theoretically, the random incidence absorption coefficient cannot exceed 0.951 for the specific surface impedance of 1.567. Reasons for the overestimation have been widely accepted to be the finite size of samples and the edge diffraction.7-12

To match the theoretical values with measured data, several works have been studied. Concerning the sound transmission loss, de Bruijn13 addressed the influence of the degree of diffusivity in measurement conditions. Kang et al.14 employed several Gaussian weighting functions for the calculation of sound transmission loss to achieve better agreements with the measurement. Kang et al.15 also measured the incident energy density onto a sample in a reverberation chamber using sound intensimetry. The measured incident intensity decreases with increasing incidence angle; however,
it becomes rather uniform at low frequencies. For the absorption measurement, Makita and Fujiwara \cite{Makita2009} investigated possible maximum and minimum values of absorption coefficients assuming non-uniform incident energy, although they had no idea of the angular distribution of the incident energy distribution. They tested unrealistic weighting functions, but this research revealed that the absorption coefficient can exceed unity depending on the directional energy distribution. Makita and Hidaka \cite{Makita2009} suggested a revised cosine law of oblique incident energy considering the effective mean free paths of sound rays and reverberation time. However, this modified function is not experimentally validated. Thomasson \cite{Thomasson1998, Thomasson1999} concentrated mainly on the size effect of an absorbing sample, by introducing the concept of averaged radiation impedance. The averaged radiation impedance varies with panel size and aspect ratio under the assumption that the radiation impedance depends weakly on the azimuth angle. However, an ideal diffuse field was assumed in his study. Several semi-empirical corrections have also been suggested. London \cite{London1999} defined a quantity called the equivalent real impedance and used this quantity for computing the reverberation absorption coefficient. Atal \cite{Atal1999} suggested an empirical correction by multiplying a frequency-dependent complex quantity in the form of $(a+bj)$. Dämig \cite{Damig1999} examined the effect of sample locations and room shapes on the sound absorption using the ray tracing method. This work is based on statistical analyses of incidence angles, not the incident energies, to explain the variation of measured absorption coefficients in several source locations and rooms.

In the present study, angular distributions of energy density incident onto an absorbing sample have been investigated by the ray tracing method. The final objective of this study is to improve the agreement by weighting the calculated absorption coefficient according to the actual incidental energy density instead of assuming an ideally diffuse incident field.

### II. Angular Distribution of Energy Density as a Weighting Function

First of all, the angular distribution of the reverberant energy density must be calculated. In this study, the beam tracing method \cite{Makita2009, Thomasson1998, Thomasson1999} is employed to simulate the sound propagation in a reverberation chamber. Triangular beams, which are emitted from a source, are followed by their central axes (hereafter rays) without splitting algorithm \cite{London1999, London2000}. Instead of splitting beams when beams intersect more than one surface at edges or corners, a large number of beams having a sufficiently small solid angle emanate and illuminate a reverberant field. Only specular reflection is adopted during the tracing, and a negligible absorption coefficient of 0.01 is assigned for all surfaces of a reverberation chamber irrespective of the frequency. The incidence angles and energies coming from these angles, which are computed by the geometrical acoustic technique, will eventually construct an angular distribution of incident energy density as a function of the incidence angle.

Two chambers were chosen as test examples: one is a rectangular parallelepiped chamber and the other is a room with non-parallel surfaces. In accordance with ISO 354 (Ref. \cite{ISO354}) and ASTM C 423–02, \cite{ASTM423} the sources are located at trihedral corners of the rooms. The assumption that an absorber sample covers one whole surface of the room facilitates the simulation in a way that one can collect all the information of beams incident onto the specific surface. This surface, on which an absorber is installed, is called a target surface.

During the beam tracing, the information on the directional energies and angles of incidence is saved. Acoustic energy decays inversely proportional to $r^2$ and it is reduced by $(1-\alpha_r)$ whenever beam hits surfaces. Here, $r$ denotes the traveling distance and $\alpha_r$ denotes the absorption coefficient of the $i$th surface. For a steady-state condition, a total directional energy from $\theta_i$ is calculated by summing all components over an interval $[\theta_{i,l}, \theta_{i,u}]$. Here, $\theta_{i,l}$ and $\theta_{i,u}$ are the lower and upper limits of the interval, respectively, and $\theta_i$ is the arithmetic mean of two limiting values. The directional energy density is the ratio between the total incident sound energy, $E_\phi$, and the corresponding solid angle, $\Omega_\phi$. Using a generalized concept of solid angle in terms of spherical polar coordinates, $\theta$ and $\phi$, respectively (see Fig. 1), the solid angle element is expressed as $d\Omega = \sin \theta d\theta d\phi$. By integrating the azimuth angle, $\phi$, from 0 to $2\pi$ and the polar angle, $\theta$, over the corresponding interval of $[\theta_{i,l}, \theta_{i,u}]$, one can find the solid angle at $\theta_i$, as follows:

$$\Omega_{\theta_i} = \int_{\theta_{i,l}}^{\theta_{i,u}} d\theta_i = \int_{\theta_{i,l}}^{\theta_{i,u}} \sin \theta_i d\theta_i d\phi_i$$

$$= 2\pi \int_{\theta_{i,l}}^{\theta_{i,u}} \sin \theta_i d\theta_i .$$

(1)

The solid angle in Eq. (1) increases with the angle of incidence. The directional energy density is defined as the total directional energy incident over the interval of $[\theta_{i,l}, \theta_{i,u}]$ divided by the corresponding solid angle as follows:

$$D(\theta_i) = \frac{E_{\theta_i}}{\Omega_{\theta_i}} .$$

(2)

When the reverberant energy density is computed, the result will be utilized as a weighting function in the calculation of absorption coefficient. In Sec. V, the effect of weighting functions will be discussed by comparing the angle-weighted absorption coefficients with the measured absorption data in a reverberation chamber.
According to the standards, a loudspeaker should be located at (6 m, 0.2 m, 0.1 m) and (0.2 m, 0.2 m, 0.2 m), respectively.

III. A RECTANGULAR ROOM

In general, lecture rooms and some reverberation chambers are rectangular. This kind of room usually has the problem that the interference is strong due to pairs of parallel surfaces. In this study, all surfaces are assumed smooth, and scattering is not taken into account.

A rectangular room model is shown in Fig. 2. The edge lengths are 6.2 m, 5.1 m, 3.0 m, and the volume is 94.8 m$^3$. The target surface of interest is parallel to the $y$-$z$ plane and located at (6.2 m, $y$, $z$). In order to examine the effect of source locations, two possible source locations are chosen in accordance with ISO 354$^{28}$ and ASTM C 423–02.$^{29}$ According to the standards, a loudspeaker should face into the trihedral corners of a room. The first source, S1, is located at (6 m, 0.2 m, 0.1 m) and S2 is located at (0.2 m, 0.2 m, 0.2 m). In the simulation, 8000 beams were used to scan the space. The number of reflections per beam is limited to 50. It goes without saying that directly transmitted energies from the sources to the target surface contribute the most owing to the shortest distance of propagation. (It is not allowed to place a source near a specimen in measuring the sound transmission loss because the direct radiation is too dominant.)

Incident energy densities for two sources are shown in Fig. 3, which are similar to the energy distributions of direct rays, because the directly transmitted energy overwhelms the total acoustic energy. This normalized energy density shows a similarity with the results by Kang and co-workers.$^{14,15}$ Because the source S2 is far from the target surface, only a few direct rays (172 out of 8000) strike the surface. It was found that there is an upper limiting angle of direct incidence, 42$^\circ$ for S2 case. That means there is no directly incident intensity above 42$^\circ$. Accordingly the normally incident energy is higher than the obliquely incident energy. The acoustic energy density from the normal direction (0$^\circ$) for S2 is 18% higher than that for S1, due to the lack of obliquely incident direct rays. It can be summarized that when a source is located far from the surface, the normally incident energy is more highlighted, whereas more energies from oblique directions are incident onto the surface for source locations close to the surface.

For 90 equally spaced ($6 \times 5 \times 3$) source locations, the average angular distribution of reverberant energy density was simulated and displayed in Fig. 3 (thick line). Sources are distributed by combining $x$ values of (1, 2, 3, 4, 5, 6 m) and $y$ values of (1, 2, 3, 4, 5 m) and $z$ values of (0.2, 1.1, 2 m). The averaged reverberant energy density clearly shows that the acoustic energy density above 80$^\circ$ is lower than 0.2, which will be considered negligible.

IV. A ROOM WITH NON-PARALLEL SURFACES

In Fig. 4, a reverberation room with non-parallel surfaces is shown. The volume of the space is 179 m$^3$ and the
TABLE I. Geometrical nodal data of a reverberation chamber in Fig. 4.

<table>
<thead>
<tr>
<th>Node numbering</th>
<th>Coordinate (m)</th>
<th>Coordinate (m)</th>
<th>Coordinate (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>5.32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>6.71</td>
<td>2.99</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3.72</td>
<td>6.02</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>−1.63</td>
<td>3.61</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>4.66</td>
</tr>
<tr>
<td>7</td>
<td>5.32</td>
<td>0</td>
<td>4.30</td>
</tr>
<tr>
<td>8</td>
<td>6.71</td>
<td>2.99</td>
<td>4.62</td>
</tr>
<tr>
<td>9</td>
<td>3.72</td>
<td>6.02</td>
<td>5.30</td>
</tr>
<tr>
<td>10</td>
<td>−1.63</td>
<td>3.61</td>
<td>5.30</td>
</tr>
</tbody>
</table>

absorption coefficient is also 0.01, irrespective of surface and frequency. Geometrical nodal points of the model are listed in Table I. The target surface is x-z plane. Simulations were carried out for five trihedral corner sources shown in Fig. 4.

Figure 5 shows the normalized energy density for five corner sources. For source S1, direct rays from the normal direction cannot reach the target surface. The lowest direct angle of incidence is 23°. By only considering direct sound, the energy density shows a single peak at 45° due to the non-existence of the normal components. However, the reverberant energy density has two peaks at 0° and 45°. This result is apparently different from the rectangular room result, which shows a decreasing tendency with the angle of incidence. The energy is re-distributed due to the lack of direct normal incident rays.

The source S2 is located at the farthest distance of all sources. A high energy density value was found for the normally incident direct ray, as expected. As discussed in Sec. III, a long distance between a source and a target surface emphasizes the importance of the normal direction. An abrupt decrease was found above 45° and the contribution becomes less than 0.5.

For source S3, the incident energy density shows a strong similarity with that of S1. As the sound source is invisible from the normal direction of the target surface, the incidence angle of 45° becomes pronounced. Therefore a double peak shaped distribution was found for the reverberant acoustic energy density.

The remaining two source locations, S4 and S5, at (5.3 m, 0.2 m, 0.2 m) and (0 m, 0.2 m, 0.2 m), respectively, are situated closer to the target surface. The reverberant acoustic energy densities of two cases show a large difference: The energy continuously decreases for S4, while it is relatively uniform until 60° for S5. In Fig. 6, source locations are illustrated. While the shaded source is located perpendicularly from the boundary of the target surface, two unshaded sources (circle and triangle) are located within the boundary of the target surface. If the source is located within the boundary, the normally incident energy is too pronounced.

Figure 7, which shows the effects of source locations, supports the above statement. By changing x-coordinate of a sound source position from 5.3 to 5.33 m with a step of 0.01 m, one can clearly see that the normal energy density loses its importance, when the source moves away from the surface boundary (refer to the symbols in Fig. 6). When a
source is located outside the boundary, absence of direct normal components decreases overall reverberant energy density for the normal incidence. In order to have a relatively uniform energy distribution, it is desirable to locate the acoustic center of sound source perpendicularly from the surface boundary.

In Fig. 8, effects of a distance between the source and the target surface are shown. Provided that the x-coordinate of source locations is fixed to 5.32 m (perpendicularly from the boundary), distances from the surface to the source were changed to 0.01, 0.2, 0.5, and 1 m. The shorter the distance, the more uniform the reverberant acoustic energy is. It can be concluded that the preferable source location for the uniform reverberant energy is the closest possible and perpendicularly from the boundary of the target surface. For a rectangular room, the ideal position does not exist, because all possible locations are found within the boundary of the target surface.

The thick line in Fig. 5 shows the averaged result over 96 equi-spaced source locations in the irregularly shaped room. The averaged result corresponds well with the rectangular room result, shown in Fig. 3. The calculated reverberant energy densities will be used as a weighting factor in computing absorption coefficients from surface impedances.

V. COMPARISONS WITH THE MEASUREMENT

In Fig. 9, an absorption chart in terms of the real and imaginary parts of specific impedance. (—) uniform incidence; (—) angle-weighted.

\[
\alpha_{\text{infinite,weighted}} = \int_0^{\pi/2} \alpha_\theta \sin(2\theta) d\theta. 
\]

Here, \( \alpha_\theta \) means the angle dependent absorption coefficient and \( \psi(\theta) \) is the weighting function. According to this chart, if the absorption coefficient is between 0.7 and 0.8, the angle-weighted absorption coefficients are similar to the random incidence absorption coefficients. It is apparent that the maximum random incidence absorption coefficient is less than unity, while the angle-weighted absorption can exceed unity, as in actual reverberation chamber measurements, inside the smallest circle. It should be noted that the result in Fig. 9 cannot be generalized, because the specific weighting function was employed. Moreover, the panel is assumed to be infinitely extended.

It is always necessary to consider the size effect in calculating absorption coefficients. In this study, Thomasson’s size correction \(^{18,19}\) for a finite rectangular panel was adopted. The absorption coefficient for a finite panel is computed using the concept of averaged field impedance as follows:

\[
\alpha_{\text{in}}(\theta) = \frac{4 \ Re(Z_w)}{|Z_w + Z_f|^2}. 
\]

Here, \( \theta \) is the incidence angle, \( Z_w \) is the wall impedance, and \( Z_f \) is the averaged field impedance over azimuth angle from 0 to \( 2\pi \) expressed as \( Z_f = \frac{1}{2} \int_0^{2\pi} Z_\theta \, d\phi \). \( Z_f \) is the field impedance (sometimes called the radiation impedance) of the wall, which means the impedance of the vibrating surface that radiates sound in the surrounding medium. The field impedance is known as \( 1/cos \theta \) for an infinitely large plate; however, the field impedance for a finite sample differs from \( 1/cos \theta \), in particular, near grazing incidence. The field impedance for a finite panel is expressed as follows [see Ref. 18, Eq. (18) and Ref. 19, Eq. (A1)]:
where \( k \) is the wavenumber, \( S = \int dx dy dz \), \( \mu_x = \sin \theta \cos \phi \), \( \mu_y = \sin \theta \sin \phi \), \( G = - (2 \pi R)^{-1} \exp(i k R) \), and \( R = \sqrt{(x-x_0)^2+(y-y_0)^2} \). Consequently the angle-weighted and size-corrected absorption coefficient is calculated as follows:

\[
\alpha_{\text{weighted}} = 2 \int_0^{\pi/2} w(\theta) \alpha_{\text{geom}}(\theta) \sin(\theta) d\theta
\]

\[
= 2 \int_0^{\pi/2} w(\theta) \frac{4 \Re(Z_w)}{|Z_w + \bar{Z}_f|^2} \sin(\theta) d\theta,
\]

where \( w(\theta) \) is the weighting function, which is the angular distribution of energy density by the beam tracing method. The calculated angle-weighted absorption coefficient has been compared with previously published measurements in Figs. 10 and 11. The first absorber consists of 0.05 m thick mineral wool in Thomasson’s work.\(^{19}\) The specific flow resistance and the density of this material were 30 kN s/m\(^4\) and 50 kg/m\(^3\), respectively, and the surface impedance is also taken from Ref. 19. Three kinds of samples were chosen as follows: 1.2 \( \times \) 1.2, 2.4 \( \times \) 2.4, and 3.6 \( \times \) 3.6 m\(^2\). The measured absorption coefficient is the average value from two reverberation chambers with volumes of 190 and 200 m\(^3\), with sufficient diffusion.

The calculated absorption coefficients are shown in Fig. 10 for three different sample sizes. The shaded region denotes a possible range of the angle-weighted absorption coefficient by adopting two limiting angular distributions. The upper curve is obtained by adopting the relatively uniform weighting (for S5 in Fig. 5) and the lower curve is found by adopting the most non-uniform pattern (for S2 in Fig. 5). The hollow circle denotes the angle-weighted absorption coefficient by the averaged weighting function, shown in Fig. 5. Two thick average weighting lines in Figs. 3 and 5 are both similar to a Gaussian distribution. The maximum difference between them is found to be 5% at the normal direction. Because two weighting functions yield nearly the same angle-weighted absorption coefficient, the averaged weighting function in Fig. 5 will be used hereafter. The averaged weighting case can be regarded as a sort of mean value between two limiting absorption coefficients (hereafter, three curves will be named the upper curve, the lower curve, and the averaged weighting, respectively). Large variations in measured data were found depending on sample sizes. In Fig. 10(a), for the smallest sample of edge length (\( e \)) of 1.2 m, the maximum value of measured absorption becomes

\[\text{FIG. 10. (Color online) A comparison of absorption coefficient between the reverberation chamber measurement and the angle-weighted value calculated from \( Z_w \). (---) \text{measurement and} (\cdots) \text{absorption adopting the averaged weighting function. (gray hatched area) Possible range of the angle-weighted absorption coefficient and \( (-\cdots) \text{random incidence absorption. (a) } e=1.2 \text{ m, (b) } e=2.4 \text{ m, and (c) } e=3.6 \text{ m.}}\]

\[\text{FIG. 11. (Color online) A comparison of absorption coefficient between the reverberation chamber measurement and the angle-weighted value calculated from \( Z_w \). (---) \text{measurement and} (\cdots) \text{absorption adopting the averaged weighting function. (gray hatched area) Possible range of the angle-weighted absorption coefficient, \( (-\cdots) \text{random incidence absorption, and} (\cdots) \text{Thomasson’s model (Ref. 19). (a) } S=4 \text{ m}^2, (b) S=8 \text{ m}^2, \text{ and (c) } S=12 \text{ m}^2.}\]
nearly 1.4. It is apparently due to the size effect, because this kind of overestimation does not occur for the larger two surfaces. One can clearly see that the random incidence absorption from the surface impedance data is far below the measured data. For the smallest sample (a), the measured data correspond well with the upper curve. However, the shaded region becomes narrower, as the frequency increases. When the sample size is four times larger (b), then the measured curve converges to the averaged weighting at high frequencies in Fig. 10(b). Beyond 1 kHz, errors are bounded to 4%. For the largest sample (only this sample is large enough in accordance with ISO 354 specification), the measured curve agrees well with the averaged weighting at frequencies over 800 Hz. One can observe that the measured curve corresponds well with the upper limit value at low frequencies, but the high frequency absorption approaches the averaged weighting case. The three comparisons revealed that the upper curve can be a reasonable guideline at low frequencies.

The second example is the measured data from the second round robin test by Kosten. The material was a rock-wool, 5 cm thick, and the density being 100 kg/m$^3$ (see Ref. 31 for more information, e.g., surface impedance data). Three different surface areas of 4, 8, and 12 m$^2$ were tested. It should be noted that the measured data are the averaged value over 19 different reverberation chambers all over the world. The degree of diffusion is different from laboratory to laboratory. Dimensions and aspect ratios of samples are not provided. Only the information on sample sizes is given. Samples had different aspect ratios and sometimes different sizes. For example, the surface area varies from 7.5 to 8.25 m$^2$ for the 8 m$^2$ sample. Because the author does not have any detailed information on samples, they are regarded as square samples, the edge length $e$ being calculated as $\sqrt{S}$.

Figure 11 shows a comparison between the reverberation chamber measurement and the theoretical angle-weighted absorption coefficient. For the smallest sample in Fig. 11(a), the measured data correspond well with the upper curve, similarly with Fig. 10(a). In this case, Thomasson’s model was also compared with the measured data. Thomasson’s model$^{19}$ seems to agree acceptably below 1 kHz, but it starts to underestimate beyond 1 kHz. In his paper, Thomasson admitted that the deviation at highest frequencies could not be explained. On the other hand, when the proper weighting function is incorporated, the result is improved. It is also observed that the upper curve shows a reasonable guideline at low frequencies and for small size, whereas the averaged weighting agrees well with the measurement for high frequencies and larger samples.

Therefore, a non-dimensionalized parameter, $ke$, which is multiplication of the wavenumber and the characteristic length of a sample, is introduced to effectively indicate the general trend of the relative errors. A high value of $ke$ means a high frequency and/or a large sample. For small $ke$, one can see that the upper curves agree well with the measurement. As $ke$ increases, the averaged weighting curve becomes closer to the measurement. The lower curves seem meaningless for all cases, because most of measured absorptions are higher than the angle-weighted absorption coefficient by the averaged weighting function.

The relative error of the angle-weighted absorption coefficient is illustrated in Fig. 12. The measured value is used as a reference in defining the relative error. One can see the clear tendency that the error of the averaged weighting function (hollow circle) decreases with increasing $ke$. The error of upper curve is smaller for low $ke$, but the error converges to 7% biased from the measurement, as $ke$ becomes higher. One can also observe that the error of the averaged weighting seldom is positive (except five cases), which means the measured value is generally higher than the angle-weighted absorption by the averaged weighting. If $ke$ is higher than 50, the results by the averaged weighting will be acceptable. The upper curve shows smaller errors for low $ke$, but the error is still too large to be acceptable (the maximum error is 23%). Larger errors at low $ke$ may originate from neglecting diffraction phenomenon in the calculation. It should be mentioned here that the distribution of measured intensity at lower frequency in a reverberant condition is flatter than the intensity distribution at high frequencies in Ref. 15. This fact also supports the better agreement employing the more uniform energy distribution at low frequencies.

It can be summarized that non-uniform energy density can reduce discrepancies between the measured absorption coefficient and the theoretical value when it is taken into account with the size correction. A high value of $ke$ guarantees an acceptable precision by using the averaged weighting, which is similar to a Gaussian distribution.

VI. CONCLUSIONS

The angular distribution of energy density incident on a sample has been simulated for a rectangular room and a reverberation chamber with non-parallel surfaces by using the beam tracing method. A large variation in incident energy density was found depending on the source position. To achieve a uniform distribution, the source should be located perpendicularly from the boundary of the target surface, as close as possible to the target surface. Therefore a room with non-parallel walls is advantageous for obtaining a uniform distribution. A long distance from a source to a target surface
results in a concentration of acoustic energy near the normal direction. The simulated reverberant energy distribution plays the role of a weighting factor in calculating the angle-weighted absorption coefficient. The importance of non-uniform incident energy becomes significant for high $ke$ values. For smaller values of $ke$, the calculated absorption coefficient adopting fairly uniform distribution agrees well with the measurement, while the averaged Gaussian-like weighting function agrees better with the measurement for high $ke$.
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