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Abstract—A new method for directional velocity estimation is presented. The method uses beamformation along the flow direction to generate data in which the correct velocity magnitude can be directly estimated from the shift in position of the received consecutive signals. The shift is found by cross-correlating the beamformed lines. The approach can find the velocity in any direction, including transverse to the traditionally emitted ultrasound beam. The velocity estimation is studied through extensive simulations using Field II. A 128-element, 7-MHz linear array is used. A parabolic velocity profile with a peak velocity of 0.5 m/s is simulated for different beam-to-flow angles and for different emit foci. At 45°, the relative standard deviation over the profile is 1.6% for a transmit focus at 40 mm. At 90°, the approach gave a relative standard deviation of 6.6% with a transmit focus of 80 mm, when using 8 pulse-echo lines and stationary echo canceling. Pulsatile flow in the femoral artery was also simulated using Womersley’s flow model. A purely transverse flow profile could be obtained with a relative standard deviation of less than 10% over the whole cardiac cycle using 8 pulse emissions for each imaging direction, which is sufficient to show clinically relevant transverse color flow images.

I. INTRODUCTION

In medical ultrasound, color flow mapping has been intensively used for studying the instantaneous blood flow in the body. The blood velocity is measured by emitting a series of ultrasound pulses in the same direction, and the velocity is then found by estimating the shift in position of the blood scatterers over time [1]. This can be done by either estimating a phase shift and relating this to the emitted frequency [2], or it can be found more directly as the shift in position of the scatterers through a cross-correlation of consecutive received RF lines [3]. Both these techniques find the velocity component along the direction of the ultrasound beam. The projection of the velocity vector onto the ultrasound beam makes it impossible to detect a purely transverse flow, as no movement takes place along the beam. This is a major problem in the clinic, since most vessels run along the skin surface and, thus, perpendicular to the beam. Angling the transducer often pressures on the vessel and alters the flow pattern. A full vector estimation of the velocity is, thus, of great diagnostic value.

Several authors have suggested methods for solving the transverse velocity estimation problem. Fox [4] suggested using two crossing beams from two active apertures. A triangulation scheme could then be useful for finding both the axial and transverse flow. Using large transducers is often a drawback, and the standard deviation of the transverse components is dependent on the angle between the beams and, thus, on the depth in tissue. Trahey and coworkers [5] developed a speckle tracking approach, in which any velocity vector can be found. The approach uses a small part of the image as a tracking kernel on a larger search region. The method is applied on image data and puts a high demand on the fast acquisition of the data. The estimates also get uncertain, when the tracking kernel is small. Another idea is the introduction of a transverse oscillation in the ultrasound field [6], [7], where the motion transverse to the beam can be found. A similar approach has been described by Anderson [8]. Bonnefoi [9] used the cross-correlation function on parallel beams to find the transverse component of the velocity vector. The approach unfortunately breaks down for a flow that is not transverse to the ultrasound beam. Jensen and Lacasa [10] suggested using received signals focused along the flow direction to solve this problem. Beams along the flow direction are then formed and used in the cross-correlation to find the velocity. The angle between the emitted beam and the flow direction has to be known or determined, but then the correct velocity magnitude can be found for any angle. An improvement of the method was presented by Jensen and Gori [11]. Here, a matched filter approach was used to improve the focusing of the flow beams, and this gave an improvement of nearly a factor of 5 on the standard deviation for a purely transverse flow. The price to pay was the large increase in number of calculations, because individual filters have to be applied on all elements of the receiving array.

This paper is the first of two that describes the directional beamforming and velocity estimation using a simplified focusing scheme. This first paper describes the theory behind the directional focusing approach and how it can be used for velocity estimation. A series of simulations are used for revealing the performance under realistic operating conditions. The accompanying paper [12] makes an experimental investigation of the approach using an experimental ultrasound research scanning system for revealing its performance for linear array flow imaging.

The method and delay calculations are described in Section II. A simulation model is introduced in Section III and
comprehensive simulations are shown in Section IV which demonstrate that the approach is capable of accurately estimating the velocity vector. A single example of simulated transverse color flow mapping in the femoral artery is shown in Section V.

II. THEORY OF DIRECTIONAL VELOCITY ESTIMATION

This section will describe the new method for directional velocity estimation. First, the basic measurement situation is explained, and then the concept of directional signals are introduced, and it is shown how the velocity can be estimated from these. The measurements of such directional signals are derived, and finally some implementation details are given.

A. Traditional Velocity Estimation

The basic measurement setup is shown in Fig. 1. The transducer is shown on the top, and the flow is confined to the vessel below the transducer. The angle between the ultrasound beam and the vessel is $\theta$, where 90° is a fully transverse flow. The coordinate system is given by $x, y, z$, where the $z$ coordinate is depth in tissue. It is assumed that the flow is laminar in the vessel and follows the vessel walls. The fluid consists of a number of particles, which radiate sound in all directions, when insonified by the ultrasound. The vector $\vec{r}_1$ indicates the location of such a scatterer. It has a velocity vector $\vec{v}$, and after a time interval $T_{prf}$, it has moved a distance $\vec{r}_2 = \vec{r}_1 + \vec{v}T_{prf}$.

Current velocity estimation systems find the velocity along the ultrasound beam. This is done by emitting a focused ultrasound field in one direction and then beamforming the received signal along the emitted beam. A second measurement is made in the same direction, and it is assumed that the beam is so wide, that the scatterers mainly stay within the ultrasound beam between measurements. The shift in position of the scatterers is translated into a time delay in the second signal given by $[3, 13, 14]$

$$T_a = \frac{2|\vec{v}| \cos(\theta)}{c} T_{prf},$$  \hspace{1cm} (1)

where $c$ is the speed of sound. The time shift is estimated by cross-correlating the two received signals and then finding the peak position in the function. Hereby, only the velocity along the ultrasound beam direction is determined. The $\cos(\theta)$ dependence is a consequence of the beamforming being done in direction of the ultrasound propagation rather than in direction of the flow lines. The purpose of these papers is to demonstrate that beamforming can be done along the direction of the flow and that the correct velocity amplitude hereby can be found also for a purely transverse velocity direction.

B. Basic Principle

The basic method is to focus the received signals along the flow direction for a given depth. The signals for two emissions are then cross-correlated, and the shift between them is found. This is a shift in spatial position of the scatterers and dividing by the time between emissions, thus, directly gives the velocity magnitude. The angle between the emitted beam and the flow direction must be known before the beamforming can be done. The angle is assumed known in this paper and could, e.g., be found from the B-mode image as in conventional spectral velocity estimation.

The first step in the method is to introduce a coordinate system that is aligned along the flow rather than along the ultrasound beam direction. This is shown in Fig. 2. Here, the $x'$-axis of the new coordinate system is parallel to the flow lines, and the center of the system is placed at the center of the vessel. The relation between the two coordinate systems is

$$x = x' \sin(\theta)$$
$$y = y'$$
$$z = z' \cos(\theta) + z_{vessel},$$  \hspace{1cm} (2)

where $z_{vessel}$ is the distance from the transducer surface to the center of the vessel. In the new coordinate system, the velocity is $\vec{v} = (v_y', 0, 0)$, where $v_y' = \frac{\theta}{\sin(\theta)}$. The position of the scatterer can now be expressed through a scalar, where the first position is $x_0'$, and the position after $T_{prf}$ seconds is $x_1' = x_0' + v_y'T_{prf}$. To find the velocity, a signal as a function of $x'$ is obtained, where the first signal is given
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Fig. 2. Rotated and translated coordinate system oriented along the flow lines and with its center at the center of the vessel.

by \( g_1(x') \), and the second obtained \( T_{prf} \) seconds later is \( g_2(x') \). How to obtain these directional signals along the flow direction will be described in Section 11-C.

The two signals are now related by

\[
g_2(x') = g_1(x' - v_x T_{prf}).
\]

Cross-correlating the two signals gives

\[
R_{12}(\tau_{x'}) = \int_X g_1(x')g_2(x' + \tau_{x'} - v_x T_{prf}) \, dx'.
\]

\[
= \int_X g_1(x')g_1(x' + \tau_{x'} - v_x T_{prf}) \, dx'
\]

\[
= R_{11}(\tau_{x'} - v_x T_{prf}),
\]

where \( X \) is the length of the directional signals, and \( R_{11}(\tau_{x'}) \) is the autocorrelation of the \( g_1(x') \) signal. The autocorrelation function has a global maximum at zero and finding the maximum of the cross-correlation function at \( t_{max} \), the velocity estimate can be found by

\[
\hat{v}_{x'} = \frac{\tau_{x'}}{T_{prf}},
\]

since \( \tau_{x'} \) is the shift in spatial position of the scatterers over the time interval \( T_{prf} \). Note that this velocity has the correct magnitude, if the directional signals have been focused along the flow direction. Note also that for a laminar flow there should be a smaller decorrelation between the two correlated signals than for a traditional system, since the signal decorrelation from different scatterer velocities are avoided.

C. Focusing Directional Signals

The purpose of traditional beamformers is to align all received signals from the individual elements so that they add up in phase. This is done by delaying signals that have a shorter distance to propagate than ones with a longer distance. The delay is, thus, calculated from the difference in geometric distance from one element to a reference point on the transducer. A simpler but equivalent method that can be used in a digital system is to consider the distance from the element to the point in the image to beamform. The distance divided by the speed of sound gives the time to select the sample in the signal received from the transducer element. Focusing is then achieved by adding the samples from all the elements, and this is the focusing method used in this paper.

The main challenge in this approach is to obtain the directional signals. This is done by focusing the received signals from the individual elements on the different points \( \bar{r}_e \) in the directional signals. Assuming the speed of sound to be constant, the time from the scattering of the ultrasound to the reception by the transducer element is given by

\[
t_e = \frac{|\bar{r}_e(j) - \bar{r}_x|}{c},
\]

where \( \bar{r}_e(j) \) is the position of element \( j \) of the receiving transducer. The reception time is, thus, uniquely defined. The time between emission of the ultrasound pulse and the sound impinging on the point at \( \bar{r}_x \) cannot be uniquely determined, since a large part of the transducer aperture is used for generating the emitted field. Several suggestions can be made. In a previous paper Jensen and Lacasa [10] suggested using

\[
t_e = \frac{|z' - z'_e(j)|}{c},
\]

which is the same as for the received signal. This assumes a very weakly or nonfocused field. Here, the approximate time

\[
t_e = \frac{|z' - z'_e(j)|}{c}
\]

will be used, where \( z'_e(j) \) is the \( z' \)-coordinate of the receiving transducer element \( j \). This is the distance from the transducer aperture to the directional line, when it is assumed that the transducer aperture is flat. Focusing on the points on the directional line is then done by

\[
g_i(x', z') = \sum_{j=1}^{N_r} g_{r}(j, |\bar{r}_e(j) - \bar{r}_x| + |z' - z'_e(j)|),
\]

where \( g_{r}(j, t) \) is the received time signal from element \( j \), \( N_r \) is the number of receiving elements, and \( t \) is time since pulse emission. This gives the directional signals as a function of depth for emission number \( i \). The signals for the same depth are then cross-correlated as a function of \( z' \), and the velocity is obtained from (5) as described above.
D. Digital Implementation

The beamformation can only be made in a digital ultrasound system, and the directional signals are therefore discrete and given by $g_k(t)$, where the directional sampling interval is $dx'$ and the discrete index $k$. The sample index to be used in (9) will often not be an integer, and some interpolation between two neighboring samples is needed. This can be done with a linear interpolation or by some higher order interpolation method.

The cross-correlation $R_{12}(k)$ is discrete, and the maximum found $k_0$ is discrete. The quantization into sampling intervals often gives a too coarse resolution in the velocity of pulse-echo lines can, thus, be used in the estimation. making an interpolation around the maximum point by employing [14],

$$k_{int} = \frac{\hat{R}_{12}(k_0 + 1) - \hat{R}_{12}(k_0 - 1)}{2(\hat{R}_{12}(k_0 + 1) - 2\hat{R}_{12}(k_0) + \hat{R}_{12}(k_0 - 1))},$$

and the velocity is then found from

$$\hat{v}_x = \frac{k_{int} dx'}{T_{ref}}.$$

The cross-correlation can be improved by averaging over several estimates of $R_{12}$, since the velocity of the scatterers can be considered constant for several pulses. A number of pulse-echo lines can, thus, be used in the estimation.

The discrete cross-correlation function estimates can also yield erroneous peaks, when a limited amount of data is used, and noise is present in the data [15]. The search range in the cross-correlation function should therefore be limited to avoid these peaks. In all estimations the search range has been limited to a maximum velocity of 1 m/s, and the interpolation interval calculated by (10) has been limited to a correction within one sampling interval.

The maximum velocity that theoretically can be estimated is

$$\hat{v}_{max} = \frac{\text{max}(X)}{T_{ref}},$$

where $\text{max}(X)$ is the largest spatial lag in the autocorrelation function. In practice, the value is much lower, since the uncertainty in $R_{12}$ increases with increasing lag, and it is influenced by the SNR. The maximum velocity is, thus, intrinsically linked to the actual measurement situation.

E. Stationary Echo Canceling

Stationary echo canceling can be done on the directional signals using the traditional filters. The velocity for a stationary signal is zero so that $g_2(x') = g_1(x' - v_T T_{ref}) = g_1(x')$. This signal can, thus, be removed by subtracting the stationary component out. The stationary signal often overlays the blood signal, and it is, thus, necessary to isolate the stationary component. This can either be done using a simple subtraction filter or more advanced methods can be employed. In this paper, the stationary component is found from the mean of all the signals as

$$g_m(x') = \frac{1}{N_c} \sum_{i=1}^{N_c} g_i(x'),$$

where $N_c$ is the number of directional signals acquired. This mean signal is then subtracted from all the directional signals

$$g_{i,zc}(x') = g_i(x') - g_m(x'),$$

and this signal is used for calculating the cross-correlation function.

F. Discrimination

For a stationary signal there will be no shift between the signals so that $g_2(x') = g_1(x')$, and there is therefore no difference between the signals. The stationary echo canceling then removes all signals, and only noise is left, from which the velocity cannot be estimated. An indication of the validity of the estimate should, thus, be calculated. This can be found from the ratio between the energy of the signal before and after echo canceling given as

$$R_e = \frac{\sum_{i=1}^{N_c} \sum_{l=1}^{N_s} g_{i,zc}^2(l)}{\sum_{i=1}^{N_c} \sum_{l=1}^{N_s} g_i^2(l)},$$

where $N_s$ is the number of samples in the directional signal. If this ratio is below a prescribed limit, the resulting velocity estimate is set to zero, since the echo-canceled signals are mostly noise, and the directional signals are highly correlated. The rejection ratio will depend on the noise in the system and on the angle between the emitted beam and the directional signal. The ultrasound field in general has a larger lateral than axial extent, and for angles different from 90° there will be some influence from scatterers outside the current position for velocity estimation. The rejection ratio must then be higher than for 90°, where it is mainly noise that dominates after echo canceling. If the signals are very noisy, the rejection ratio should also be increased.

In this paper a fixed rejection ratio of 0.02 was selected for 90° and 0.2 for all other angles. A more advanced approach could also derive the rejection value based on the signal-to-noise level, the magnitude of the stationary component, etc.

G. Determination of Beam-To-Flow Angle

The approach relies on knowledge of the angle between the flow vector and the direction of the emitted ultrasound beam. The current approach is to use the traditional B-mode image for this determination, as is done in a conventional spectral estimation system for correcting the estimated velocity values. No unique direction can be found...
for nonlaminar flow, and the standard deviation and bias will increase, as is also the case in traditional velocity estimation.

Ideally, an automatic approach for determining the angle should be made, and this is the topic of further studies. It should, however, be noticed that the emission of the ultrasound is independent of the angle. All angle-dependent processing is done on the received and sampled signals. Any angle can therefore be chosen after reception of the signals, and the correct velocity magnitude can always be found provided the correct angle is used.

### III. Simulations

The performance of the directional velocity estimation has been investigated through a number of simulations. The Field II program [16], [17] has been used for all simulations. It uses spatial impulse responses to describe the ultrasound field and can be used for all transducer geometries, focusing and apodization schemes, and excitations. The received signals on the individual transducer elements are found provided the correct angle is used.

The basic simulation parameters are shown in Table I. A standard 7-MHz linear array probe with a pitch slightly below 45° is used in the simulation with 128 active elements and a Hanning apodization on the elements in transmit. The transducer excitation was a single-cycle sinusoid at 7 MHz, and the impulse responses in transmit and receive were Hanning-weighted single-cycle sinusoids at 7 MHz. The emitted field is, thus, generated as for a conventional high-end ultrasound scanner. Linear array scanning can be attained by using a 256-element array and then multiplexing between the elements. In the simulation, data from a single image line are, however, investigated.

The flow in the vessel is parabolic with a peak velocity of 0.5 m/s and a radius of 10 mm. The vessel center is placed 40 mm from the front face of the transducer and contains 250,000 point scatterers. The simulation of the parabolic flow has been repeated for 200 pulse-echo lines for all the different situations giving a total of 2,000 pulse-echo lines with 128 received elements signals in each. The simulation was done on more than 40 Linux PCs ranging from a 600-MHz Pentium III to a 2-GHz Pentium IV using Matlab 6.1 and Field II version 3.1. One pulse emission simulation took between 1 and 3 hours on the PCs corresponding to a combined simulation time of 250 days.

Subsequently, the data were processed using Matlab for beamforming and velocity estimation. A linear interpolation between sample values was performed, when evaluating (9) to focus the beam along the flow lines. More advanced interpolation methods can be used, but this is probably of limited value, when such a high ratio between transducer and sampling frequency is used.

### IV. Results

Fig. 3 shows typical signals for the velocity estimation for two consecutive emissions. The top graph shows two directional signals as a function of x' at one given depth for a parabolic velocity profile. The displacement in distance is clearly seen, and this is reflected in the cross-correlation function shown below. The lag axis on the bottom graph has been converted to velocity through (5), and the peak at $v = 0.26 \text{ m/s}$ coincides with the correct velocity.

A typical example for a full simulation run can be seen in Fig. 4.

Typical profiles obtained at a beam-to-flow angle $\theta$ of 45° are shown in Fig. 4. The mean bias over the profile is $-0.54\%$, and the standard deviation is 1.6% relative to the true profile. Results from using the conventional cross-correlation approach is shown in Fig. 5. The standard simulation parameters shown in Table I have been used, and no noise was added to the data. The top graph shows the individual estimated profiles, and the lower graph is the mean of the estimates ±3 standard deviations. For all simulation results shown on the following pages, the bias of the estimates compared to the true profile has been calculated.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>STANDARD PARAMETERS FOR TRANSDUCER AND PARABOLIC FLOW SIMULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer center frequency</td>
<td>$f_0$</td>
</tr>
<tr>
<td>Speed of sound</td>
<td>$c$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>$\lambda = c/f_0$</td>
</tr>
<tr>
<td>Pitch of transducer element</td>
<td>$w$</td>
</tr>
<tr>
<td>Height of transducer element</td>
<td>$h_e$</td>
</tr>
<tr>
<td>Kerf</td>
<td>$k_e$</td>
</tr>
<tr>
<td>Number of active elements</td>
<td>$N$</td>
</tr>
<tr>
<td>Elevation focus</td>
<td>$R_e$</td>
</tr>
<tr>
<td>RF lines for estimation</td>
<td>$N_{Rf}$</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>$f_s$</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>$f_{pr,f}$</td>
</tr>
<tr>
<td>Distance between estimates</td>
<td>$dz$</td>
</tr>
<tr>
<td>Sampling interval for lines</td>
<td>$dx = \lambda/10$</td>
</tr>
<tr>
<td>Correlation interval</td>
<td>$-10\lambda:-10\lambda$</td>
</tr>
<tr>
<td>Radius of vessel</td>
<td>$R$</td>
</tr>
<tr>
<td>Distance to vessel center</td>
<td>$Z_{vis}$</td>
</tr>
<tr>
<td>Peak velocity in flow</td>
<td>$v_0$</td>
</tr>
</tbody>
</table>
Fig. 3. Example of two directional signals (top graph) as a function of \( x' \). Corresponding cross-correlation function is shown in the bottom graph.

Fig. 4. Typical estimated velocity profiles at a beam to flow angle of 45\( ^\circ \), when using the new approach. The top graph shows the individual profiles, and the bottom graph shows the mean (solid line) of the profiles \( \pm 3 \) standard deviations. The mean bias over the profile is \(-0.54\%\), and the standard deviation is 1.6\% relative to the true profile.

Fig. 5. Typical estimated velocity profiles at a beam to flow angle of 45\( ^\circ \), when using the conventional cross-correlation approach. The top graph shows the individual profiles, and the middle graph shows the mean of the profiles \( \pm 3 \) standard deviations. The mean bias over the profile is 2.5\%, and the standard deviation is 2.1\%. The dashed-dotted line is the correct velocity profile.

as the mean deviation over the profile relative to the peak velocity \( v_0 = 0.5 \) m/s. The relative standard deviation in percent has also been found averaged over the profile compared to the peak velocity. The two top graphs show when no compensation for the angle has been made in (1). The bias is here \(-17.2\%\). Compensating for the angle gives the figure in the bottom. The mean bias over the profile is now reduced to 2.5\%, and the standard deviation is 2.1\%. The new method is, thus, an improvement over conventional flow imaging, since both bias and standard deviation are reduced. This is due to the smaller decorrelation between the lines, since the beams follow the scatterers. There is, thus, not a different velocity in different parts of the signal.

The new approach can also be used for finding the velocity transverse to the ultrasound beam, in which conventional approaches fail in estimating the velocity. This is demonstrated in Fig. 6, where the profiles for a fully transverse flow have been estimated from 8 pulse-echo signals using the new approach with stationary echo canceling. The mean bias over the profile is \(-2.6\%\), and the standard deviation is 6.6\% demonstrating that the transverse flows can be found. A conventional system would here yield a velocity of zero.

A. Parameter Variations

Results from variations of the simulation parameters are shown in this section. Several parameters have been
Fig. 6. Typical estimated velocity profiles at 90° using the new approach. The top graph shows the individual profiles, and the bottom graph shows the mean of the profiles ±3 standard deviations. The mean bias over the profile is −2.6% and the standard deviation is 6.6%.

Varied in order to show the influence on performance of the method and its robustness.

Fig. 7 shows the performance, when the pulse repetition frequency is varied. The top four graphs show the bias of the results compared to the true parabolic velocity profile, and the lower four graphs show the standard deviation averaged over the profile. The individual graphs show the results for different beam-to-flow angles, where 90° corresponds to a transverse flow to the ultrasound beam. The bias and standard deviation are in general larger for the transverse flow than for other angles, and this is reflected in the choice of axis, which covers a larger range in this situation. The individual graphs contain several lines, one for each simulation of a transmit focus. The transmit focus has been set at the center of the vessel and at distances further away.

For a focus at 40 mm in the vessel, both bias and standard deviation increases, when \( f_{prf} \) is decreased, and it should not be below 2000 Hz to give reliable estimates. For all other emission foci and all angles, both the bias and standard deviation are decreased for decreased \( f_{prf} \). This indicates that a large shift between the signals is beneficial, as the signals only decorrelate slowly, when using the new approach for a laminar acceleration free flow. For a very low \( f_{prf} \), the standard deviation will rise again, since the data get uncorrelated and the velocity does not stay constant.

Fig. 8 shows the results for a variation from the correct beam-to-flow angle. The bias is, as expected, severely affected by an error in angle. For nontransverse flow the bias follows the normal projection of the flow, whereas it is significantly different for the transverse flow. An angle error is in this case not related to the projection of the flow onto the estimation direction, but it does increase with angle error and has a minimum for the correct angle. The standard deviation is affected in the same way and also increases significantly with the angle error for a transverse flow. It is less affected for the nontransverse estimates, but a minimum is attained for the correct angle.

Fig. 9 shows the results for a variation in the sampling interval for the directional signals. The x-axis on the figure shows the number \( N_d \), which \( \lambda \) is divided with to give the sampling interval \( (dz = \lambda/N_d) \), when calculating the beams. The selection of interval has a negligible influence for 90° for all values of \( N_d \). For all other angles there is a decrease in both bias and standard deviation, when the sampling interval is larger than \( \lambda / 5 \). After this both stay roughly constant.

The results for different numbers of directional signals used in the estimation is shown in Fig. 10. The cross-correlation is calculated for each set of lines, and then these correlation functions are added. The velocity is then found from the averaged correlation function. The bias of the estimates in general decreases, when the number of lines is increased. The decrease is rapid from 4 to 10 lines, where the decrease levels out. The decrease is influenced by the stationary echo canceling, which is very sensitive for few lines. At 90° a large bias is seen for a focus at 40 mm, and a consistent underestimation of the velocity can be seen for focusing at other depths. For other angles, the bias is in general lower, when 8 or more directional signals are used. The standard deviation in general decreases with an increasing number of signals for all angles.

Results for variation in the range for the correlation are shown in Fig. 11. The range is expressed as a factor times the wavelength \( \lambda \) of the ultrasound. The range has a large influence on both bias and standard deviation. Increasing the range from 4\( \lambda \) to 10\( \lambda \) significantly decreases both bias and standard deviation for all angles, if the transmit focus is above 40 mm. For a focus at 40 mm, the bias increases slightly beyond 5\( \lambda \), since data outside the main beam is used for estimation. The standard deviation in general attains the final value after a range of 5\( \lambda \) with a slight decrease until 10\( \lambda \) at 90°.

Gaussian random noise has been added to the RF signals used for the results in Fig. 12. The SNR is determined by

\[
\text{SNR}_{dB} = 10 \log_{10} \frac{E[g_r^2(t)]}{E[n^2(t)]},
\]

where \( g_r(t) \) is the received element signal, and \( n(t) \) is the noise. A ratio from 0 to 40 dB has been used. The bias is in general not very affected by the noise. The standard deviation decreases with an increasing SNR until 20 dB for 90° and until 10 dB for other angles, where the final performance is reached.

No apodization is applied during receive focusing of the flow beams. It is possible to apply such an apodization,
Fig. 7. Variation in bias (top) and standard deviation (bottom) for a change pulse repetition frequency.
Fig. 8. Variation in angle.
Fig. 9. Variation in sampling interval. The x-axis shows the number $N_d$ that $\lambda$ is divided with to give the sampling interval ($dx = \lambda/N_d$).
Fig. 10. Variation in number of pulse-echo lines.
For 90 deg. beam to flow angle

For 75 deg. beam to flow angle

For 60 deg. beam to flow angle

For 45 deg. beam to flow angle

For 90 deg. beam to flow angle

For 75 deg. beam to flow angle

For 60 deg. beam to flow angle

For 45 deg. beam to flow angle

Fig. 11. Variation in correlation interval that the directional signals are calculated over expressed in wavelengths $\lambda$. 
Fig. 12. Variation in bias and standard deviation as a function of SNR.
TABLE II
BIAS AND STANDARD DEVIATION WHEN USING NO APODIZATION (RECT.) DURING BEAM FORMATION AND A HANNING APODIZATION (HANN).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>40</td>
<td>32.6</td>
<td>47.3</td>
<td>15.8</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
<td>-2.6</td>
<td>-11.2</td>
<td>6.8</td>
</tr>
<tr>
<td>90</td>
<td>100</td>
<td>-2.7</td>
<td>-11.5</td>
<td>6.5</td>
</tr>
<tr>
<td>90</td>
<td>150</td>
<td>-2.7</td>
<td>-11.2</td>
<td>6.5</td>
</tr>
<tr>
<td>75</td>
<td>40</td>
<td>2.2</td>
<td>2.3</td>
<td>6.0</td>
</tr>
<tr>
<td>75</td>
<td>80</td>
<td>-1.4</td>
<td>-1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>-0.01</td>
<td>-0.18</td>
<td>2.7</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
<td>-0.63</td>
<td>-0.72</td>
<td>0.9</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>-0.39</td>
<td>-0.52</td>
<td>1.63</td>
</tr>
<tr>
<td>45</td>
<td>80</td>
<td>-0.47</td>
<td>-0.57</td>
<td>1.14</td>
</tr>
</tbody>
</table>

TABLE III
BASIC SIMULATION PARAMETERS FOR TRANSDUCER, FLOW, AND ESTIMATION IN THE FEMORAL ARTERY.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer center frequency ( f_0 )</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Speed of sound ( c )</td>
<td>1540 m/s</td>
</tr>
<tr>
<td>Wavelength ( \lambda = c/f_0 )</td>
<td>0.308 mm</td>
</tr>
<tr>
<td>Width of transducer element ( w )</td>
<td>0.308 mm</td>
</tr>
<tr>
<td>Height of transducer element ( h_e )</td>
<td>5 mm</td>
</tr>
<tr>
<td>Kerf ( k_e = \lambda/10 )</td>
<td>0.0308 mm</td>
</tr>
<tr>
<td>Number of active elements ( N )</td>
<td>128</td>
</tr>
<tr>
<td>Emission focus ( F_e )</td>
<td>100 mm</td>
</tr>
<tr>
<td>RF lines for estimation ( N_e )</td>
<td>8</td>
</tr>
<tr>
<td>Pulse repetition frequency ( f_{PRF} )</td>
<td>5 kHz</td>
</tr>
<tr>
<td>Distance between estimates ( d_z )</td>
<td>0.25 mm</td>
</tr>
<tr>
<td>Sampling interval for lines ( dz )</td>
<td>( \lambda/10 ) 0.0308 mm</td>
</tr>
<tr>
<td>Correlation interval ( R )</td>
<td>-3.083.08 mm</td>
</tr>
<tr>
<td>Radius of vessel ( R )</td>
<td>4 mm</td>
</tr>
<tr>
<td>Distance to vessel center ( Z_{vcs} )</td>
<td>60 mm</td>
</tr>
<tr>
<td>Ratio between tissue and blood ( \text{Ratio} )</td>
<td>40 dB</td>
</tr>
</tbody>
</table>

and the result of this is shown in Table II. In general, both the bias and standard deviation are higher for the Hanning apodization than for the rectangular apodization, and it is, thus, not advisable to use apodization in receive.

Often scanners can only sample in 64 channels simultaneously instead of 128. The performance of using 64 elements in both transmit and receive is shown in Fig. 13 for a variation in the pulse repetition frequency. The emit focus is at 80 mm. The top graph shows the bias and the lower the standard deviation. The solid line is when using all 128 elements. The line with dots is when using only 64 elements. It can be seen that both bias and standard
deviation deteriorate. A possible solution to this problem is to use multiplexing between the 64 even and 64 odd elements of the aperture's 128 elements. This has been done in the dashed curve. The odd elements have been measured for odd values of the signal number $i$ and even elements have been measured for even $i$. The directional signals are then beamformed for each signal, and the signal from emission $i$ is added to the signal from emission $i + 1$, and these combined signals are cross-correlated. Herby, all 128 elements are sampled and used, and the performance is improved. The bias is still worse than for 128 elements, but the standard deviation is quite close to the 128-element system.

V. TRANSVERSE COLOR FLOW IMAGING

Finally, a color flow mapping image with a transverse flow has been simulated. The Womersley model for pulsatile flow in the femoral artery has been used [1], [18], [19]. A realistic model of the temporal and spatial variation in the flow is thereby introduced.

The basic simulation parameters are shown in Table III. Note that a 5-MHz transducer is used here. The parameters are the same as would be used in a modern scanner for traditional color flow mapping. Eight pulse-echo lines are used for the estimation, and stationary echo canceling is done by subtracting the mean value of the beamformed data for a given time. The resulting color flow map images are shown in Fig. 14 for the different positions in the cardiac cycle. A red color value indicates flow to the left and a blue value to the right. Notice the change of direction of the flow at 0.27 s, which is typical for flow in the femoral artery at rest. No postprocessing has been made on the images, and the discrimination between flow and tissue is done as described in Section II-F with a rejection value of 0.00001.
VI. Conclusion

A new method for directional velocity estimation has been introduced. The scheme can be used in traditional delay-sum beamforming with a focused transmit field and gives a satisfactory performance with standard linear array transducers. The performance is in general increased by using a longer pulse repetition time and more receiving elements. It is robust to noise and can use only 8 to 16 pulse-echo lines for finding the velocity estimate in the case of complicated temporally and spatially varying flow in the arteries.
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