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ABSTRACT

In this work a two-step algorithm is proposed for detecting structures in multi-channel remote sensing images. The first part is a normal low level structure detection performed on the individual images, which provides information of the strength as well as the orientation of the structure. In the second part tensors are used for representing the structure information. This approach has the advantage, that tensors can be averaged either spatially or by applying several images, and the resulting tensor provides information of the average strength as well as orientation of the structure. The performance of the algorithm is examined using multi-frequency, polarimetric SAR images from the Danish airborne EMISAR.

LOW LEVEL STRUCTURE DETECTION

The tensor based structure estimation algorithm applies a low level structure detection to the images in the first part of the algorithm. The only constraints on the choice of detector are, that it must provide information of the strength as well as orientation of the local structure, and that it should be adapted to the statistic of the images applied.

In this work we examine linear structures in polarimetric SAR data. The data can be described by the polarimetric covariance matrix

\[ C = \begin{bmatrix}
\sigma_{hh} & \sqrt{\sigma_{hh}\sigma_{hv}\rho_{hh,hv}} & \sqrt{\sigma_{hh}\sigma_{vv}\rho_{hh,vv}} \\
\sqrt{\sigma_{hh}\sigma_{hv}\rho_{hh,hv}} & \sigma_{hv} & \sqrt{\sigma_{hv}\sigma_{vv}\rho_{hv,vv}} \\
\sqrt{\sigma_{hh}\sigma_{vv}\rho_{hh,vv}} & \sqrt{\sigma_{hv}\sigma_{vv}\rho_{hv,vv}} & \sigma_{vv}
\end{bmatrix} \]

(1)

with \( \sigma_j \) being the backscattering coefficient for polarization \( j \), \( \rho_{j,k} \) the complex correlation coefficient of polarizations \( j \) and \( k \), and * denoting complex conjugation. A natural choice of structure detector would hence be a detector capable of examining the full covariance matrix, but such a detector has not yet been developed. Instead we apply the ratio line detector suggested by Lopes et al. [8] working on the intensity images (the backscattering coefficients). It applies a set of filters working in a local \( M \times M \) window, and if the ratio of the intensity of the central strip to the intensity of the neighboring areas is sufficiently large or small, a structure is detected. The strength is given by the intensity ratio, and the orientation by the orientation of the filter resulting in the highest ratio.

ORIENTATION TENSOR

The low level structure detection provides information of the orientation and strength of a structure at each pixel. In the following \( \hat{x}_i = \begin{pmatrix} \cos \varphi \\ \sin \varphi \end{pmatrix} \) and \( A_i \) denotes the orientation and strength at pixel \( i \), respectively, with \( \varphi \) belonging to the interval \( [0, \pi] \), and \( A_i \) to the interval \( [0, 1] \) with \( A_i = 1 \) being full certainty of a structure present. The orientation tensor at pixel \( i \) is defined as [6]

\[ T_i = A_i \hat{x}_i \hat{x}_i^t \]

(2)

with \( t \) denoting transpose, and for a 2-D image \( T_i \) is a 2x2 tensor. The norm of the tensor equals \( A_i \), and the norm is independent of the orientation represented by \( T_i \).
The tensor representation is useful, because averaging of tensors is a meaningful operation, as mentioned by Knutsson et al. [7]. Averaging of a variable is generally performed to obtain an estimate having higher precision or certainty than the individual variable, and in the context of this work, it is done using one of the following two methods: 1) Using multiple images and averaging the tensors located at pixel i in all the images; 2) applying a local averaging filter to a single tensor image. The first method is useful for data fusion, using e.g. multi-temporal data or data acquired at different frequencies or polarizations. The second method utilizes the spatial information of the structures in the images, and this latter method can be combined with the data fusion approach, resulting in a spatially averaged tensor from multiple images.

The averaging operation results in an estimate, \( \overline{T}_i \), which is based on a number of tensors generally having different orientations. For this reason (2) can not be used for describing \( \overline{T}_i \), but it is still possible to find the best approximation to \( \overline{T}_i \) which can be expressed using (2), as argued by Granlund and Knutsson [6]. This tensor, \( T_{ai} \), is found by minimizing the norm \( ||T_{ai} - \overline{T}_i|| \) yielding [6]

\[
T_{ai} = \lambda_{ai} e_1 e_1^T
\]  

(3)

with \( \lambda_{ai} \) being the largest eigenvalue of the tensor \( \overline{T}_i \) and \( e_{ai} \) the corresponding eigenvector. In other words, the largest eigenvalue of the averaged orientation tensor provides the average structure strength at a given pixel, and the corresponding eigenvector provides the average orientation.

For a 2-D image two eigenvalues exist, and we apply the variable \( C_{ai} \) to describe the quality of the approximation

\[
C_{ai} = \frac{\lambda_{a1}}{\lambda_{a2}}
\]  

(4)

\( C_{ai} \) belongs to the interval \([1, \infty]\) with \( C_{ai} \to \infty \) corresponding to the perfect approximation.

Fig. 1 shows a geometric description of the average orientation tensor for three different cases. In each case the resulting tensor is the average of two tensors, \( T_1 \) and \( T_2 \), described by (2). In the first case, shown in Fig. 1 a), the average tensor is comprised of tensors having the same orientation, thus \( \lambda_{a1} = 0 \) and \( C_{ai} \) becomes infinite corresponding to the perfect approximation. The norm of the average tensor equals the norm of the input tensors. When the two tensors have orthogonal orientations but equal norms, as in Fig. 1 b), the two eigenvalues are equal making \( C_{ai} = 1 \), and the tensor provides no information of the orientation of the structure. The norm of the average tensor becomes half that of the input tensors, illustrating the strength of the tensor approach compared to normal fusion operators which normally discard the information of the orientations; in this case discarding the orientation information results in an output value being equal to the input values (for the mean operator), but obviously the presence of a structure is less certain, when the input variables suggest orthogonal orientations.

EXPERIMENTAL RESULTS

Fig. 2 shows a 13-look h.v polarized intensity image from the Danish EMISAR [9], having a 5 \( \times \) 5 m ground pixel spacing. We examine the algorithm on the small area in the box, including a road and surrounding fields. In Fig. 3(a) is shown the result when applying the low level line detector on the h.v polarized image. The dimensions and orientations of the lines corresponds to the line strengths and line filters resulting in highest strength, respectively, and only the pixels resulting in line strengths above a threshold are included. The effects of the...
CONCLUSION

An algorithm for estimating structures in remote sensing images is presented, using a low level structure detector in the first step, and a tensor based representation of the structure in the second step. Compared to the normal fusion operators, the approach makes it possible to perform averaging, spatially as well as on different data sets, using the strength as well as orientation of the detected structures. The resulting structure estimate provides information of the average structure strength as well as orientation, thus making it very suited for applications using the structure orientations.
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