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Abstract
This paper describes the application of the Youla parameterization of all stabilizing controllers and the dual Youla parameterization of all systems stabilized by a given controller in connection with tuning of controllers. In the uncertain case, it is shown that the use of the Youla parameterization will allow us to optimize both the model and the controller.

1 Introduction
The Youla parameterization has been used in connection with both adaptive controllers (see e.g. [3]) as well as with gain scheduling controllers (see [2]). The main focus in this paper is to give a quantitative analysis of the use of parameterization in connection with tuning of controllers. It is shown that the use of the Youla parameterization can be applied also in this connection with several advantages. In the uncertain case, it will be shown that the Youla parameterization can both be applied in connection with optimization of the model as well as used in connection with controller tuning.

2 Preliminary Results
A system is given by:

\[ G(s) = \begin{bmatrix} G_{zw} & G_{zd} & G_{zu} \\ G_{zw} & G_{zd} & G_{zu} \\ G_{yw} & G_{yd} & G_{yu} \end{bmatrix} \]  \hspace{1cm} (1)

A coprime factorization of the system \( G_{yu}(s) \) and a stabilizing controller \( K(s) \) is given by:

\[ G_{yu} = NM^{-1} = \tilde{M}^{-1} \tilde{N}, \quad N, M, \tilde{N}, \tilde{M} \in \mathcal{RH}_\infty \]
\[ K = UV^{-1} = \tilde{V}^{-1} \tilde{U}, \quad U, V, \tilde{U}, \tilde{V} \in \mathcal{RH}_\infty \]

where the eight matrices must satisfy the double Bezout equation, see [3, 4].

All controllers that stabilize \( G_{yu} \) is given by:

\[ K(Q) = F_1 \left( \begin{bmatrix} UV^{-1} & \tilde{V}^{-1} \\ V^{-1} & -V^{-1}N \end{bmatrix}, Q \right) \]  \hspace{1cm} (2)

where \( Q \in \mathcal{RH}_\infty \). All systems stabilized by \( K(s) \) is given by:

\[ G(S) = F_1 \left( \begin{bmatrix} NM^{-1} & \tilde{M}^{-1} \\ M^{-1} & -M^{-1}U \end{bmatrix}, S \right) \]  \hspace{1cm} (3)

where \( S \in \mathcal{RH}_\infty \).

The connection between the real system described by \( G_{yu}(\Delta) = G_{yu} + G_{yu}\Delta(I - G_{zu}\Delta)^{-1}G_{zu} \) and the \( S \) parameter is given by, [1]:

\[ S(\Delta) = T_3(1 - T_1\Delta)^{-1}T_2 \]  \hspace{1cm} (4)

where

\[ T_1 = G_{zw} + G_{zu}UMG_{yw}, \quad T_2 = G_{zu}M, \quad T_3 = \tilde{M}G_{yw}. \]

The above description of change of a system is based on the \( \Delta \) formulation. A special case of the above general description is when the system is changed from \( G_{yu,0} \) to \( G_{yu,1} \). Using the coprime factorization of both \( G_{yu,0} \) and \( G_{yu,1} \), the dual Youla parameter \( S \) is then given by

\[ S = \tilde{N}_0M_1 - \tilde{M}_0N_1 \]  \hspace{1cm} (5)

3 Main Results
Let us consider uncertain systems. When the system includes uncertain blocks \( \Delta \), it is not directly possible to describe the system from an input/output point of view by using the dual Youla parameterization. It is only possible to use the dual Youla parameterization to describe the system from the control input \( u \) to the measurement output \( y \). As a result of this, it is not directly possible to use the dual Youla parameter in connection with optimization of the performance. It is possible to minimize the performance transfer function \( T_{ed} \) directly, if the input and output signals are linear combinations of \( u \) and \( y \).

Now, let us use the Youla parameterization of the controllers to change the controller. By introducing \( Q = \sum_{i=1}^{p} \alpha_i Q_i \) and using \( K(Q) \), \( T_1(\alpha) \) is given by

\[ T_1(\alpha) = G_{zu} + G_{zu} \sum_{i=0}^{p} \alpha_i U_i \tilde{M}G_{yw} \]
The vector \( \alpha \) is a set of controller scheduling parameters. \( S(\Delta, Q) \) is then given by

\[
S(\Delta, Q) = \tilde{M} G_yu \Delta (I - T_1(\alpha)\Delta)^{-1} G_{zu} M
\]

(6)

In this case where both the system and the controller can/will change, the design problem turns out to be more complicated. However, when a more realistic description of the system is included in the problem formulation, it will be possible to do other things in connection with the optimization of the controller. It is quite clear that if the model of the system and the real system is identical, then we get directly that

\[
S(\Delta) = 0
\]

This strongly indicates that trying to make \( S \) small often will be a desirable objective. Minimizing \( S \) by updating the model, we will get a more precise model for the applied operating point. This needs to be followed by an update of the controller such that the performance is optimized. The most natural way to do this optimization of the controller is to apply a gain scheduling controller. Minimizing \( S \) by tuning the controller, the effect from the uncertainties is minimized, i.e. \( Q \) is optimized with respect to \( S(\Delta) \). In this case, the performance from the nominal case will be recovered. A short description of the two cases follows below.

### 3.1 Optimization of the model

Let us assume that the real system can be described as a combination of a number of models. In [2], an LFT description of the system given by

\[
G_yu(\theta)(t) = \mathcal{F}_u(G_{par}, \theta(t))
\]

where \( \theta(t) \) is a vector of time varying parameters and \( G_{par} \) is a known part of the system.

There exist a number of methods for estimation of the parameter vector \( \theta \). In our case, it is possible to validate the identified parameter vector \( \hat{\theta}(t) \), because the parameter vector consists of real parameters. The validation of \( \hat{\theta}(t) \) can be done as follows.

Based on the identified parameter vector \( \hat{\theta}(t) \), the real parameter is given by:

\[
\hat{\theta}(t) = \theta_0 + \hat{\theta}(t)
\]

where \( \theta_0 \) is the parameter vector for the nominal system. The model of the system can now be updated. Based on this updated model, a new dual Youla parameter \( S(\hat{\theta}(t)) \) can be calculated by:

\[
S(\hat{\theta}(t)) = V^{-1} (I - G_yu(\hat{\theta}(t))UV^{-1})^{-1} (G_yu(\hat{\theta}(t))M(\hat{\theta}(t)) - N(\hat{\theta}(t)))
\]

As a direct consequence of this equation, the identified parameter vector \( \hat{\theta}(t) \) is the optimal vector, i.e. \( \hat{\theta}(t) = \theta(t) \), if and only if

\[
S(\hat{\theta}(t)) = 0
\]

### 3.2 Optimization of the controller

An alternative to the above scheme is to optimize the controller directly such that the dual Youla parameter \( S \) is minimized. This can be done in a number of different ways. In [3], both off-line as well as on-line methods have been considered in connection with minimization of \( S \). These methods are based on a least squares minimization.

As an alternative to the least squares minimization, an \( H_\infty \) optimization can be applied instead. To that end, observe, that evaluating the worst case \( H_\infty \) norm of (6) is a \( \mu \)-analysis problem. Further, we note that the \( \Delta \) feedback path \( T_1(\alpha) = G_{zw} + G_{zu} \sum_{i = 0}^{p} \alpha_i U_i \tilde{M} G_yu \) can be written in the form

\[
T_1(\alpha) = G_{zw} + G_{zu} \tilde{\alpha} \begin{pmatrix} U_0 & U_1 & \vdots & U_p \end{pmatrix} \tilde{M} G_yu
\]

which is a static output feedback form in the unknown matrix \( \tilde{\alpha} = (\alpha_0 \; \alpha_1 \; \ldots \; \alpha_p ) \).

Hence, the associated optimization problem involves in principle finding a static solution to a \( \mu \)-problem. This problem is highly infeasible from a numerical point of view, but a suboptimal solution can be found by using LMI's. The static constraint can then be dealt with by using alternating projections on a number of convex sets and a single nonconvex set corresponding to a rank constraint which has been reported feasible in the literature.
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