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Abstract—We present some improvements in the procedure for calculating power spectra of signals based on finite state descriptions and constant block size. In addition to simplified calculations, our results provide some insight into the form of the closed expressions and to the relation between the spectra and other properties of the codes.

Index Terms—Line codes, power spectra.

I. INTRODUCTION

Spectra for line codes defined by a finite number of states and constant block size \( N \) were calculated in [1]. Examples of codes providing error control may be found in [2] and [3]. We shall be interested only in the case of independent input symbols which allows us to calculate the transition probabilities for the states. The actual mapping of the input blocks on the output blocks is not important.

One purpose of this paper is to use available symbolic computation tools to simplify the calculations. However, the explicit expressions also provide more information about the relationship between the structural details of the codes and the spectrum.

II. OUTLINE OF CALCULATION OF SPECTRA FOR 4B3T CODES

In this section we shall give an outline of the computational procedure by calculating the power spectrum of the well-known Franaszek MS-43 code. For this code \( N = 3 \), and there are four states, for which the sums of the transmitted symbols are \( \pm 1/2 \) and \( \pm 3/2 \).

For independent, equally distributed input symbols, the transition matrix is

\[
P_1 = \begin{bmatrix}
6/16 & 5/16 & 0 & 1/16 \\
6/16 & 6/16 & 5/16 & 3/16 \\
3/16 & 5/16 & 6/16 & 6/16 \\
1/16 & 0 & 5/16 & 6/16 
\end{bmatrix}.
\]

We may conclude from the symmetry of the code that the eigenvectors are either even or odd, and we may find the even vectors and the associated eigenvalues from the matrix \( P_1' \), while the odd vectors and eigenvalues are found from \( P_1'' \), where

\[
P_1' = \begin{bmatrix}
7/16 & 5/16 \\
9/19 & 11/16 
\end{bmatrix} \quad P_1'' = \begin{bmatrix}
5/16 & 5/16 \\
3/16 & 1/16 
\end{bmatrix}.
\]

\( P_1' \) has eigenvalue 1 and the eigenvector gives the stationary distribution, \( (p_2, p_1) = (5/14, 9/14) \). From \( P_1'' \) we get the characteristic equation \( z^2 - 3/8z - 5/128 \), which provides a recursion for the correlation function \( R_4(k) \) when values separated by multiples of \( N = 3 \) are considered.

\[
R_4(k) = 3/8 R_4(k-3) + 5/128 R_4(k-6).
\]

Thus when enough values of the correlation functions have been determined, we can express the series

\[
\sum_{k=0}^\infty R_4(k) z^k
\]

as a rational function with denominator

\[
(1 - 3/8z^3 - 5/128z^6)(1 - 3/8z^{-3} - 5/128z^{-6}).
\]

The first step in calculating the correlation values is to find the average value of the correlation between two blocks

\[
\eta_k = E[c_j \# c_{j+k}]
\]

where we use the symbol \( \# \) to indicate a correlation. For blocks of length 3, we may write this as a vector of length 5. For \( k = 0 \) this average has to be calculated from the actual list of code-blocks weighted by the stationary probabilities of the states

\[
\eta_0 = [R(-2), R(-1), R(0), R(1), R(2)]
\]

where \( R_4(0) \) is the actual average power, but \( R_1(1) \) and \( R_1(2) \) also have a contribution from the correlation between neighboring blocks. For the MS-43 code we get

\[
\eta_0 = \frac{1}{224}[-23/3, -82/3, 145, -82/3, -23/3].
\]

For \( k > 0 \), we may simplify the calculations by first calculating the average value of each block. Let the average value of a block following state \( i \) be \( \eta_{ai} \). In this case

\[
\eta_{a1} = (0, 0, 0) \quad \eta_{a2} = (5/16, 5/16, 5/16),
\]
The average value of the block preceding state \( i \) is similarly found from the reverse transition matrix

\[
P_{ir} = \begin{bmatrix}
3/8 & 5/24 & 5/48 & 1/16 \\
9/16 & 3/8 & 5/16 & 0 \\
0 & 5/16 & 3/8 & 9/16 \\
1/16 & 5/48 & 3/24 & 3/8
\end{bmatrix}.
\]

In our case the averages are

\[
\begin{align*}
\nu_{b1} &= (-1/16, -1/16, -3/16) \\
\nu_{b2} &= (-7/40, -7/40, -16/40).
\end{align*}
\]

We shall further need the quantities

\[ t_{ij} = p_i \nu_{b j} \# \nu_{o j} \]

which in our case equal 0 for \( j = 1 \), while for \( j = 2 \) we get

\[
\begin{align*}
t_{12} &= -45/48 \cdot 224 \\
t_{22} &= -10/48 \cdot 224 (16, 23, 30, 14, 7).
\end{align*}
\]

We now get

\[
\begin{align*}
r_{1} &= [R^e(1), R^e(2), R(3), R(4), R^e(5)] = \sum t_{ii} \\
r_{2} &= [R^e(4), R^e(5), R(6), R^e(7), R^e(8)] = \sum p_{ij} t_{ij}
\end{align*}
\]

where \( p_{ij} \) are the transition probabilities. If more values were needed, we could similarly calculate them from the \( t_{ij} \) and higher order transition probabilities. However, in our case the block recursion can now be applied, and the recursion for individual correlation values applies from \( R(9) \).

\[
\begin{align*}
R_{1}(1) &= -23/168 \\
R_{1}(2) &= -199/(24 \cdot 224) \\
R_{1}(3) &= -25/896 \\
R_{1}(4) &= -3715/(3 \cdot 256 \cdot 224) \\
R_{1}(5) &= -3170/(3 \cdot 256 \cdot 224) \\
R_{1}(6) &= -2625/(3 \cdot 256 \cdot 224) \\
R_{1}(7) &= -14425/(3 \cdot 2048 \cdot 224) \\
R_{1}(8) &= -11900/(3 \cdot 2048 \cdot 224).
\end{align*}
\]

Up to this point only simple calculations have been needed. The remaining steps are conveniently performed by a tool for symbolic computation (actually an advanced calculator is sufficient). We express the tail of the correlation function as

\[
\begin{align*}
&\sum_{k=0}^3 R_{1}(k) z^k = -z^3 g(z)/(1 - 3/8 z^3 - 5/128 z^6) \\
g(z) =\text{obtained by multiplying both sides of the equation by the denominator, since we know that the remaining correlation coefficients satisfy the recursion, and thus they do not contribute to } g(z).
\end{align*}
\]

Finally we have the \( Z \)-transform of the correlation function as

\[
R_{1}(z) = \frac{1 - z^{-1}}{1 + 2 z^{-1}} + \frac{2 z^{-1}}{1 - z^{-1}} (z + z^{-1}) - \frac{2 z^{-1}}{1 - z^{-1}} (z^2 + z^{-2}) + f(z) + f(z^{-1}).
\]

Substituting \( z = \exp(-\omega) \), we get the power spectrum.

\[
\begin{align*}
S_{1}(\omega) &= \frac{1}{28} 18.713 - 11.805 \cos 3\omega - 129 \cos 6\omega \\
&- 236970 \cos 3\omega + 28264 \cos 4\omega + 6886 \cos 5\omega \\
&- 27600 \cos 6\omega + 2720 \cos 7\omega + 400 \cos 8\omega.
\end{align*}
\]

Note that there is a missing factor in the denominator of \([1]\), and even when that is corrected, there appears to be other problems with the expression. However, the figure shows the correct spectrum.

III. RELATIONS BETWEEN THE CHOICE OF CODE BLOCKS AND THE POWER SPECTRUM

The fairly complex form of the spectrum calculated in the previous section can be traced back to the vectors \( \nu_{b i} \) and \( \nu_{oi} \). In the choice of code blocks, all vectors with a given sum are usually included. The only exceptions in this particular code are that the vectors \((1,1,-1)\) and \((-1,-1,1)\) are not used in states \(\pm1/2\). The vectors of sum \(\pm1\) therefore give different contributions to the three positions, and also contribute to the correlation in an irregular way. It turns out that the calculations are greatly simplified, and the result also much more intuitive, if we make the slightly artificial change of using the three words \(e, d, c\) with probability \(2/3\). We are not proposing to change the code in this way, but to adopt this approximation in the calculation of the spectrum. Just as the choice of a particular block of a certain weight is rather arbitrary, we do not expect this approximation to have any important effect on the power spectrum.

The transition matrix is unchanged. We may now write all the average vectors as

\[
\begin{align*}
\nu_{ei} &= \nu_{aei} \\
\nu_{bi} &= \nu_{bde}
\end{align*}
\]

where

\[
e = (1, 1, \ldots, 1)
\]

and we only need to calculate the constants \(\nu_{aei}\) and \(\nu_{bde}\). These may be found as the average values of the original vectors, but they have a more intuitive interpretation as the average weight of a word before or after a given state. Next the \( t_{ij} \) may be replaced by scalars which are all multiplied by the vector \( e f c = (1, 2, \ldots, N, \ldots, 1)/N \). These scalars determine \( R(Nk) \), and the remaining correlation values are obtained by linear interpolation since the decimated correlation sequence should be convolved with the sequence \( e f c \).

To complete the correlation function, we need to consider the vector (we let \( N = 3 \))

\[
\nu_0 = [R^e(1)/2, R^e(1), R(0), R^e(1), R^e(1)/2].
\]

We can bring this vector to the same form by subtracting \( R(0) - 3R^e(1)/2 \) from \( R(0) \). This has the effect of subtracting a con-
stant value from the spectrum (which makes the resulting terms negative). We proceed to write the sequence in \( z \)-notation, and convert the result to the spectrum

\[
S(\theta) = R(0) + R'(0) - S'(3\theta)(3 + 4\cos\theta + 2\cos2\theta).
\]

Here \( S'(3\theta) \) is a function that is closely related to the spectrum of the sum of each block, and it depends only on the transition matrix. There is a "pulse shaping" factor corresponding to constant blocks with the higher symbol rate, and finally a constant is added to make the zero at \( \theta = 0 \).

In [4] we discussed power spectra which were determined by a zero in the numerator at \( z = 1 \) and a pole for a real value \( <1 \). In particular we found that the width of the suppressed band was related to the value of the real pole. For low frequencies we have very similar properties for the spectra considered here, and we should expect better low-frequency suppression with a smaller eigenvalue. As we observed in the example, the largest eigenvalue of the difference matrix also has a major influence on the correlation function. Consider the difference matrix

\[
P'' = \begin{bmatrix}
5/3 & b \\
3 & a - 4
\end{bmatrix}/16.
\]

The eigenvalue is minimized by taking \( b \) to be the smallest possible value, \(-2\). This choice favors transitions from state 1/2 to \(-3/2\) rather than \(3/2\), which tends to keep the intermediate values of the sum closer to 0.

In [2] convolutional codes are combined with spectrum shaping. Usually error-correcting codes leave the spectrum of the transmitted signal constant, but in these constructions, additional redundancy is used to introduce a spectral null at zero frequency. The state space of the code is the product of the states of the convolutional code and the set of values of the running sum. The authors suggest that the decoder should neglect the value of the sum in order to limit the complexity of the decoder. The examples of power spectra suggest that a change in the convolutional code has little effect on the power spectrum. Thus we shall take the complementary approach here and calculate an approximate power spectrum under the assumption that the effect of the convolutional code can be neglected.

**Example 1—Spectrum of Trellis Code:** We shall follow the example in [2, Section II], letting two input bits be encoded by a rate 2/3 encoder, such that the three output bits determine a coset and the remaining four bits determine a block of four symbols to be transmitted. The alphabet is \( \{ \pm 1, \pm 3 \} \). We shall make the approximation that the coset is randomly chosen rather than being determined by the convolutional code. Under this assumption the 256 blocks are divided into two sets such that all blocks with positive weight are in set \( S^+ \) and all that have negative weight are in \( S^- \). The blocks of weight 0 are assigned in such a way that whenever \( x \) is in \( S^+ \), \(-x \) is assigned to \( S^- \).

It is observed in [2] that assigning the blocks based on the sign of the first symbol leads to two rather different spectra. This is not surprising considering that this choice will have a significant impact on \( R(1) \), and indirectly on other correlation coefficients.

We shall base our calculation on an assignment that allows the simplified form of the power spectrum discussed in this section. The number of vectors of weight 12, 10, \( \ldots \) 0 in \( S^+ \) are 1, 4, 10, 20, 31, 40, 22. These numbers scaled by 1/128 provide the columns of the 12 by 12 transition matrix, but the calculations involve only the 6 by 6 even and odd parts. In particular we get the stationary distribution

\[
p = (0.004386, 0.021900, 0.065789, 0.153509, 0.289474, 0.464912)
\]

and the characteristic polynomial of the odd matrix

\[
z^{6} - 0.53125z^{5} + 0.143555z^{4} - 0.019604z^{3} + 0.001461z^{2} - 0.000043.
\]

The average value of the next block (weight/\( N \)) is readily found to equal \( \pm 57/64 \), while more effort is required to find the previous averages.

\[
u_{0} = (2.4844, 1.9344, 1.4344, 0.9844, 0.5677, 0.1919)
\]

\[t = (0.010896, 0.042211, 0.094367, 0.15110, 0.164337, 0.089227).
\]

As in the previous example we can now calculate \( R(N), R(2N), \ldots R(6N) \)

\[
R(4k) = (0.491943, 0.112988, 0.019674, 0.001206, -0.0000546, -0.000224).
\]

The average correlations within a block are

\[
r_{0} = (0, 0, 5, 0, 0).
\]

And setting \( R'(0) = 0 \), we can calculate the spectrum as shown in the equation at the bottom of the page. The result is a compromise between the two curves shown in [2] for specific choices of weight zero blocks.

**IV. COMPARISON OF POWER SPECTRA**

In this section we shall give a few examples to demonstrate the dependence of the low-frequency suppression on the state transfer functions. We shall also discuss the quality of the approximation introduced in Section III.

\[
S(\theta) = 5 - S'(3\theta)(1 + \frac{3}{2} \cos\theta + \cos2\theta + \frac{1}{2} \cos3\theta)
\]

\[
S'(x) = \frac{-0.283240 + 0.648729 \cos x - 0.174686 \cos2x + 0.032434 \cos3x - 0.002766 \cos4x + 0.000142 \cos5x}{0.651161 - 0.610357 \cos x + 0.154180 \cos2x - 0.020386 \cos3x + 0.001484 \cos4x - 0.000043 \cos5x}.
\]
Example 2—The MMS-43 Code: The design of this code for ISDN subscriber lines was based on reducing the so-called digital sum variation [5]. Following the approach from Section II, we may calculate the exact spectrum as

\[
S(\theta) = \frac{\sin(\omega)}{234200 - 126880 \cos 3 - 19968 \cos 6} \sin(\omega) = 154713 - 55172 \cos \omega - 3419 \cos 2\omega - 92194 \cos 3\omega + 9820 \cos 4\omega + 1068 \cos 5\omega - 15328 \cos 6\omega + 708 \cos 7\omega - 256 \cos 8\omega.
\]

In the MMS-43 code there are the four blocks of weight 1 in state 1/2 and the corresponding vectors in state 1/2. The three permutations of \((0, 0, 1)\) are included, and as the last block \((-1, 1, -1)\) is arbitrarily chosen. We may approximate the spectrum by using the three words \((-1, -1, -1), (1, -1, 1), (1, 1, 1)\), and \((1, -1, -1)\) with probability 1/3. In this case we find the spectrum

\[
S(\theta) = \frac{1}{21} \left( \frac{55172}{234200 - 126880 \cos 3 - 19968 \cos 6} \right) \sin(\omega)
\]

\[
S'(\theta) = \frac{137952}{208(4505 - 2440 \cos 3\theta - 2432 \cos 6\theta)}
\]

Fig. 1 shows that the approximation is quite good, particularly at low frequencies.

Example 3—A Code with Better DC Suppression: Based on the analysis in Section III and the discussion in [4], we see that the magnitude of the largest eigenvalue < 1 in \(F\) should be minimized. We can maintain the sum matrix, and thus the stationary distribution, while we choose the blocks for the two middle states to reduce the eigenvalue. We may either take two code blocks with sum +1 or -2 for state 1/2, and obtain the eigenvalue 5/16, or we can go further and take three words of sum -2, which reduces the eigenvalue to 3/16. This structure is obtained by using the three words of weight -2 in state 1/2. As the last word we may take \((0, 1, 0)\), but we shall base the calculation of the power spectrum on the assumption that the three cyclic shifts are used with probability 1/3. The resulting spectrum is

\[
S(\theta) = \frac{159}{208} - S'(\theta) \left( 1 + \frac{3}{4} \cos \theta + \frac{3}{2} \cos 2\theta \right)
\]

\[
S'(\theta) = \frac{272901 + 179176 \cos 3\theta - 13184 \cos 6\theta}{208(17933 - 10480 \cos 3\theta + 708 \cos 6\theta)}
\]

Fig. 2 shows that the spectrum is lower than that of the MMS-43 code found in Example 2 for \(\theta < 0.1\pi\).

V. CONCLUSIONS

We have demonstrated that the power spectra of some well-known codes can be calculated exactly by a modification of a commonly used numerical procedure. This approach not only reduces the amount of computation, but also gives some insight into the properties of a code which contribute to a desirable spectrum. Finally we suggest an approximate calculation which gives a more intuitive interpretation of the power spectra.
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