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Abstract—A new estimator for determining the two-dimensional velocity vector using a pulsed ultrasound field is derived. The estimator uses a transversely modulated ultrasound field for probing the moving medium under investigation. A modified autocorrelation approach is used in the velocity estimation. The new estimator automatically compensates for the axial velocity when determining the transverse velocity. The estimation is optimized by using a lag different from one in the estimation process, and noise artifacts are reduced by averaging RF samples. Further, compensation for the axial velocity can be introduced, and the velocity estimation is done at a fixed depth in tissue to reduce the influence of a spatial velocity spread. Examples for different velocity vectors and field conditions are shown using both simple and more complex field simulations. A relative accuracy of 10.1% is obtained for the transverse velocity estimates for a parabolic velocity profile for flow transverse to the ultrasound beam and a SNR of 20 dB using 20 pulse-echo lines. The overall bias in the estimates was $-4.3\%$.

I. INTRODUCTION

Medical ultrasound is extensively used for studying blood flow dynamics in the human body by using color flow mapping. The technique displays a color image of the flow superimposed on an anatomic B-mode image. The velocity component along the ultrasound beam direction is measured, and a flow transverse to the beam is not displayed. This is shown in Fig. 1 in which flow in a carotid artery and jugular vein is displayed. The image was acquired with a convex array with radial beam lines, and the angle between flow direction and ultrasound beam therefore changes over the image. Notice the change of estimated flow direction around the dashed line in both vessels caused by the change of angle between the flow and the ultrasound beam. This angle dependence is one of the main limitations of current ultrasound color flow systems, because most vessels are parallel to the skin surface and it is therefore difficult, if not impossible, to estimate the correct angle and compensate for it [1].

Several authors have attempted to remedy this artifact. Fox [2] suggested using two beams to find the transverse component. The system works well for large transducers and investigations close to the transducer, but the variance of the transverse component estimate increases for situations with large depths and smaller transducers, such as those used in cardiac scanning through the ribs. Trahey et al. [3] have suggested using speckle tracking in which a small search region in one image is correlated or compared with a subsequent image. This approach has problems in terms of frame rate, because images are compared and the spatial resolution of the velocity estimates can be low. Newhouse et al. [4] developed a method in which the total bandwidth of the received signal is affected by the transverse velocity. It is, however, often difficult to find this bandwidth because of the inherent noise in the signal. Bonnefous [5] suggested using a number of beamformers working in parallel. The sample values at a given depth for the different beams are then used to form a signal transverse to the ultrasound beams. These transverse signals for different pulse emissions are then cross-correlated, and the transverse velocity is found from the shift in position of the maximum in the cross-correlation function. The method is, however, expensive because a number of parallel beamformers are used.

Jensen and Munk [6]–[8] have suggested introducing a transverse oscillation in the ultrasound field, whereby the transverse movement of the blood scatterers will give a
modulation of the received signal. A similar approach has been suggested by Anderson [9], [10]. Here, the axial velocity must first be estimated and compensated for before the transverse velocity can be found, because the received signal is influenced by both transverse and axial velocity components.

In this paper, a new two-dimensional vector velocity estimator is explained. A brief description of traditional velocity estimation is given in Section II. The new estimator is derived in Section III along with various methods for further optimization. The performance of the estimator is evaluated in Section IV, both for simple monochromatic ultrasound fields and for full simulations of ultrasound fields and speckle patterns.

II. MEASUREMENT OF BLOOD VELOCITIES

In conventional color flow mapping systems, velocity estimation is performed by emitting a pulsed sinusoidal ultrasound field in one direction a number of times. The return signal is then sampled at the depth of interest \( d_0 \). The sampled signal for a monochromatic, unit amplitude wave is given by [11]

\[
 r(i) = \cos(2\pi \frac{v_x}{c} f_0 i T_{prf} + \phi)
\]

where \( c \) is the speed of sound, \( v_x \) is the axial blood velocity component along the ultrasound beam direction, \( f_0 \) is the emitted center frequency, \( i \) is the pulse number, \( T_{prf} \) is the time between pulse emissions, and \( \phi \) is an arbitrary phase factor that depends on the depth. The frequency of the return signal

\[
 f_p = \frac{2v_x}{c} f_0
\]

is, thus, proportional to the axial blood velocity component and can be found from either the mean frequency or the phase shift of the signal between pulse emissions. The velocity transverse to the ultrasound beam cannot be estimated from the sampled signal, and a signal influenced by the transverse velocity must be used. The underlying mechanism making it possible to perform axial velocity estimation is the oscillations in the emitted signal. Introducing a transverse oscillation in the ultrasound field makes the transverse velocity influence the received signal. The received signal can then be written as

\[
 r_t(i) = \cos(2\pi f_p i T_{prf} + \phi) \cos(2\pi \frac{v_x}{d_x} i T_{prf})
\]

where \( v_x \) is the transverse velocity and \( d_x \) is the lateral modulation period. The frequency caused by the transverse motion is

\[
 f_x = \frac{v_x}{d_x} .
\]

Such an approach has been suggested in [7], [8], [12].

Because velocities can be both positive and negative, a signal with a one-sided spectrum should be employed to probe the region of interest. This can be found by performing a Hilbert transform on the signals. For axial velocity estimation, the sampled signal is then

\[
 r_q(i) = \exp(j2\pi \frac{2v_x}{c} f_0 i T_{prf} + \phi) .
\]

A spatial Hilbert transform can be employed for finding the transverse velocity. This can be approximated by simultaneously having two parallel probing beams separated by a distance \( d_x/4 \) to yield the spatial quadrature field [8].

III. DERIVATION OF THE ESTIMATOR

The received and sampled spatial quadrature signal can be written as

\[
 r_{sqh}(i) = \cos(2\pi f_p i T_{prf}) \exp(j2\pi f_x i T_{prf}) ,
\]

assuming that both the temporal and spatial fields are monochromatic and of unit amplitude and neglecting the phase term \( \phi \). The received field is, thus, influenced by both the axial and the transverse velocity. The influence from the axial velocity on the transverse estimate has previously been compensated for by using tracked data, but any error in tracking, because of a poor axial velocity estimate, can negatively influence the transverse velocity estimate. The purpose of the new estimator is to reduce this effect and, thereby, decrease the variance of the estimates.

A. Basic Estimator

Axial velocity compensation by tracking can be avoided by employing the more advanced estimator developed in this section.

The temporal Hilbert transform of (6) is

\[
 r_{sqh}(i) = \sin(2\pi f_p i T_{prf}) \exp(j2\pi f_x i T_{prf}) .
\]

Rewriting (6) and (7) using Euler’s equations gives

\[
 r_{sq}(i) = \frac{1}{2} \left( \exp(j2\pi f_p i T_{prf} (f_x + f_p)) + \exp(j2\pi i T_{prf} (f_x - f_p)) \right)
\]

\[
 r_{sqh}(i) = \frac{1}{2j} \left( \exp(j2\pi f_p i T_{prf} (f_x + f_p)) - \exp(j2\pi i T_{prf} (f_x - f_p)) \right) .
\]
Two new signals are then formed from
\[ r_1(i) = r_{sq}(i) + jr_{sqh}(i) \]
\[ = \frac{1}{2} \left( \exp(j2\pi T_{prf}(f_x + f_p)) + \exp(j2\pi T_{prf}(f_x - f_p)) \right) \]
\[ + j \frac{1}{2} \left( \exp(j2\pi T_{prf}(f_x + f_p)) - \exp(j2\pi T_{prf}(f_x - f_p)) \right) \]
\[ r_2(i) = r_{sq}(i) - jr_{sqh}(i) \]
\[ = \frac{1}{2} \left( \exp(j2\pi T_{prf}(f_x + f_p)) + \exp(j2\pi T_{prf}(f_x - f_p)) \right) \]
\[ - j \frac{1}{2} \left( \exp(j2\pi T_{prf}(f_x + f_p)) - \exp(j2\pi T_{prf}(f_x - f_p)) \right). \]

(9)

Finding the changes in phase as a function of sample number for the two signals gives
\[ d\Theta_1 = 2\pi T_{prf}(f_x + f_p) \]
\[ d\Theta_2 = 2\pi T_{prf}(f_x - f_p). \]

Adding the two phase changes gives
\[ d\Theta_1 + d\Theta_2 = 2\pi 2T_{prf} f_x = 4\pi T_{prf} \frac{v_x}{d_x}, \]

(12)

and subtracting them gives
\[ d\Theta_1 - d\Theta_2 = 2\pi 2T_{prf} f_p = 4\pi T_{prf} \frac{2v_z}{c} f_0. \]

(13)

The transverse velocity can, thus, be found directly from
\[ v_x = \frac{(d\Theta_1 + d\Theta_2) d_x}{2\pi 2T_{prf}}, \]

(14)

and the axial velocity can be found from
\[ v_z = \frac{(d\Theta_1 - d\Theta_2) c}{2\pi 4T_{prf} f_0}. \]

(15)

The combination of signals makes it possible to automatically compensate for the axial and transverse movements. This is especially important for the transverse estimation because of the rapid variation in the phase for axial motion compared with transverse motion. An alternative to (15) is to find the axial velocity through a traditional estimator by forming a received beam with conventional beamforming without the transverse modulation. This can potentially yield a higher precision at the expense of an extra receive beamformer.

The determination of the phase changes for the complex signal can, e.g., be done using the standard autocorrelation estimator [11], [13]. Given a complex signal,
\[ r(i) = x(i) + jy(i), \]

(16)

the phase change is determined by
\[ \hat{\Theta} = \arctan \left( \frac{\sum_{i=0}^{N-1} y(i)x(i-1) - y(i-1)x(i)}{\sum_{i=0}^{N-1} x(i)x(i-1) + y(i)y(i-1)} \right) \]

(17)

Using the estimated complex autocorrelation of the signal
\[ \hat{R}(m) = \frac{1}{N-m} \sum_{i=0}^{N-m} r^*(i)r(i + m), \]

(18)

this can also be stated as
\[ d\hat{\Theta} = \arctan \left( \frac{\Im \{ R(1) \}}{\Re \{ R(1) \}} \right) \]

(19)

where \( \Im \{ R(1) \} \) denotes the imaginary part of the complex autocorrelation and \( \Re \{ R(1) \} \) is the real part both at a lag of 1. This is equivalent to finding the mean frequency in the power density spectrum given by [11]:
\[ \bar{f} = \frac{\int_{-f_{prf}/2}^{f_{prf}/2} P(f) df}{\int_{-f_{prf}/2}^{f_{prf}/2} P(f) df} \]

(20)

where \( R(m) \rightarrow P(f) \). Hereby, the axial velocity is determined by
\[ v_z = \frac{c}{2} \bar{f} f_0. \]

(21)

This estimator, thus, finds the mean velocity. The estimator is also unbiased for white noise added to the input signal \( r(i) \) [11].

Finding the phase change by (17) entails finding the arc-tan of the argument, and the transverse velocity estimation through (14), thus, depends on two arc-tangents. This creates problems when the phase is greater than \( \pi \).

An improved calculation using the relationship
\[ \tan(A + B) = \frac{\tan(A) + \tan(B)}{1 - \tan(A) \tan(B)} \]

(22)

yields
\[ \tan(d\Theta_1 + d\Theta_2) = \tan \left( \arctan \left( \frac{\Im \{ R(1) \}}{\Re \{ R(1) \}} \right) \right) \]
\[ + \arctan \left( \frac{\Im \{ R(2) \}}{\Re \{ R(2) \}} \right) \]
\[ = \frac{\Im \{ R(1) \} \Im \{ R(2) \} + \Im \{ R(2) \} \Re \{ R(1) \}}{\Re \{ R(1) \} \Re \{ R(2) \} - \Im \{ R(1) \} \Im \{ R(2) \}} \]

(23)
where \( R_1(1) \) is the complex lag 1 autocorrelation value for \( r_1(i) \) and \( R_2(1) \) is the complex lag 1 autocorrelation value for \( r_2(i) \). A similar expression can be derived for the axial velocity, and the estimators are as shown above in (24) and (25).

\[
v_x = \frac{d_x}{2\pi 2T_{prf}} \arctan \left( \frac{\Im \{ R_1(1) \} \Re \{ R_2(1) \} + \Re \{ R_1(1) \} \Im \{ R_2(1) \}}{\Re \{ R_1(1) \} \Re \{ R_2(1) \} - 3 \Re \{ R_1(1) \} \Im \{ R_2(1) \}} \right)
\] (24)

and

\[
v_z = \frac{c}{2\pi 4T_{prf} f_0} \arctan \left( \frac{\Im \{ R_1(1) \} \Re \{ R_2(1) \} - 3 \Re \{ R_1(1) \} \Im \{ R_2(1) \}}{\Re \{ R_1(1) \} \Re \{ R_2(1) \} + 3 \Re \{ R_1(1) \} \Im \{ R_2(1) \}} \right).
\] (25)

B. Compensation for Different Wavelengths

The lateral modulation period will, in general, be larger than the wavelength of the probing ultrasound pulse. For a given velocity, the change in phase for the transverse signal will, thus, generally be smaller than the change in phase for the axial signal. Optimizing the pulse repetition time for both measurements simultaneously is, therefore, not possible. However, a larger transverse phase change can be measured by using a lag \( k > 1 \) in the autocorrelation estimator. The phase estimator,

\[
d\hat{\Theta} = \frac{1}{k} \arctan \left( \frac{\Im \{ R(k) \}}{\Re \{ R(k) \}} \right) \quad (26)
\]

\[
\hat{R}(k) = \frac{1}{N - k} \sum_{i=0}^{N-k} r^*(i) r(i + k),
\]

can be directly used in (24) and (25) instead of (19).

Using the condition that the phase shift should be the same for \( v_x = v_z \), the lag can be roughly determined by

\[
k \approx \frac{d_x}{\lambda} \quad \text{and} \quad \lambda = \frac{c}{f_0}.
\] (27)

Often this equation will give a large value for \( k \), and the calculation of the autocorrelation in (26) will include too few values for a low variance estimate. A compromise can be attained by reducing \( k \) to obtain both a larger phase shift and a sufficient number of data values for the calculation of \( \hat{R}(k) \).

C. Optimization in the Case of Noise and Attenuation

The scattering of ultrasound from blood is weak, and the SNR is often poor after stationary echo canceling [11]. Therefore, a prime concern is to make the estimator robust in a noisy environment. This can be attained by averaging the autocorrelation estimate over the length of the interrogating pulse corresponding to performing a matched filtration. The length of the pulse in terms of RF samples is given by

\[
N_p = \frac{M}{f_0} f_s
\] (28)

where \( M \) is the number of periods in the pulse (typically 4 to 8) and \( f_s \) is the sampling frequency. The autocorrelation estimate is then calculated by

\[
\hat{R}(k) = \frac{1}{(N-k)N_p} \sum_{i=0}^{N-k} \sum_{n=\frac{-N_p}{2}}^{\frac{N_p}{2}} r^*(i, n+N_0) r(i+k, n+N_0).
\] (29)

Here \( r(i, n) \) denotes the received signal for the \( i \)th line and its \( n \)th RF sample, \( N_0 \) is the sample number for the position of the velocity estimate, and the averaging is done symmetrically around this position to reduce the effects of velocity spread.

The center frequency \( f_0 \) of the ultrasound pulse will change as a function of depth because of the frequency-dependent attenuation of the tissue. Therefore, the number of samples \( N_p \) should also change. The actual mean center frequency can be determined by

\[
\tilde{f}_0(z) = \frac{\int_{f_s/2}^{f_s/2} f P_{rf}(f, z) df}{\int_{f_s/2}^{f_s/2} P_{rf}(f, z) df}
\] (30)

where \( f_s \) is the sampling frequency, \( z \) is the depth of interest, and \( P_{rf}(f, z) \) is the spectrum of the received RF signal around the depth \( z \). \( \tilde{f}_0(z) \) can then be used in (28) to fit the filtration to the measurement situation as suggested by Loupas et al. [14].

D. Using Axial Velocity Compensation

The derivation of the estimators is done using monochromatic signals with a single velocity component, and the implicit compensation for the axial velocity is only valid for a single velocity. The estimate will be influenced by a velocity spread within the range gate, and making an axial velocity compensation can improve the estimates,
when the signals contain such a spread in velocity and when a fairly broadband pulse is used. Introducing a compensation of a mean phase shift can be employed, because the developed estimator essentially subtracts a phase shift from the axial motion during the transverse estimation process. Whether this is the actual phase shift or a smaller phase shift is of no importance. The autocorrelation estimator finds the phase shift from one line to the next, and, therefore, a fixed phase shift or equivalent delay can be used. The autocorrelation estimator is then given by

$$\hat{R}(k) = \frac{1}{(N-k)N_p} \sum_{i=0}^{N-1-k} \sum_{n=-N_p/2}^{N_p/2-1} r^*(i, n + N_0 - n_s/2) r(i + k, n + N_0 + n_s/2) \tag{31}$$

where \(n_s\) is the axial movement compensation delay given by

$$n_s = \text{round} \left( \frac{2v_z}{c} T_{prf} f_s \right) \tag{32}$$

rounded off to the nearest number of samples. This ensures that the estimator has the smallest phase shift from axial motion for which to compensate.

**E. Estimating the Lateral Modulation Period**

The use of an incorrect modulation period \(dx\) in (24) will give rise to a biased estimate, because the transverse velocity estimate is directly proportional to the lateral modulation period.

The lateral modulation does not have so narrow a band-pass spectrum as the spectrum for the axial pulse. This can be seen from a plot of the lateral field in Fig. 2 and from the Fourier transform of the ultrasound field shown in Fig. 3. The autocorrelation method, however, estimates the mean frequency, and an estimate of the mean modulation period can, thus, be used to ensure unbiased estimates. This is obtained by first simulating or measuring both the in-phase and quadrature field from a point scatterer moving in front of the transducer at the depth of interest. The spatio-temporal Fourier transform \(H(f_{\text{time}}, f_{\text{space}})\) of the complex probing field is then found as shown on Fig. 3.

The real part of the transformed signal is the in-phase field, and the imaginary part is the quadrature component. The spectrum is approximately one sided because of the Hilbert transform relationship between the real and imaginary part of the signal. The mean spatial frequency can then be found from (33) (see next page) assuming that the scattering from the blood is homogeneous over the interrogated region and generates a white signal. Here, \(f_{sx}\) is the lateral spatial sampling frequency. The mean lateral modulation period is then

$$\bar{d}_x = \frac{1}{f_{\text{space}}} \tag{34}$$

Fig. 3 and (33) also indicate how to optimize the measurement field. Ideally, a narrowband, single-sided spectrum should be used to yield a precise velocity estimate. A measure of the spectral spread is obtained by (35) (see next page). This can form the basis for the optimization of the spatial quadrature field, and minimizing \(\sigma_{f_{\text{space}}}^2\) will give the best result.

**IV. PERFORMANCE OF ESTIMATOR**

This section presents a number of simulations used for revealing the performance of the new estimator under different operating conditions. This includes the use of purely monochromatic fields without noise to a full simulation using the simulation program Field II [15] of the diffraction effects of the ultrasound field and the speckle nature
\[
\bar{f}_{\text{space}} = \frac{\int_{-f_s/2}^{+f_s/2} \int_{-f_{sx}/2}^{+f_{sx}/2} f_{\text{space}} |H(f_{\text{time}}, f_{\text{space}})|^2 df_{\text{time}} df_{\text{space}}}{\int_{-f_s/2}^{+f_s/2} \int_{-f_{sx}/2}^{+f_{sx}/2} |H(f_{\text{time}}, f_{\text{space}})|^2 df_{\text{time}} df_{\text{space}}}
\]

(33)

\[
\sigma^2_{f_{\text{space}}} = \frac{\int_{-f_s/2}^{+f_s/2} \int_{-f_{sx}/2}^{+f_{sx}/2} (f_{\text{space}} - \bar{f}_{\text{space}})^2 |H(f_{\text{time}}, f_{\text{space}})|^2 df_{\text{time}} df_{\text{space}}}{\int_{-f_s/2}^{+f_s/2} \int_{-f_{sx}/2}^{+f_{sx}/2} |H(f_{\text{time}}, f_{\text{space}})|^2 df_{\text{time}} df_{\text{space}}}
\]

(35)

Fig. 4. Estimated velocity for a monochromatic field. The stars indicate the mean of the estimates, and the “+” show the correct velocity and direction. The ellipses show one standard deviation of the estimate.

TABLE I
Simulation Parameters for Monochromatic Simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_s)</td>
<td>50 MHz</td>
</tr>
<tr>
<td>(f_0)</td>
<td>3 MHz</td>
</tr>
<tr>
<td>(M)</td>
<td>4</td>
</tr>
<tr>
<td>(d_x)</td>
<td>2 mm</td>
</tr>
<tr>
<td>(T_{prf})</td>
<td>100 (\mu s)</td>
</tr>
<tr>
<td>(N)</td>
<td>10</td>
</tr>
<tr>
<td>Lag compensation (k)</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 4. Estimated velocity for a monochromatic field. The stars indicate the mean of the estimates, and the “+” show the correct velocity and direction. The ellipses show one standard deviation of the estimate.

of blood scattering for a parabolic flow profile with noise added.

The first example in Fig. 4 shows the performance of the new estimator for a purely monochromatic field, where the received signal is given by (6). The simulation parameters are given in Table I. Gaussian white noise was added to the signals. It is seen that the estimator correctly finds the velocity without error. No tracking is used in the estimator for this plot, but a similar performance is obtained with axial velocity compensation through tracking.

In the second example, a pulsed field generated by the Field II program is used [15], [16]. This field was convolved with a two-dimensional random, white Gaussian signal for generating a signal with speckle characteristics. The received RF signals are then generated by selecting the appropriate data from this two-dimensional image according to the transverse and axial velocities. An integer number of samples is moved between pulse emissions in both directions. The simulation parameters are given in Table II. The results of the simulation are shown in Fig. 5 for a SNR of 20 dB and for 100 different estimates. The axial velocity was found using the normal autocorrelation estimator with RF averaging, and the new estimator was used for the transverse velocity. Axial velocity tracking was used in the new estimator. Increasing the noise to yield a SNR of 0 dB gives the results shown in Fig. 6. Satisfactory results are still seen at this low SNR.

To avoid moving an integer number of samples in the generated speckle pattern, a full Field II simulation has been made using roughly 35 000 point scatterers. The same parameters as before are used. Making a plug flow estimation for different angles gives the estimates shown in Fig. 7. No noise was added to these data, but similar results are obtained for SNR\(^s\) above 10 dB. There is a slight underestimation of the axial velocity for all angles. The reason for this is unknown. There is also a slight bias for the lateral estimates, but it is not consistent and can be due to statistical fluctuation in the data.

A full simulation with a parabolic flow profile using 36 000 point scatterers was performed for a vessel with a radius of 5 mm. The peak velocity was 0.5 m/s, and
Fig. 5. Estimated velocity for speckle simulation. The stars indicate the mean of the estimates, and the “+” show the correct velocity and direction. The ellipses show one standard deviation of the estimate.

Fig. 6. Simulation result for a SNR ratio of 0 dB. The stars indicate the mean of the estimates, and the “+” show the correct velocity and direction. The ellipses show one standard deviation of the estimate.

Table II
Parameters for Simulations Using Field II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_s$</td>
<td>100 MHz</td>
</tr>
<tr>
<td>$f_0$</td>
<td>6 MHz</td>
</tr>
<tr>
<td>$M$</td>
<td>4</td>
</tr>
<tr>
<td>$d_x$</td>
<td>2.26 mm</td>
</tr>
<tr>
<td>$T_{prf}$</td>
<td>100 $\mu$s</td>
</tr>
<tr>
<td>$N$</td>
<td>20</td>
</tr>
<tr>
<td>snr</td>
<td>20 dB</td>
</tr>
<tr>
<td>Lag compensation $k$</td>
<td>4</td>
</tr>
<tr>
<td>Transducer elements</td>
<td>128</td>
</tr>
<tr>
<td>Transducer element width</td>
<td>$\lambda/2$</td>
</tr>
<tr>
<td>Transducer element height</td>
<td>5 mm</td>
</tr>
<tr>
<td>Transducer element kerf</td>
<td>$\lambda/10$</td>
</tr>
<tr>
<td>Transmit focus</td>
<td>70 mm</td>
</tr>
<tr>
<td>Transmit apodization</td>
<td>von Hann window</td>
</tr>
<tr>
<td>Receiver focus</td>
<td>fixed at 38.5 mm</td>
</tr>
<tr>
<td>Receiver apodization</td>
<td>double sinc</td>
</tr>
<tr>
<td>Center of vessel</td>
<td>38.5 mm</td>
</tr>
</tbody>
</table>

the vessel was perpendicular to the ultrasound beam. A conventional color flow mapping (CFM) system would, in this situation, yield a velocity of 0 and, thus, would show that no velocity is present at this position in the image. The results from the new method are shown in Fig. 8. Gaussian noise was added in the simulation to obtain a SNR of 20 dB; otherwise, the same parameters as before are used. The true velocity profile is shown as the dashed line. The standard deviation of the result is 0.050 m/s, and the mean deviation of the whole profile is $-0.0067$ m/s compared with the true profile. The standard deviation relative to the maximum velocity is 10.1%.

This simulation was repeated 50 times, and the average of all of the estimates is shown in Fig. 9. The standard deviation of all of the estimates averaged over the whole profile is 0.0303 m/s, corresponding to an accuracy of 6.07% relative to the peak velocity of 0.5 m/s. The overall mean deviation for the whole profile is $-0.0158$ m/s corresponding to a bias of $-3.16\%$ relative to the peak velocity. The bias is most prominent after the peak value in the profile. The estimated lateral velocity is directly proportional to the lateral modulation period, which varies as a function of depth. A fixed set-up for the beamforming is used in the simulation, and the bias might be reduced by employing a dynamic beamforming, where the receive delays and apodization are adjusted dynamically, as the lateral modulation period is then kept constant as function of depth.

Fig. 10 shows the same simulation for a $60^\circ$ angle between the flow and the ultrasound beam. The standard deviation of all of the estimates averaged over the whole profile is now 0.13 m/s, corresponding to an accuracy of 25.4% relative to the peak velocity of 0.5 m/s. The overall mean deviation for the whole profile is 0.069 m/s, corresponding to a bias of 13.8% relative to the peak velocity. Estimating the angle between the beam and the flow
gives a mean angle of $67.0^\circ$ and a standard deviation of $17.6^\circ$ over the whole profile.

Thus, tilting the vessel significantly increases the standard deviation of the estimates, and this is due to the influence of the axial velocity, which is not completely eliminated by the estimator. Further work is still needed to make a more efficient compensation for the axial velocity that will decrease the variance for a spread of velocities.

V. CONCLUSION

A new estimator for finding the velocity transverse to the ultrasound beam has been developed. The estimator takes into account the influence from the axial velocity, both through a subtraction of phase shifts and through tracking. The tracking is done between consecutive lines to minimize the axial range of tracking, thereby minimizing the effect of velocity dispersion. The estimator also partly compensates for the difference in modulation period of the axial and transverse modulation by incorporating a lag different from 1 as used in the traditional autocorrelation approach. The effect of noise is taken into account through averaging RF samples over the pulse length. Estimating the actual center frequency before averaging also takes into account the effect from attenuation. The new estimator is unbiased because the actual mean modulation frequency of the transverse field is estimated before being applied in the estimator. This can be done because the estimator finds the mean velocity in the transverse direction. Various simulation results have been shown both

Fig. 7. Estimated velocities for different angles for plug flow. Two different lags (top, 4; bottom, 8) are used during the estimation process.

Fig. 8. Estimated parabolic velocity profile for flow perpendicular to the ultrasound beam.

Fig. 9. Estimated parabolic velocity profile for flow perpendicular to the ultrasound beam. Mean of 50 estimates ± one standard deviation.
Fig. 10. Estimated parabolic velocity profile for flow with an angle of $60^\circ$ to the ultrasound beam. Mean of 50 estimates ± one standard deviation.

for ideal fields and for very realistic fields simulated by the Field II program. Results for both a plug and a parabolic flow profile have been shown. The approach can find the velocity with a standard deviation of 10% relative to the maximum velocity, when the velocity is orthogonal to the ultrasound beam. For a tilted vessel, the axial velocity still influences the velocity estimation, and, for a $60^\circ$ angle, the standard deviation is 25.4%.
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