Simulations of atomic-scale sliding friction

M. R. Sørensen, K. W. Jacobsen, and P. Stoltze

Center for Atomic-Scale Materials Physics, Department of Physics, Technical University of Denmark, DK-2800 Lyngby, Denmark

(Received 12 June 1995)

Simulation studies of atomic-scale sliding friction have been performed for a number of tip-surface and surface-surface contacts consisting of copper atoms. Both geometrically very simple tip-surface structures and more realistic contact necks formed by simulated annealing have been studied. Kinetic friction is observed to be caused by atomic-scale stick and slip which occurs by nucleation and subsequent motion of dislocations preferably between close-packed \{111\} planes. Stick and slip seems to occur in different situations. For single crystalline contacts without grain boundaries at the interface the stick and slip process is clearly observed for a large number of contact areas, normal loads, and sliding velocities. If the tip and substrate crystal orientations are different so that a mismatch exists in the interface, the stick and slip process is more fragile. It is then caused by local pinning of atoms near the boundary of the interface and is therefore more easily observed for smaller contacts. Depending on crystal orientation and load, frictional wear can also be seen in the simulations. In particular, for the annealed interface necks which model contacts created by scanning tunneling microscope/atomic force microscope tip indentations the sliding process involves breaking contacts leaving tip material behind on the substrate.

I. INTRODUCTION

The scientific interest in sliding friction and other tribological phenomena has existed for centuries. However, many unsolved questions still remain. Especially, an understanding of friction at the microscopic or at the atomic level is lacking. Within the past decade, there has been an increasing interest in the microscopic mechanisms of tribology and a research field called nanotribology has emerged. This has been motivated by the appearance of experimental techniques, such as the atomic force microscope (AFM). Furthermore, the rapid development in computer technology has provided the means to do large-scale calculations and simulations.

The AFM technique has made it possible in a number of experiments to obtain information about the friction behavior at the atomic level. Using an AFM with a tungsten tip on a graphite surface, atomic-scale modulations in the friction force were measured by Mate et al. Furthermore, atomic-scale stick and slip was observed. Similar results have been reported on mica surfaces, diamond surfaces, and MoS$_2$ surfaces. The sliding of a Ir tip on a Au(111) film have been studied in ultrahigh vacuum (UHV), but atomic-scale features could not be measured in this case.

Information about the mechanical behavior of nanosize metallic contacts has been obtained by indentation experiments with a STM operating at room temperature or at 4 K. Measurements of the conductance provide information of the size and geometry of the contact. Similar measurements have been performed with a mechanically controllable break junction technique at 4 K or below.

Ultimately, a combination of a STM and an AFM will make up a very valuable tool for nanotribological experiments. Recently, Agrait et al. have measured both the conductance and the adhesive force simultaneously for nanosize Au connective necks with a combined scanning force and tunneling microscope at 4 K. Forces in the nN range were measured, and atomic-scale modulations in force and conductance were observed under tension and compression. Schaefer et al. also found force modulations in the nN range in AFM experiment on nanosize Au clusters.

Finally, regarding friction at the atomic level, Hirano et al. have measured anisotropy in the friction force between two mica surfaces. The authors found that the friction force depends on the misorientation angle of the contacting surfaces. The friction decreases when the lattice mismatch between the surfaces increases.

On the theoretical side, there has been a number of studies of sliding friction between ideal atomically flat solid surfaces. McClelland has clarified the subject by a discussion of the independent oscillator model, which is based on the work by Tomlinson. Another model which has been used in this context is the Frenkel-Kontorova model. These simple one-dimensional models of infinitely large surfaces indicate that the frictional properties depend crucially on concepts, such as commensurability and interfacial bond strength. The models suggest that two ideal atomically flat surfaces, which are incommensurate and weakly interacting, can slide without any friction. This is called superlubricity.

In the case of strongly interacting surfaces, nonadiabatic motion can occur, and this gives rise to kinetic friction. Hirano and Shinjo have analyzed in details a more general model of quasistatic sliding friction in three dimensions. Qualitatively, the conclusions agree with those of the simpler models. However, based on numerical calculations for a-iron, the authors conclude that nonadiabatic motion is unlikely to occur even in metallic systems. In a subsequent publication, they stress that in high dimensional systems, superlubricity can appear even for strongly interacting surfaces.

Sliding friction at the atomic level has been studied by molecular dynamics (MD) simulations by several authors. Landman and co-workers have found atomic-scale stick and slip behavior when shearing a Si tip on a Si(111) surface.
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Computer simulation has proven to be a valuable tool for interpreting experimental results and for suggesting new experiments. Furthermore, simulations provide a testing ground for simpler approximate theories. In this way, simulations can help to establish the connection between experiments and simpler models.

The mentioned experimental possibilities form the key motivation for the present paper. In the paper, we describe a number of simulation studies of atomic-scale sliding friction in different kinds of tip-surface and surface-surface contacts. In all simulations, the material is copper. For direct quantitative comparison with experiments, the possibilities of studying nanosize metallic contacts in UHV are most encouraging. In the simulations, the dependence of parameters such as normal load, contact area, sliding velocity, and temperature is investigated. Furthermore, the effect of the interfacial mismatch is studied. The simulations give insight into the frictional behavior observed in AFM experiments, e.g., atomic-scale stick and slip.

The paper is organized as follows. Section II contains a description of the simulation methods. In Sec. III, we present and discuss the results of the simulations. Finally, in Sec. IV, we conclude.

II. METHODS

An example of a system that is studied in this work is shown in Fig. 1. A flat tip of Cu atoms is placed on a Cu(111) substrate. The tip consists of Cu(111) layers stacked upon each other. There are 5 × 5 atoms in the bottom layer of the tip and this corresponds to a contact area of approximately 140 Å². Periodic boundary conditions are used in the two dimensions parallel to the surface plane. In the third dimension, fixed boundary conditions are established by static atoms in the three bottom layers of the substrate and in the top layers of the tip. The distances between the static atoms are kept fixed at the bulk values. There are five and eight dynamic layers in the substrate and in the tip, respectively. The total number of atoms is 3175.

The interatomic potentials are derived from the effective medium theory (EMT). The EMT provides an approximate and computationally efficient description of the essential physics of the interatomic interactions in simple metallic systems. The EMT has been applied in studies of, e.g., diffusion, surface reconstructions, surface premelting, surface defects and clusters. The EMT has also been used in simulations of dislocations and grain boundaries, and atomic-size point contacts.

Two kinds of simulations have been performed. In the first method, the static atoms in the top of the tip are displaced in the sliding direction in steps of 0.05 Å, and the positions of the dynamic atoms are relaxed by a local energy minimization procedure similar to steepest descent. To get good accuracy, the steps are as small as 0.005 Å near critical positions. This method corresponds to sliding at the temperature $T = 0$ K in the quasistatic limit ($v → 0$), and it has the advantage of being very well defined. In the following, the minimization procedure is called molecular dynamics minimization.

The second method is based on molecular dynamics (MD) at a finite temperature $T > 0$. In these simulations, the static atoms are displaced in the sliding direction before each time step. The temperature is controlled by imposing fluctuating forces and frictional forces on the atoms in one layer of the substrate and in one layer of the tip. (These two layers are the ones closest to the static atoms.) In other words, the dynamics of these atoms are controlled by a Langevin equation. The other dynamic atoms obey a usual Newtonian equation of motion. The numerical integration of the equations of motion is done by using a velocity Verlet algorithm. The length of a time step in the integration algorithm is $Δt = 5.4 \times 10^{-15}$ s. The distances between the static atoms are chosen according to the thermal expansion in bulk at the relevant temperature.

III. RESULTS AND DISCUSSION

A. Cu(111) tip/Cu(111) surface, matching surfaces

In this section, the first results of the simulations are presented. The system used in the simulations is the one shown in Fig. 1. The tip is sliding in the close-packed [101] direction on the substrate (to the left in Fig. 1). A coordinate system is chosen with the $x$ axis in the [101] direction (opposite to the direction of motion). The $z$ axis is along the [111] direction, perpendicular to the surface of the substrate, directed away from the substrate.

Figure 2 shows the three components of the force on the tip as a function of the sliding distance for a simulation at $T = 0$ K. The total sliding distance is a little longer than two periods of the surface of the substrate. The lateral force $F_x$ has a sawtooth shape, indicating atomic-scale stick and slip motion. The motion can be described as follows. To begin with, the tip sticks to the substrate and the tip bends elastically as the top of the tip is displaced. This builds up a force on the tip directed opposite to the direction of motion. Suddenly the tip slips on the substrate, and the force drops significantly. Then the tip sticks again, a force is built up, the tip slips, and the force drops. This is repeated periodically with a periodicity of 2.6 Å, which equals the distance between
nearest-neighboring atoms in the [\(\{1\bar{1}1\}\)] direction of the substrate. In each period, two slips take place.

The behavior described above is due to the hexagonal structure of the surface of the substrate. While the atoms in the top of the tip are displaced along a straight line, the atoms in the bottom layer of the tip jump discontinuously (nonadiabatically) in a zigzag pattern from fcc to hcp positions on the Cu(111) surface. When the atoms jump from fcc to hcp positions, the tip deforms substantially in the \(y\) direction, and mechanical stresses in this direction are built up. When the atoms move back to the next fcc positions, the mechanical stresses in the \(y\) direction are released. This is the reason why there is a large "sawtooth" and a small "sawtooth" in the \(F_x\) curve in Fig. 2. The variations in the \(F_y\) curve is understood in the same way. The \(F_z\) curve is rather flat compared to the \(F_x\) and \(F_y\) curves. The observed atomic-scale stick and slip may also be called "ratcheting" in order to distinguish it from macroscopic stick and slip.\(^{39}\)

The former is due to the corrugation of the surface potential, while the latter arises from the difference between the static and kinetic friction coefficient.

We note that the zigzag motion described above is similar to the "two-dimensional stick and slip phenomenon" observed in AFM experiments with a Si\(_3\)N\(_4\) tip on (hexagonal) mica and MoS\(_2\) surfaces by Fujisawa and co-workers.\(^{8,10}\)

It is evident from Fig. 2 that the average value \(\langle F_x \rangle\) of the lateral force is positive, so there is, in fact, kinetic friction. The average vertical separation between the tip and the substrate is 2.03 Å, and it changes only within 0.02 Å during a scan. This distance is equal to the distance between \{111\} planes in the bulk within a few percent.

When changing the position of the tip in the \(y\) direction before scanning in the \(x\) direction, the size of the two "sawtooths" in the \(F_x\) curve vary. Experimentally, this has been utilized for making two-dimensional images with atomic resolution of the surface topography by scanning in the \(x\) direction at different \(y\) positions and coloring according to the value of \(F_x\).\(^{5,7,8,10}\) In the simulations, it is mainly the relative sizes of the two "sawtooths" that changes, while \(\langle F_x \rangle\) remains almost constant.

1. Effect of load

The type of simulations described above has been repeated for a number of different heights of the static part of the tip. Each height corresponds to a certain average load \(\langle F_x \rangle\). One period of some of the resulting \(F_x\) curves are shown in Fig. 3. The trend is that for higher loads, the slips occur at a larger displacement, compared to simulations at lower loads. As a consequence of this, \(\langle F_x \rangle\) and, in general, also the local maximum values \(F_{x,\text{max}}\) increase with the load. As illustrated in Fig. 4, \(\langle F_x \rangle\) increases approximately linearly as a function of \(\langle F_z \rangle\) in a wide range, including both negative and positive loads. The slope of the curve is \(\alpha=0.03\).

In most cases of macroscopic friction, the friction force increases proportionally to the load. This relation is known as Amontons law. In the standard model by Bowden and Tabor,\(^3\) the contact area increases proportionally to the load in order to keep a constant normal pressure, which is basically the yield pressure of the material. By assuming a certain constant shear stress of the contact, Amontons law follows. For clean metals, the friction coefficient is high, i.e., higher than 1.

In the atomic-scale simulations, the situation is quite different from the one described above. In the simulations, the contact area is a constant and because of adhesion, the contact is established even at negative loads. So the data in Fig. 4 can be interpreted in the way that the average shear stress \(\langle \tau \rangle\) at the interface increases linearly with a nonzero offset as a function of the average normal pressure \(\langle p_z \rangle\). This can be written as

\[
\langle \tau \rangle = \tau_0 + \alpha \langle p_z \rangle.
\]
2. Critical shear stress

It is generally assumed that slip between lattice planes in solids occurs when the resolved shear stress exceeds some critical value \( \tau_{\text{max}} \) (the critical shear stress). In order to investigate this question, the shear stresses in the two ideal slip directions (the [211] and [111] directions) have been calculated for each of the simulations at \( T = 0 \) K. The expressions are

\[
\tau_1 = \frac{F_x \cos 30^\circ - F_y \sin 30^\circ}{A},
\]

and

\[
\tau_2 = \frac{F_x \cos 30^\circ + F_y \sin 30^\circ}{A},
\]

where \( A \) is the contact area. The value of \( \tau_1 \) just before the first slip and the value of \( \tau_2 \) just before the second slip are referred to as \( \tau_1^* \) and \( \tau_2^* \), respectively. Figure 5 shows \( \tau_1^* \) and \( \tau_2^* \) as a function of the corresponding normal pressure \( p_z = F_z / A \). One finds that \( \tau_1^* \) and \( \tau_2^* \) are fairly close to each other in all cases, compared to the total range of \( \tau_1 \) and \( \tau_2 \). However, \( \tau_1^* \) and \( \tau_2^* \) do differ from one another, and this is due to the asymmetry of the motion, as discussed previously.

3. Effect of contact area

In the case of Cu(111) surfaces, the average friction force \( \langle F_x \rangle \) is approximately proportional to the contact area \( A \). This is illustrated in Fig. 6, which shows data from simulations with contact areas of \( 3 \times 3, 5 \times 5, 7 \times 7 \), and \( 9 \times 9 \) atoms. The resolved shear stresses \( \tau_1 \) and \( \tau_2 \) were also calculated in the four simulations, and the critical stresses \( \tau_1^* \) and \( \tau_2^* \) were the same as the ones in Sec. III A 2 within the computational accuracy.

4. Mechanism of slip

In this section, we examine in detail what happens during a slip event. A convenient way to get information of how the
system evolves during a simulation is to record a number of snapshots of the atomic configurations. Since the slips occur very rapidly, it is necessary to record more pictures per unit time than is usually the case. Figure 7 shows four such snapshots from a MD simulation of a system at 12 K with a sliding velocity of 2 m/s and a contact area of 9 × 9 atoms. The time in the simulation between each snapshot is approximately 0.3 ps. The snapshots illustrate the motion of the atoms in the bottom layer of the tip during the slip event. The sliding direction is to the left in the figure.

Immediately before the slip, the positions of the atoms in the bottom layer of the substrate can be described as fcc positions, but the atoms are somewhat displaced in the sliding direction away from the ideal fcc positions. In picture (a) of Fig. 7, a few tip atoms in the lower-left corner have begun to move from fcc to hcp positions. At this point, the slip is initiated. The slip proceeds as seen in the pictures (b)–(d), until the whole tip layer has slipped. From the snapshots, one finds that the slip occurs via a dislocation mechanism. In each picture, there is a slipped region and an unslipped region separated by a dislocation. The dislocation is nucleated at the corner and then it moves rapidly through the contact region. The dislocation can be described as a Shockley partial dislocation along the [1 1 0] direction with a Burgers vector \( \frac{1}{2} [2 1 \bar{1}] \). Since the angle between the dislocation line and the Burgers vector is 30°, the dislocation has a mixed edge and screw character; predominantly screw.

The question is now why the slip is nucleated at the lower-left corner in Fig. 7. In Sec. III A 2, the slip initiation was discussed in terms of the shear stress in the slip direction, averaged over the contact region. However, the mechanical stress in the system is not distributed homogeneously. The local stress distribution can be calculated by assigning a stress tensor \( \sigma \) to each atom in the system. Figure 8 shows contour plots of the local stresses in a system just before a slip from fcc to hcp positions. The plots are based on snapshots from the simulation corresponding to Fig. 2. In the figure, three different stress quantities are plotted in two different cross sections of the system. The stress in (a) and (b) is the hydrostatic pressure \( p \), in (c) and (d) it is \( \sqrt{J_2} \), where \( J_2 \) is the second invariant of the stress deviator \( \mathbf{I} \), and in (d) and (e) it is the shear stress in the direction of motion \( -\tau_{zz} \). \( \sqrt{J_2} \) is concentrated near the nucleation point.

As it can be seen from Fig. 8, it is not simply the case that the shear stress in the direction of motion is largest at the nucleation center. One has to consider the state of stress more generally. From the plot of the hydrostatic pressure, one finds that, at the nucleation corner, there is a transition from tensile pressure (above the slip plane) to compressive pressure (below the slip plane). This could be of importance for the nucleation process. Furthermore, \( \sqrt{J_2} \) is concentrated near the nucleation point.

For comparison, we have carried out simulations with a slab geometry in order to study the sliding of two infinite Cu(111) surfaces. Because of the periodic boundary conditions, there are no possible nucleation centers and the slips have to take place by moving all the atoms at an interface between two Cu(111) planes at the same time. This requires a significantly larger shear stress. The maximum lateral force per unit of area is in the order of 50% larger than for the tip-surface contact. Furthermore, the zigzag motion is not observed. The strain in the system after the first slip is so large that the second slip happens immediately after the first one.

5. Effect of sliding velocity

In this section, the effect of the sliding velocity is studied in MD simulations at 12 K and at 300 K. The subject involves dynamical effects, such as excitations of phonons and energy dissipation. Because of the small time step in the
integration algorithm and the limited computation time, it has only been possible to simulate sliding velocities higher than approximately 1 m/s. The temperature is controlled by applying frictional forces and fluctuating forces on the atoms in the top layer of the tip and in the bottom layer of the substrate. The average load \( F_z \) was about 0.2 nN, and the sliding velocities were in a range from 1 m/s to 20 m/s. The results are shown in Fig. 9 and Fig. 10.

The curve in Fig. 9(a) shows the lateral force \( F_x \) on the tip, as a function of the sliding distance at different temperatures and sliding velocities. The contacting Cu(111) surfaces have identical orientation. \( T = 0 \) K.

large fluctuations are mainly due to a systematic motion and not only thermal motion. Immediately after a slip, the average kinetic energy per atom is increased by an amount corresponding to about 5 K, but the magnitude of the fluctuations are much too large compared to the fluctuations at 300 K [Fig. 9(a)] to be due to an increase in temperature. When a slip occurs, phonons are excited, and these phonons are damped as the increase in the kinetic energy is drained out of the system by the temperature control in the top of the tip and in the bottom of the substrate.

From the fluctuations in the \( F_x \) curves at 12 K, it looks like almost all the released elastic energy is dissipated during the long sticks at 2 m/s, but at 10 m/s, this is clearly not the case. In the latter case, the fluctuations increase significantly after the first slip, and they remain large for the rest of the simulation. At all the considered velocities, there is not

![FIG. 8. Contour plots of the local state of stress for a Cu(111) tip on a Cu(111) substrate, just before the atoms in the bottom layer of the tip slip from fcc to hcp positions. The plots are based on snapshots from the simulation corresponding to Fig. 2. The contact area between the tip and the substrate consists of 5 \( \times \) 5 atoms. The stresses are in (a) and (b) the hydrostatic pressure \( p \), in (c) and (d) \( \sqrt{J_2} \), where \( J_2 \) is the second invariant of the stress deviator \( \Gamma \), and in (e) and (f) the shear stress in the direction of motion \( \tau_{xz} \) (Ref. 42). The cross section in (a), (c), and (e) is parallel to the x and z axis (the [011] and [111] directions), and in (b), (d), and (f), the cross section is parallel to the z axis and an axis in the [01] direction. Both planes cut through the middle of the tip. The difference between the stress at two neighboring contours is 0.5 GPa. Dashed lines indicate negative stresses. Contour plots of the resolved shear stress in the slip direction \( \tau_1 \) are similar to the plots of \( \tau_{xz} \).](image1)

![FIG. 9. The lateral force \( F_x \) on the tip as a function of the sliding distance at different temperatures and sliding velocities. The contacting Cu(111) surfaces have identical orientation. \( T = 0 \) K.](image2)

![FIG. 10. The average lateral force \( \langle F_x \rangle \) on the tip as a function of the sliding velocity. The contacting Cu(111) surfaces have identical orientation.](image3)
enough time during the short stick for complete energy dissipation to occur. By comparing the two $F_x$ curves in Fig. 9(b) and Fig. 9(c), one finds that the slips tend to occur earlier at 10 m/s than at 2 m/s. Also, the maximum values of the lateral force are smaller at the high velocity compared to the low velocity. This indicates that phonons excited at previous slips can promote subsequent slip events. This “phonon mechanism” decreases $\langle F_x \rangle$, as illustrated in Fig. 10. The filled circles in Fig. 10 show $\langle F_x \rangle$ as a function of the sliding velocity. The averages are calculated from the three last periods of the $F_x$ curves. For comparison, the filled square represents the result from a simulation at $T=0$ K done with MD minimization.

In the MD simulations, the energy dissipation is determined by the temperature control. We apply the temperature control at the boundary of the system in order to minimize the artificial perturbations of the dynamics of the atoms at the sliding interface. On the other hand, it is possible to choose a very efficient temperature control by simply using Langevin dynamics on all the dynamic atoms in the system. In such simulations, the system behaves “less dynamically” in the sense that the systematic atomic motion, due to the excited phonons, are damped extremely rapidly. Therefore, the “phonon mechanism” is not active. Instead, one finds that $\langle F_x \rangle$ increases with the sliding velocity. This is due to another mechanism by which the sliding velocity affects the frictional properties. The sliding of the tip is induced by displacing the top part of the tip. In the subsequent time steps in the simulations, this perturbation propagates through the tip. Therefore, at higher sliding velocities, the bottom part of the tip is “delayed” compared to the top part of the tip. This “delay mechanism” tends to make the slips take place at a larger displacement at higher velocities than at lower velocities, and this increases $\langle F_x \rangle$. The “delay mechanism” is also present in the simulations with temperature control on the boundary layers (the filled circles in Fig. 10), but in this case, the “phonon mechanism” is more important, so that the net result is a decreasing $\langle F_x \rangle$. At 300 K, phonons are damped more efficiently by the temperature control imposed by the Langevin dynamics at the boundary. Therefore, at 300 K, the “delay mechanism” is more important than the “phonon mechanism” in the relevant range of velocity.

Figure 10 shows that at a temperature of 12 K, MD simulations at velocities in the order of 1–2 m/s give the same results as the simulations of quasistatic sliding at 0 K. This also holds if one applies temperature control on all atoms in the system. This indicates that within the time scales that are accessible in MD simulations, there is no effect of the sliding velocity for velocities below 2 m/s. However, one cannot exclude that thermally activated processes could be important at higher temperatures and on longer time scales.

**B. Cu(111) tip/Cu(111) surface, nonmatching surfaces**

As mentioned in the Introduction, both experimental and theoretical studies indicate that commensurability is an important concept in the context of sliding friction between clean atomically flat solid surfaces.\(^{23,27,28}\) The possibility has been suggested that two incommensurate surfaces can slide over one another without any friction.\(^{23,27,28}\) Some studies predict that this could happen even in metallic systems.\(^{28}\) In order to investigate the effect of interfacial mismatch on the frictional properties, a series of simulations have been performed for a system like the one in Fig. 1, except that the Cu(111) tip is rotated an angle of 16.1° around an axis perpendicular to the Cu(111) surface. The sliding direction is the [010] direction of the substrate as in Sec. III A. The simulations are done using MD minimization. The areas of the tip-substrate contacts in the simulations are rather small, and this gives rise to finite size effects, as discussed below.

The simulations have been performed with five different loads among which some are positive and others are negative. The curves in Fig. 11 show the lateral force $F_x$ on the tip as a function of the sliding distance. At negative loads, the curves are smooth and the average lateral force $\langle F_x \rangle$ is zero, within the computational accuracy. At positive loads, a kind of stick and slip is observed, and $\langle F_x \rangle$ is positive. When the load is increased, there is a transition from a superlubric state without kinetic friction to a stick and slip state with finite kinetic friction. Because of the mismatch, the stick and slip is not related to the kind of zigzag motion that was discussed in Sec. III A. In the present case, only one slip occurs in each period. It should be mentioned that at the highest load $F_x=6.0$ nN, the $F_x$ curve is not periodic. In this particular simulation, the bottom layer of the tip sticks so well to the substrate, that the sliding takes place between the lowest and the second-lowest layer of the tip. The other $F_x$ curves are periodic. Compared to the simulations with matching surfaces in Sec. III A, $F_x,max$ is smaller by approximately a factor of five.

Next, we investigate the question of how typical the situation with finite kinetic friction is, and under which conditions it occurs. First, the effect of the contact area is studied. Figure 12 shows $F_x$ as a function of the sliding distance in simulations with three different tip sizes. The height of the top of the tip is the same in the three simulations. The average normal pressure $\langle p_z \rangle$ lies in the range from 0.6 GPa at the smallest contact area to 2.0 GPa at the largest area. One finds that the curve corresponding to $9 \times 9$ atoms in the contact is quite similar to the one with $5 \times 5$ atoms. As in some

![FIG. 11. The lateral force $F_x$ on the tip as a function of the sliding distance at different loads $F_x$.](image-url)
of the simulations presented in Fig. 11, stick and slip occurs, and \( \langle F_x \rangle \) is positive. In the simulation with a contact area of 19×19 atoms, there is no stick and slip and \( \langle F_x \rangle \) is zero, within the computational accuracy. The maximum lateral force \( F_{x,\text{max}} \) does not increase significantly with the contact area—at least not proportionally to the area.

In the simulations that have been mentioned so far in Sec. III B, the starting position of the tip has been chosen so that the atom in the middle of the bottom layer of the tip is placed in a perfect fcc position on the surface of the substrate. It turns out that changing the \( y \) position of the tip before scanning in the \( x \) direction can change the frictional properties drastically when there is a mismatch at the interface. Simulations similar to the ones in Fig. 12 have been done at other starting positions. Figure 13 shows the \( F_x \) curves in some selected cases with a 5×5 atoms contact and a 9×9 atoms contact, respectively. In these cases superlubricity occurs (i.e., \( \langle F_x \rangle \) is zero), and this holds even if \( \langle p_z \rangle \) is increased substantially. The maximum lateral force \( F_{x,\text{max}} \) does not increase with the contact area.

In all of these simulations with idealized tip-surface geometries, positive and finite friction (\( \langle F_x \rangle \geq 0 \)) is unambiguously connected to stick and slip motion. The studies described in this section show that stick and slip is a fragile property when there is a mismatch at the interface. One can get further insight into the stick and slip phenomenon by looking at the positions of the atoms at the interface during the sliding. As an example, we consider the simulation corresponding to the short-dashed line in Fig. 12. In this simulation with a contact of 9×9 atoms, stick and slip occurred. Figure 14 shows the bottom layer of the tip and the top layer of the substrate in the configuration with the maximum lateral force \( F_{x,\text{max}} \). It is seen that the last row of atoms in the bottom layer of the tip bends backwards. The atoms in the upper right corner are pinned to the substrate. This effect is present in the stick and slip simulations, but not in those simulations that do not exhibit stick and slip (e.g., the one corresponding to the short-dashed curve in Fig. 13).

The overall conclusion regarding sliding friction between misoriented Cu(111) surfaces is that in the case of small contacts, sliding can give rise to a finite, positive average lateral force \( \langle F_x \rangle \). In such cases, this is due to local pinning that under favorable conditions (normal pressure, local matching of atomic positions) can occur at the corners of the interface. At sufficiently large contact areas, this boundary effect becomes unimportant, and, in general, the average lateral force per unit of contact area is vanishing at large contact areas. This will be discussed further in Sec. III D and in Sec. III E.

**C. Cu(100) tip/Cu(100) surface, matching surfaces**

This section describes some simulations in which the planes parallel to the surface are the (100) planes. Otherwise, the geometry of the system is similar to the one in Fig. 1. The close-packed \{111\} planes are the preferred slip planes in the fcc metals. Keeping this in mind, it seems reasonable that in Sec. III A, the sliding took place at the interface between the tip and the surface, and wear did not occur. It is not obvious what will happen when it is the (100) planes that are
parallel to the surface. On the one hand, the cross-sectional area is smallest at the interface between the tip and the surface. On the other hand, the $\{111\}$ planes are the preferred slip planes in the fcc metals, since the critical shear stress is larger for slip between $\{100\}$ planes than for slip between $\{111\}$ planes.

Two simulations have been done using MD minimization. The tip is scanned in the close-packed $[01\bar{1}]$ direction of the substrate at a constant height and at a constant load, respectively. The coordinate system is chosen so that the $x$ direction is opposite to the sliding direction, and the $z$ direction is along the $[100]$ direction, perpendicular to the surface. The starting point of the simulations is a configuration in which the load $F_z$ is 0.5 nN. This load corresponds to a normal pressure $p_z$ of 0.3 GPa. The results of the constant-height simulation are presented and discussed in details. The constant-load scan is only discussed briefly.

1. Constant-height scan

Figure 15 shows some snapshots of the system during the simulation. One finds that, in general, the sliding does not occur at the interface between the tip and the substrate. Instead, the sliding tends to take place between the $\{111\}$ planes inside the tip. During the sliding, material is transferred from the tip to the substrate. In other words, adhesive wear is occurring. The same behavior is seen in MD simulations at 12 K and at 300 K with a sliding velocity of 2 m/s.

Figure 16(a) shows the lateral force $F_x$ on the tip as a function of the sliding distance in the constant-height scan. The $F_x$ curve has the kind of sawtooth shape that is characteristic of stick and slip motion. The curve does not repeat itself periodically, and this is an indication of plastic deformations. The curve can be divided into two parts. In the first part, the distances between subsequent slip events are approximately 2.4–2.7 Å. That is, one slip takes place for each period of the substrate. In the last part of the curve, two slips occur for each period, since the distances between slips are 1.2–1.4 Å. During the scan, $F_z$ varies between 6 nN (repulsion) and 19 nN (attraction).

Quantitatively, in the beginning of the sliding process, both $\langle F_z \rangle$ and the maximum values of $F_x$ are larger than the ones in III A by approximately a factor of three. Generally, the local maxima of $F_x$ tend to decrease during the sliding. However, the average value of $F_x$ in a period decreases only slightly. The small stick and slips, in the last part of the curve, are related to the kind of zigzag motion that was discussed in Sec. III A, for sliding between $\{111\}$ planes.

The total energy of the system is shown in Fig. 16(b). The local maxima are due to elastic deformations. The overall increase is caused by plastic deformations. As the sliding
proceeds, more atoms occupy unfavorable positions (they have a low coordination number), and this increases the energy. In this way another mechanism for transformation of energy is introduced. In the simulation, the increase in the total energy is 46 eV. This number should be compared to the total work, which can be calculated as $\langle F_x \rangle$ times the total sliding distance. The result is 103 eV. In the simulation, the remaining energy of 57 eV is removed by the minimization algorithm. In a MD simulation, phonons would be excited, and the released elastic energy would go into kinetic energy, which would be removed from the system by the temperature control. The relative importance of the two mechanisms for energy transformation changes during the simulation. In the beginning, the phonon excitations are most important. However, as the loss of coordination number becomes large compared to the number of atoms sliding over each other, the plastic deformation is responsible for most of the energy transformation.

The described deformation mechanism is different from the ones reported by Nieminen et al. from MD simulations of a similar system. In their simulations, the sliding takes place between \{100\} layers inside the tip. The major differences, of their and our simulations, are that they use Morse pair potentials to describe the interatomic interactions and that the sliding velocity in their simulations is as high as 100 m/s.

2. Constant-load scan

In the constant-load scan, the static atoms in the top of the tip are moved towards and away from the substrate in order to keep the normal force $F_z$ constant at 0.5 nN (within an accuracy of 0.1 nN). The constant-load scan fully confirms that the sliding takes place between the \{111\} planes inside the tip. In fact, it happens right from the first slip. Because of the wear process, the tip is compressed. The local maxima of the $F_x$ curve tend to increase during the sliding, in contrast to the constant-height scan.

D. Cu(100) tip/Cu(100) surface, nonmatching surfaces

In order to further investigate the effect of interfacial mismatch, two other constant-height scans have been simulated with the Cu(100) tip after a rotation of 16.3° and 36.9°, respectively, around an axis perpendicular to the Cu(100) surface. The position of the atom in the middle of the bottom layer of the tip is unchanged by the rotations. The initial normal load is 0.5 nN and the sliding direction is the close-packed [01 \bar{1}] direction of surface of the substrate.

In the simulation with $\theta=16.3^\circ$, the sliding takes place between the two lowest layers of the tip. The pinning effect described in Sec. III B makes the bottom layer stick to the substrate. The maximum value of the lateral force is about one quarter of the value in the case of matching surfaces. At $\theta=36.9^\circ$, the tip slides over the substrate without stick and slip and without wear. The average lateral force is zero.

E. Cu(100) twist grain boundaries

So far the studies of the effect of interfacial mismatch have dealt with small contacts with idealized geometries and it seemed like boundary effects were important. To clarify this further, we have studied sliding between two slabs, both exposing Cu(100) surfaces. The upper slab is rotated an angle $\theta$ around an axis perpendicular to the surface. We then get Cu(100) twist grain boundaries. Three different coincidence site boundaries have been studied. These are labeled $\Sigma 5$ ($\theta=36.9^\circ$), $\Sigma 13$ ($\theta=22.6^\circ$), and $\Sigma 25$ ($\theta=16.3^\circ$), respectively. The value of $\Sigma$ denotes the inverse of the fraction of coincident sites.

Figure 17 shows the lateral force $F_x$ on the upper slab when sliding in the [01 \bar{1}] direction of the surface of the lower slab, in the three simulations. The normal load is approximately zero in all cases. The lateral force is normalized so that it corresponds to a contact area of 25 contact atoms.

One finds that the maximum values of $F_x$ are relatively small, and the average values are zero within the computational accuracy. There is no stick and slip motion and no kinetic friction. The fact that no stick and slip and no kinetic friction is observed confirms the suggestion in previous sections that the occurrence of stick and slip is related to finite size and boundary effects.

When $\Sigma$ is large, there are more wiggles on the $F_x$ curve. This reflects that the energy-translation surface have more local minima. Furthermore, the maximum value of $F_x$ is smaller for boundaries with large values of $\Sigma$.

F. Neck between Cu(100) surfaces

Until this point, systems with very idealized geometries have been studied. The tips have been cut along low-indices planes in the fcc structure and in all cases, the smallest cross section have been at the interface between the tip and the flat substrate. This geometry has the advantage of being very well defined.

The idea in this section is to perform simulations that are closer to an experimental situation on the atomic scale, e.g., a scanning tunneling microscope (STM) or atomic force microscope (AFM) experiment. In recent experiments, a contact is established by indentation of a STM/AFM tip into a substrate and the mechanical and transport properties are
then studied during retraction of the tip. On the time scales of a typical experiment at room temperature, diffusion processes can influence the contact between the tip and the substrate. A system like the one in Fig. 1 is not a very stable one, since many atoms occupy unfavorable positions at corners and edges. In this section, a more realistic tip-surface contact is studied.

Because of the separation of time scales, it is not possible to form a stable contact by simulating diffusion in MD simulations at room temperature or below. Instead, we establish a contact in the following way: First, a sharp tip with a shape of a pyramid turned upside down is placed on the upper substrate. The sharp end of the tip is in contact with the lower substrate, as seen in Fig. 18(a). The tip is then heated to a temperature of 1050 K and annealed for 270 ps, using Langevin dynamics. At the high temperature, the mobility of the atoms is high, and atoms migrate to the lower substrate, and a neck forms. The neck is cooled down to about 300 K and then compressed a little. The result is the neck shown in Fig. 18(b).

The mechanical response of such a neck during stretching has been simulated and discussed in Ref. 12. The neck is seen to undergo a series of mechanical instabilities as suggested in Ref. 30 and the mechanical instabilities are related to emission of dislocations. In the following, we shall study the response of the neck to a shearing motion.

**Shearing of a neck**

The shearing of the neck is studied in MD simulations at 300 K and at 12 K. The temperature is controlled by Langevin dynamics in the outermost dynamic layer in each substrate. After equilibration, the upper substrate is moved in the \( [01\bar{1}] \) direction (the negative \( x \) direction), with a velocity of 2 m/s.

Snapshots of the system in the simulations at 300 K are shown in Fig. 19. In the first part of the simulation, atoms are sliding over each other in a stick and slip type of motion. The deformation proceeds in alternating elastic and plastic stages. Even in this small contact, the yielding events tend to occur by slip between the close-packed \{111\} planes. Later, the neck gets thinner and the neck is elongated until it finally breaks. The last part of the simulation is more like a lateral stretch of a very thin wire rather than shearing a junction. There are only two or three atoms in the smallest cross section and the atoms in this region rearrange themselves rather smoothly. At 12 K, the mobility of the atoms is lower, and the elongation is not as pronounced. After the neck has broken, one could reverse the direction of the scan, and contact would be reestablished.

Figure 20 shows the lateral force \( F_x \) as a function of the sliding distance in the two simulations. The lateral force is...
calculated as the sum of the $x$ components of the forces on all the atoms in the neck and in the upper substrate. The $F_x$ curves can be divided into two parts. The first part of the $F_x$ curve has the well-known sawtooth shape, and $F_x$ varies between large positive and smaller negative values. This corresponds to the sliding and stick slip motion. The lateral force $F_y$ is built up during the elastic stages, until yielding occurs and the force suddenly drops. The second part of the $F_x$ curve has a smoother variation at smaller positive values. This part corresponds to the situation where the produced thin wire is being stretched. At 12 K, the second part of the $F_x$ curve is shorter than at 300 K.

If the neck contains a grain boundary caused by a rotation of the upper substrate, stick and slip can still be observed during shearing. However, the stick and slip motion is more irregular. The distances between successive slips are generally not equal to the distance between nearest-neighboring atoms. The local maxima of $F_x$ are smaller by approximately 50% compared to a perfect crystalline neck. The stick and slip behavior can be explained as due to the locking of atoms near the surface of the neck. Because of the geometry and the small size of the neck, such boundary effects are obviously important.

IV. CONCLUSION

In this paper, a number of case studies of sliding friction in small systems of copper atoms have been described and discussed. An important frictional behavior is atomic-scale stick and slip, since this is what gives rise to kinetic friction (a nonvanishing average lateral force). Atomic-scale stick and slip is observed for sliding between matching surfaces. There is a tendency for slip to occur between the close-packed $\{111\}$ planes. This is also the case for contacts which have $\{100\}$ planes parallel to the surface. A slip preferably happens by nucleation and subsequent motion of a dislocation.

Atomic-scale stick and slip can also be present in cases of small contacts with interfacial mismatch. The simulations indicate that for sliding between large nonmatching atomically flat surfaces, the kinetic friction is vanishing. However, for smaller contacts pinning is seen to occur at the boundaries of the contact regions and this can give rise to stick and slip and kinetic friction.

Another important concept is wear. In most of the simulations of sliding between Cu($\{111\}$ surfaces with very idealized tip-surface geometries, wear does not take place. The smallest cross section is at the interface between the tip and the surface, and the interfacial planes are the close-packed planes. The sliding can, therefore, easily take place at this interface.

However, if we go away from the idealized $\{111\}$ geometries, wear is often occurring. This can happen by local pinning for small contacts with interfacial mismatch or if the planes at the tip-surface interface do not have a $\{111\}$ orientation. More importantly for interpreting STM/AFM experiments at room temperature, annealing of a tip-surface contact is seen to lead to the formation of a neck, where the smallest cross section no longer is found right at the flat surface. The shearing of such a neck leads to a combined sliding and stretching behavior exhibiting stick and slip and where the neck finally breaks, leaving material behind at the surface. The elongation process is seen to be enhanced by temperature.
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