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Abstract—Improvement to an earlier decoding algorithm for codes from algebraic geometry is presented. For codes from an arbitrary regular plane curve we correct up to \(d^*/2 - m^2/8 + m/4 - 9/8\) errors, where \(d^*\) is the designed distance of the code and \(m\) is the degree of the curve. The complexity of finding the error locator is \(O(n^2)\), where \(n\) is the length of the code. For codes from Hermitian curves the complexity of finding the error values, given the error locator, is \(O(n^2)\), and the same complexity can be obtained in the general case if we only correct \(d^*/2 - m^2/2\) errors.
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I. INTRODUCTION

In [1], we presented an algorithm for the decoding of codes constructed from a nonsingular plane algebraic curve. This algorithm has complexity \(O(n^3)\), where \(n\) is the length of the code, and corrects \(d^*/2 - m^2/4\) errors, where \(d^*\) is the designed distance of the code, and \(m\) is the degree of the curve involved in the construction.

In [2], this algorithm was treated in the proper algebraic geometry setting by A. N. Skorobogatov and S. G. Vladut, so they could decode codes from arbitrary algebraic curves, i.e., geometric Goppa codes, and in some cases more errors were corrected.

Based on their results, and some deep algebraic geometry, R. Pellikaan [3] proved the existence of a polynomial time algorithm, which corrects \((d^* - 1)/2\) errors for codes from maximal curves and recently S. G. Vladut [4] extended this result to any geometric Goppa code.

In this paper, we return to the codes treated in [1], and improve on the algorithm in several ways. For codes from an arbitrary regular plane curve we correct \(d^*/2 - m^2/8 + m/4 - 9/8\) errors. We use a modified version of an algorithm by Sakata [5] to find the error locator in time \(O(mn^2)\), where \(m\) is the degree of the curve, and \(t\) is the number of errors. For good codes one has \(m \sim \sqrt{q}\) and \(t \leq n \sim q^{\sqrt{q}}\), so the complexity is \(O(n^{1.3})\), when we consider good codes over increasing fieldsizes.

The error values are then found by a method, which for codes from Hermitian curves has complexity \(O(mnq^3)\), which under the same assumptions as above is \(O(n^2)\). We also show how to find the error values with the same complexity in the general case, if we only correct \(d^*/2 - m^2/2\) errors.

The paper is organized as follows. Section II reviews the code construction and the overall idea in the decoding method. Section III treats the error locator polynomials and in section IV we present the modified version of Sakata’s algorithm, which we use to determine the error locator. Section V presents the method for determining the error values, both in the general case and in the case of Hermitian curve. Finally, section VI contains the conclusion and a discussion.

II. THE CODES AND THEIR DECODING

We shall in this section give the construction of the codes and the main ideas of their decoding. Let \(F_q\) be a finite field with \(q\) elements, and let \(C(x, y)\) be a polynomial from \(F_q[x, y]\).

The set of points \((x, y)\) where \(x\) and \(y\) are in the algebraic closure \(\bar{F}_q\) for which \(C(x, y) = 0\) is called an affine curve. The points on the curve with both coordinates in \(F_q\) are the rational points. The curve is regular if the projective closure is regular, in particular this implies that \(C(x, y)\) is absolutely irreducible. If the curve is regular and \(C(x, y)\) has degree \(m\), then the genus \(g\) of the curve is given by \(g = (m - 1)(m - 2)/2\).

In order to describe the code construction and the decoding we need a total ordering of the pairs of natural numbers. We choose the so-called graduated total degree ordering \(\prec_T\) where \((0, 0) \prec_T (1, 0) \prec_T (0, 1) \prec_T (2, 0) \prec_T \cdots\). Now let \(C(x, y) = 0\) be the equation of a regular curve of degree \(m\) and let \(P_1, P_2, \ldots, P_\ell\) be the rational points of the curve. Let \(j\) be a natural number \(m - 2 \leq j \leq \left\lfloor \frac{n - 1}{m} \right\rfloor\) and let \(\varphi_0(x, y), \varphi_1(x, y), \ldots, \varphi_\ell(x, y)\) denote the monomials \(x^a y^b\), where \((a, b) \leq_T (0, j)\) ordered by \(\prec_T\). The code \(C^*(j)\) is then given by its parity check matrix \(H\)

\[
H = \begin{bmatrix}
\varphi_0(P_1) & \cdots & \varphi_0(P_\ell) \\
\varphi_1(P_1) & \cdots & \varphi_1(P_\ell) \\
\vdots & & \vdots \\
\varphi_\ell(P_1) & \cdots & \varphi_\ell(P_\ell)
\end{bmatrix}
\]

It now follows from [1] that the dimension of \(C^*(j)\) is \(n - (mj - g + 1)\) and that

\[
d_{\text{min}} \geq d^* = mj - 2g + 2.
\]

The number \(d^*\) is the designed distance of the code.
**Example 1:** Let $F_q = GF(r^2)$, so $q = r^2$ and let 

$$C(x, y) = x + x^r + y^{r+1}.$$ 

This is the affine version of the Hermitian curve as considered by H. Stichtenoth in [6]. It is regular, has degree $m = r + 1$ and therefore genus $g = r(r - 1)/2$. It is well known that the affine curve has $n = r^3 - qr^2$ rational points. The construction therefore gives a code over $GF(r^2)$ with parameters $n = r^3$, $k = r^3 - jr(r + 1) + r(r - 1)/2 - 1$, $d \geq (r + 1)j - r(r - 1) + 2$ for any $j$, where $r - 1 \leq j \leq \left\lfloor \frac{r^3}{r + 1} \right\rfloor$.

In the decoding situation we receive a word $w$ which is the sum of a codeword $c$ and an error vector $e$. We calculate the syndrome $s = Hw^T$. If we number the coordinates of the syndrome vector, like we numbered the rows of $H$, and the errors occurred in the points with the coordinates $(x_i, y_i)$ $i \in I$, $I \subseteq \{1, 2, \cdots, n\}$, with values $e_i$, it follows from (2.1) that

$$S_{ab} = \sum_{i \in I} e_i x_i^a y_i^b. \quad (2.2)$$

The decoding problem then is from the syndromes $S_{ab}$, $a + b \leq j$ to determine the error positions $(x_i, y_i)$ $i \in I$, and the corresponding error values $e_i$.

The idea is now to treat the two parts of the decoding problem separately, that is, first to determine the error positions and then to determine the error values. The determination of the error positions is based on the observation that if a polynomial

$$\sigma(x, y) = \sum_{l+k=n} a_{lk} x^l y^k,$$

has the error positions among its zeros, then

$$\sum_{l+k=n} a_{lk} S_{a+l,b+k} = \sum_{l+k=n} e_i x_{i}^a y_{i}^b \sum_{l+k=n} a_{lk} x_{i}^l y_{i}^k = 0, \quad (2.3)$$

This holds for all $(a, b)$ if we use (2.2) as the definition of $S_{ab}$.

In particular we have from (2.3)

$$\begin{bmatrix}
 S_{00} & S_{10} & \cdots & S_{0h} \\
 S_{10} & S_{20} & \cdots & S_{1h} \\
 \vdots & \vdots & \ddots & \vdots \\
 S_{0h} & S_{1h} & \cdots & S_{0h+h'}
\end{bmatrix}
\begin{bmatrix}
 a_{00} \\
 a_{10} \\
 \vdots \\
 a_{0h}
\end{bmatrix} = 0, \quad (2.4)$$

where $h' = j - h$.

The decoding method of [1] now consists of the following steps.

1) Find a minimal degree solution $\sigma$ to (2.4) such that $\sigma(x, y)$ does not have $C(x, y)$ as a factor.

2) Find among the points $P_1, \cdots, P_n$ those $P_{i_1}^r, P_{i_2}^r, \cdots, P_{i_r}^r$ which are zeros of $\sigma(x, y)$.

3) Insert the coordinates of $P_{i_1}^r, \cdots, P_{i_r}^r$ into (2.2) and solve for $e_i$'s.

Theorem 4 of [1] tells us that this procedure corrects $t$ errors provided there exists a number $h$ such that

$$t + 1 \leq mh - g + 1 \leq d^* - g - t,$$

where

$$m - 2 \leq h \leq j - m + 2.$$

Both Step 1) and Step 2) involve the solution of systems of linear equations, so the proposed algorithm has complexity $O(n^3)$.

The improvements come from using Sakata's algorithm in Step 1), which is described in Sections III and IV, and using a new method to find the error values, which is described in Section V. Moreover, it turns out that this condition is too restrictive, so we are actually able to correct $d^*/2 - m^2/8 + m/4 - 9/8$ errors.

In the following we suppose that the equation of the curve contains the term $y^m$, which can always be obtained by a suitable choice of coordinates when $m < q$. The case $m \geq q$ are not interesting for regular curves, and is not considered in this paper. Moreover, to avoid treating special cases we suppose that the points $P_1, P_2, \cdots, P_n$ all have both coordinates nonzero.

**III. ERROR LOCATOR POLYNOMIALS**

For the error positions $(x_i, y_i)$, $i \in I$, and the error values $e_i$, the syndromes of the code are

$$S_{ab} = \sum_{i \in I} e_i x_i^a y_i^b, \quad (3.1)$$

where $a + b \leq j$. Moreover, we shall refer to $S_{ab}$ defined by (3.1) as a syndrome for any $a, b < q - 1$, and distinguish between known and unknown syndromes. Section V gives a method for calculating the unknown syndromes from the known syndromes and the error locator.

Let us consider the set $\mathcal{L}$ of polynomials

$$\sigma(x, y) = \sum_{i,k} a_{ik} x^i y^k,$$

which define a linear recursion among the syndromes, that is,

$$\sum_{i,k} a_{ik} S_{a+i,b+k} = 0 \quad (3.2)$$

for all $a, b$ where the indexes are calculated modulo $q - 1$. If (3.2) is satisfied, we get by inserting (3.1)

$$\sum_{i,k} a_{ik} \sum_{i\in I} e_i x_i^{a+i} y_i^{b+k} = \sum_{i\in I} x_i^a y_i^b e_i \sum_{i\in I} a_{ik} x_i^i y_i^k = 0, \quad \text{for all } a, b.$$

Let $e'_i = e_i \sum_{i\in I} a_{ik} x_i^i y_i^k$, then we obtain

$$\sum_{i\in I} e'_i x_i^a y_i^b = 0, \quad \text{for all } a, b.$$

This means that $e'_i$, $i \in I$ is an error pattern for which all syndromes are zero and, therefore, $e'_i = 0$. Since we may
assume that \( e_i \neq 0 \), we get
\[
\sum_{i,k} \sigma_{ik} x_i^a y_i^b = 0,
\] (3.3)
so \( \sigma(x, y) \) has the error points as zeros.

On the other hand, if (3.3) holds, then it follows from (3.2) that (3.2) is satisfied, so that elements of \( \mathcal{L} \) are exactly those polynomials that have the \( t \) error points as zeros. We also note that \( \mathcal{L} \) is independent of the error values.

Let us consider \( f \in \text{GF}(q), f = (f_i), i \in I, \) consider the array \( T_f \), where
\[
T_f = \sum_{i \in I} f_i x_i^a y_i^b
\]
and let \( \mathcal{L} \) be the set of all these arrays.

\( \mathcal{L} \) is obviously a linear code, actually it is a two-dimensional cyclic code, and its dimension is \( t \). It is obvious that the dimension cannot exceed \( t \), and on the other hand no combination of error values can give an array of all zeros. By carrying out the same calculations that lead from (3.2) to (3.3) and from (3.3) to (3.2) it can easily be seen that \( \mathcal{L} \) is the dual code of \( \mathcal{L} \), so in particular the dimension of \( \mathcal{L} \) as a vector space over \( \text{GF}(q) \), is \( (q - 1)^2 - t \). We will now study \( \mathcal{L} \) a little closer. Clearly \( C(x, y) \) and all multiples of this polynomial are in \( \mathcal{L} \). The error locator should therefore be found among the other codewords of \( \mathcal{L} \). We recall from [8] and [10] the properties of a minimal basis for \( \mathcal{L} \).

A polynomial \( f(x, y) = \sum_{i,j} f_{ij} x_i^a y_j^b \) has leading term \( x^a y^b \) if \( f_{ab} \neq 0 \) and
\[
f(x, y) = \sum_{(i,j) \in \mathcal{L}(a, b)} f_{ij} x_i^a y_j^b.
\]
A minimal basis for \( \mathcal{L} \) is a set \( F \) of polynomials from \( \mathcal{L} \)
\[
F = \{ \sigma^{(1)}, \sigma^{(2)}, \ldots, \sigma^{(t)} \}
\]
with leading terms \( x^{s_1^0} y^{s_2^0}, \ldots, x^{s_t^0} y^{s_2^0} \), such that
\[
s_1^0 > s_2^0 > \cdots > s_t^0 = 0 \quad \text{and} \quad 0 = s_2^1 < s_2^2 < \cdots < s_2^t \quad \text{(3.4)}
\]
and, if we define
\[
\Delta = \{(h, r) | h < s_i^0 \} \quad \text{and} \quad r < s_i^{j+1}, \quad \text{for some } i,
\]
where \( 1 \leq i \leq l - 1 \), then
no proper polynomial in \( \mathcal{L} \) has leading term with exponent in \( \Delta \). (3.5)

Fig. 1 illustrates the concepts. In order to make the paper self-contained we will prove the following theorem.

**Theorem 1:** Let \( F = \{ \sigma^{(1)}, \ldots, \sigma^{(t)} \} \) be a minimal basis for \( \mathcal{L} \) and let \( \Delta \) be the set defined above. Then \( | \Delta | = t \) and a polynomial \( \sigma(x, y) \) belongs to \( \mathcal{L} \), if and only if
\[
\sum_{i,k} \sigma_{ik} S_{a+i, b+k} = 0, \quad \text{for } (a, b) \in \Delta. \quad \text{(3.6)}
\]

**Proof:** We will first prove that the \( | \Delta | \) arrays \( T^{(a, b)} \)
\((a, b) \in \Delta \), where \( T^{(a, b)} \) are linearly independent elements of \( \mathcal{L} \). They are elements of \( \mathcal{L} \) since \( T^{(a, b)} = \sum_{i,k} \sigma_{ik} x_i^a y_i^b \)

Fig. 1. Leading terms of polynomials in the minimal basis, \( t = 16, p_1 \) is the leading term of \( a^{(1)}, \ldots, p_3 = (3, 2). \)

\( T_f \), where \( f = (a, x_i^a y_i^b) \) \( i \in I \). To see that they are linearly independent, suppose
\[
\sum_{(a, b) \in \Delta} \lambda_{ab} T^{(a, b)} = 0.
\]
This means that for all \((l, k)\) we have
\[
\sum_{(a, b) \in \Delta} \lambda_{ab} \Delta_a \sigma^{(l, k)} = 0
\]
and, therefore, that the polynomial
\[
\Lambda(x, y) = \sum_{(a, b) \in \Delta} \lambda_{ab} x^a y^b
\]
is in \( \mathcal{L} \), so by (3.5) we conclude that \( \Lambda = 0 \). In particular, we get that \( | \Delta | \leq t \). We will next prove that \( | \Delta | \geq t \) and therefore we get \( \Delta = t \) and then the \( t \) arrays \( T^{(a, b)} \), \((a, b) \in \Delta \), form a basis for \( \mathcal{L} \). Therefore, a polynomial \( \sigma(x, y) \) belongs to \( \mathcal{L} \), if and only if (3.6) is satisfied. To prove that \( | \Delta | \geq t \), we will prove the following lemma.

**Lemma 1:** For each \((a, b) \notin \Delta \), there exists a polynomial \( P^{(a, b)}(x, y) \), whose leading term has exponent in \( \Delta \), such that \( x^a y^b + P^{(a, b)}(x, y) \) is in \( \mathcal{L} \) and has leading term \( x^a y^b \).

Before proving this, we note that it then follows that these \( (q - 1)^2 - | \Delta | \) polynomials are linearly independent and therefore \( (q - 1)^2 - | \Delta | \leq \text{dimension of } \mathcal{L} = (q - 1)^2 - t \), so \( t \leq | \Delta | \). The lemma is now proved by induction. So let \((a_0, b_0) \) be the smallest pair not in \( \Delta \), with respect to the total ordering \( < \). Then \( x^{a_0} y^{b_0} \) is the leading term of the \( \sigma^{(0)} \) whose leading term has the smallest exponent, so \( x^{a_0} y^{b_0} \) has all exponents in \( \Delta \), which proves the claim in this case.

Let \((a, b) \notin \Delta \) and suppose the claim is true for all smaller exponents. In particular, it is true for either \((a - 1, b) \) or \((a, b - 1) \), since \((a, b) \notin (0, 0) \). Suppose that it is true for \((a - 1, b) \). Then \( f(x, y) = x^{a-1} y^b - P^{a-1}(x, y) \) \( x \in \mathcal{L} \).
and \( P^{(a-1, b)}(x, y) \) has leading term with exponents in \( \Delta \). Therefore, \( xf(x, y) \in \mathcal{L} \) and \( xf(x, y) = x^a y^b + x \cdot P^{(a-1, b)}(x, y) \). Here, either \( x \cdot P^{(a-1, b)}(x, y) \) has leading term with exponent in \( \Delta \), or the leading term has an exponent \(<_\tau (\alpha, \beta)\). In the latter case, we subtract from \( xf(x, y) \), for all terms with exponents not in \( \Delta \), the polynomials of the form \( x^a y^b + P^{(a-1, b)}(x, y) \), which exist by the induction hypothesis, and this gives us the desired result. We emphasize that it follows from the theorem, that if we want to check the mean a polynomial from \( \mathcal{L} \), then it suffices to check the \( t \) conditions corresponding to (3.6).

In the following, we will by an error locator polynomial mean a polynomial from \( \mathcal{L} \) that do not have \( C(x, y) \) as a factor. The polynomial \( \sigma(x, y) \) has leading term with exponent \((0, s^{(i)})\), and here \( s^{(i)} \leq m \). If \( s^{(i)} = m \) we will use as \( \sigma(x, y) \) the polynomial \( C(x, y) \), since we have assumed that \( C(x, y) \) contains the term \( y^m \). The other polynomials in the minimal basis can therefore not have \( C(x, y) \) as a factor.

As mentioned before, we distinguish between known and unknown syndromes. By the degree of a syndrome \( S_k \), we mean the number \( l + k \). If we take a certain polynomial \( \sigma^{(s)} \) from the minimal basis, only syndromes up to degree \( j_s \) are involved in (3.6), where
\[
j_s = \max \{ \deg \sigma^{(i)} - 1 + \deg \sigma^{(s)} \}.
\]

We say that \( \sigma^{(i)} \) can be determined from the known syndromes if \( j_s \geq j_s \).

In the following, we shall discuss two problems.

1) Up to which degree shall the syndromes be known in order that all error locator polynomials can be determined from the known syndromes?

2) Up to which degree shall the syndromes be known in order that the error locator polynomials of smallest degree can be determined from the known syndromes?

To carry out this discussion we shall first establish some bounds on the degrees of the error locator polynomials. It follows from the theorem of Bezout that
\[
\deg \sigma^{(i)} \geq t / m.
\]

Let \( D(k) \) denote the number of polynomials from \( \mathcal{L} \) of degree less than or equal to \( k \), which are linearly independent modulo \( C(x, y) \), that is linearly independent when considered as vectors in \( F_q[x, y]/C(x, y) \) over \( F_q \). Now a special case of the Riemann–Roch theorem [7] gives the following theorem.

**Theorem 2:**
\[
D(k) \geq mk - g + 1 - t.
\]

and (3.9) holds with equality provided
\[
mk - t \geq 2(g - 1).
\]

We define the numbers \( a(k), k \geq 1, as \)
\[
a(k) = D(k) - D(k - 1).
\]

We always have \( D(k) \leq D(k - 1) + m \), since the number of polynomials linearly independent modulo \( C(x, y) \), with no further restrictions, has this property [1, Theorem 1]. Therefore,
\[
a(k) \leq m.
\]

We can now prove Lemma 2.

**Lemma 2:** If \( a(k) = m \), then \( a(l) = m \) for \( l \geq k \).

**Proof:** Since the polynomials are reduced modulo \( C(x, y) \), which contains the term \( y^m \), the \( m \) polynomials of degree \( k \) have leading terms among \( x^k, x^{k-1}y, \ldots, x^1y^{m-1} \). From these we get by multiplication with \( x, m \) polynomials of degree \( k + 1 \) and these are also linearly independent modulo \( C(x, y) \). So \( a(k + 1) = m \) and by repeating the argument the lemma follows.

From Lemma 2 we get the following.

**Lemma 3:** If \( a(k) = m \), then
\[
\max \{ \deg \sigma^{(i)} \} \leq k.
\]

**Proof:** It follows from (3.12) and Lemma 2 that \( D(k + 1) = D(k) + 1 \), and from the proof of Lemma 2 follows then that there exists an ideal basis for \( \mathcal{L} \) consisting of polynomials of degrees less than or equal to \( k \). From this a minimal basis can be obtained [8], in which all polynomials have degrees less than or equal to \( k \).

Now let \( k_o \) be the smallest number, such that (3.10) is satisfied, that is the smallest number such that \( k_o > t / m + m - 3 \). It follows from Theorem 1 that \( a(k_o) = 1 \), and therefore from Lemma 3, we get
\[
\max \{ \deg \sigma^{(i)} \} \leq t / m + m - 1.
\]

We can now answer the first question as follows.

**Theorem 3:** All error locators can be determined from the known syndromes if
\[
j \geq 2(t / m + m - 1) - 1,
\]
or, equivalently,
\[
t \leq d^2 / 2 - m^2 / 2.
\]

**Proof:** From (3.14) and (3.7), we have \( j_s \geq 2(t / m + m - 1) - 1 \) for each \( s \) and hence, the theorem.

In order to answer Question 2 we have to use more algebraic geometry. The main idea in the following argument is implicit in the proof of Theorem 8 in [2]. So let us consider the projective plane over \( GF(q) \) and let \( C \) be the projective closure of \( C \). Let \( H \) be the intersection divisor of the curve \( C \), with the line with equation \( z = 0 \) with respect to the homogenous coordinates \((x : y : z)\). With the usual notation in algebraic geometry we then have \( \ell_kH = \Sigma P_j \)
\[
= D(k), \text{ where } D(k) \text{ is the dimension introduced earlier, and }
P_1, \cdots, P_t \text{ are the error points.}
\]

Suppose now that \( D(p - 1) = 0 \) and \( D(p) > 0 \), and that \( a(p + s) < m \). Then the divisor \((p + s)H = \Sigma P_j\) is special and hence equivalent to \( K - J \), where \( K \) is a canonical divisor, and \( J \) is effective. We have
\[
\deg J = -(p + s) + m + t + 2g - 2.
\]
From the equivalence, it follows that \((p - 1)H - \sum P_i\) is equivalent to \(K - J - (s + 1)H\). Since \(I((p - 1)H - \sum P_i) = 0\), we, therefore, have
\[
I(K - (s + 1)H) \leq \deg J. \tag{3.16}
\]

From the Riemann–Roch Theorem, we have
\[
I(K - (s + 1)H) = I((s + 1)H) - (s + 1)m + g - 1,
\]
and combining this with (3.15) and (3.16) we get
\[
I((s + 1)H) + (p - 1)m + 1 \leq t + g - 1. \tag{3.17}
\]

Now let \(s_o\) be the smallest number such that (3.17) is not satisfied. Then \(a(p + s) = m\) and it follows from Lemma 3 that \(\max_i (\deg a^{(i)}) \leq p + s_o\). An upper bound on the minimal \(f_i\) from (3.7) can, therefore, be found as the maximal value of \(2p + s\), where \(p\) and \(s\) are connected by the equation \(I((s + 1)H) + (p - 1)m + 1 = t + g\).

Now \(I((s + 1)H) = (s + 1)m - g + 1\) if \(s + 1 \geq m\) and \(I((s + 1)H) = \frac{1}{2}(s + 2)(s + 3)\) if \(s + 1 \leq m - 1\). Carrying out the calculations it turns out that the maximal value is obtained in the second case and more precisely for \(s = m/2 - 5/2\). The maximal value of \(2p + s\) is therefore \(2t/m + 5m/4 + 1/4m - 7/2\). We formulate the result in the next theorem.

**Theorem 4:** The error locator of lowest degree can be determined from the known syndromes if
\[
j > 2t/m + 5m/4 + 1/4m - 7/2, \tag{3.18}
\]
or, equivalently,
\[
t < d^2/2 - m^2/8 + m/4 - 1/8. \tag{3.19}
\]
At this point we will explain the consequences of Theorem 4.

In the decoding situation the only thing that we know are the syndromes \(S_2, a + b \leq j\), but we do not know the set \(\Delta\). So we consider all equations of the form
\[
\sum_{i,k} \sigma_i^j k S_{a + i, b + k} = 0, \tag{3.20}
\]
which only involve the known syndromes.

Let \(\delta(x, y)\) be the solution to (3.20), which has leading term with smallest exponent, and does not have \(C(x, y)\) as a factor. Furthermore, let \(\sigma^{(i)}(x, y) \neq C(x, y)\) be a polynomial with lowest degree in the minimal basis for \(\mathcal{L}\). In particular \(\sigma^{(i)}(x, y)\) satisfy (3.20) so the degree of \(\delta(x, y)\) is smaller or equal to the degree of \(\sigma^{(i)}(x, y)\). If the condition (3.18) is satisfied then Theorem 4 tells us that the equations for \(\sigma^{(i)}(x, y)\) involved in (3.6) are a subset of the equations involved in (3.10). Consequently, this is also true for the polynomial \(\delta(x, y)\) and therefore \(\sigma(x, y)\) is an error locator. We remark that the procedure previously described is basically the same as the modified algorithm of [2]. In the next section we discuss how to find \(\delta(x, y)\).

**IV. Calculation of Error Locators**

The error locator polynomials defined in Section III may be obtained as solutions to the system of linear equations (3.20). However, the complexity of this approach is high and the algorithm is not practical for some of the most interesting geometric codes (e.g., Hermitian codes with large \(q\) and moderate rate).

We shall assume that the reader is familiar with the algorithms for correcting errors in BCH codes, as the present decoding problem may be interpreted as a generalization to two dimensions of the decoding of BCH codes. In one dimension the Berlekamp–Massey algorithm [9] and many later improvements allow decoding of \(t\) errors with complexity \(O(t^2)\) or less. Sakata [5] has generalized the Berlekamp–Massey algorithm to two dimensions, and we shall present a modified version of this algorithm, which computes the error locators using at most \((6 + A)m^2j^2\) GF \((q)\) additions and multiplications, where \(A\) is the number of terms in \(C(x, y)\).

Sakata’s algorithm was developed for calculating the recursions consistent with a given two dimensional array. The input in our situation is the array of syndromes \(S_{ab} a + b \leq j, b \leq 2m\). A step in the algorithm consists of reading the next element, with respect to the total ordering \(\prec_r\), and then finding a minimal set of recursions for the array of elements read so far. A minimal set is expressed as a set of polynomials \(F = \{f^{(1)}, f^{(2)}, \ldots, f^{(i)}\}\) for which the leading terms satisfy (3.4), and a condition like (3.5) holds when \(\mathcal{L}\) is substituted by the set of valid recursions for the array at this step. At each step the current set of \(F\) polynomials are tested on the new array, and if some of the \(f^{(i)}\)'s are not consistent, they are updated.

In the one-dimensional Berlekamp–Massey algorithm, the recursion \(f(z)\) is updated by means of a polynomial \(g(z)\) that has failed at an earlier point. When for some input \(f(z)\) is not satisfied, a multiple of \(g(z)\) is added.

\[
g(z) - f(z) = z^j f(z) + ag(z)
\]

In Sakata’s algorithm the set \(F\) is updated by a set of polynomials \(G = \{g^{(1)}, g^{(2)}, \ldots\}\) that have failed at earlier points in the algorithm. The polynomials in \(G\) satisfies a condition like (3.4) and the set is updated during the algorithm. For details of the algorithm the reader is referred to [5].

In our situation we are not interested in polynomials which have \(C(x, y)\) as a factor, and, therefore, we reduce the polynomials in \(F\) modulo \(C(x, y)\), so that the reduced polynomial has \(y\) degree less than \(m\), when this is possible. Since \(C(x, y)\) contains the term \(y^m\), this reduction has the following consequences.

1. There are at most \(m\) polynomials in the sets \(F\) and \(G\), since a condition like (3.4) is satisfied.
2. When the input is \(S_{ab}\) it follows from [5, Section 5] that no polynomial in \(F\) (and hence, in \(G\)) have leading terms greater than \((a, b)\) in the total ordering, so at this step the polynomials in \(F\) and \(G\) have at most \(mj\) terms.

To get the complexity of the algorithm we count the number of GF \((q)\) multiplications and additions. After each new input element we have to 1) check whether the poly-
mials in F still are valid, 2) update F and G and 3) reduce the elements in the new F modulo C(x, y).

Since the polynomials in F have at most mj terms the cost of checking one polynomial in a point is at most mj multiplications and additions. Since there are at most m polynomials in F and at most 2mj elements in the input array the total cost of 1) is at most m · 2mj · mj = 2m^2j^2 additions and multiplications.

It follows directly from [5, Section 5], that the updating of the sets F and G costs at most 4m^2j^2 additions and multiplications, and that a new F element has the form

\[ f'(x, y) = \alpha x^j y^j f(x, y) + \beta x^j y^j g(x, y), \quad (4.1) \]

where \( j_1 < m \) and \( j_2 < m \), \( \alpha, \beta \in GF(q) \) and \( f(x, y) \) is from the old F and \( g(x, y) \) is from the old G. The degree of \( f'(x, y) \) is at most \( 2m - 1 \) in the variable \( y \) and the total degree is at most \( j \).

The reduction of \( f'(x, y) \) modulo \( C(x, y) \) proceeds by decreasing powers of \( y \). First the terms \( y^{m-1}, \ldots, x^j \) are eliminated by addition of a suitable multiple of \( C(x, y) \), then the terms \( y^{m-3}, \ldots, x^j \), etc. Each term requires \( A \) additions and multiplications, where \( A \) is the number of terms in \( C(x, y) \), and since there are at most \( mj \) terms, the total number of operations is at most \( A \cdot mj \). The reduction of at most \( m \) polynomials at most \( mj \) times therefore costs at most \( Amj^2 \) operations.

The total cost of using the modified version of Sakata's algorithm is therefore bounded by \( (6 + A)mj^2 \) additions and multiplications in \( GF(q) \). If the number \( t \) of errors satisfies the condition from Theorem 3, that is, \( t \leq d^2/2 - m^2/2 \), then the set of syndromes \( S_{ab} \), \( a + b \leq j, b < 2m \) is so large that the polynomials in \( F \) all satisfies (3.6) and hence, it follows from Theorem 3 that the set \( F \) is a minimal basis for \( I \), that is they are error locators. If the number \( t \) of errors satisfy the condition from Theorem 4, that is, \( t \leq d^2/2 - m^2/8 \), then the set of input syndromes is so large that a polynomial in \( F \setminus C(x, y) \) with the lowest degree satisfy (3.6) and, therefore, by Theorem 4, these polynomials are error locators.

We note that Sakata [10] has generalized his algorithm to higher dimensions. In principle this algorithm could be applied to a wider class of codes.

V. DETERMINATION OF THE ERROR VALUES

The fast determination of the error values presupposes knowledge of all syndromes \( S_{ab}, a \leq q - 1, b \leq q - 1 \). We will first show how the error values are found from these (this is an extension of the familiar transformation method) and then describe the method to obtain the unknown syndromes from the curve, the locator polynomial and the known syndromes.

Let suppose we have \( S_{ab}, a \leq q - 1, b \leq q - 1 \), and the possible error points \( (x_i, y_i), i = 1, 2, \ldots, s \), where \( s \geq t \). For a fixed \( c \), where \( 0 < c < q - 1 \), we define

\[ \tilde{S}_c = \sum_{b=1}^{q-1} S_{ab}(\alpha)^b, \quad (5.1) \]

where \( \alpha \) is a primitive element of the field \( GF(q) \).

Substitution of \( S_{ab} = \sum_{b=1}^{q-1} e_i x_i^c y_i^b \) into (5.1) gives

\[ \tilde{S}_c = \sum_{b=1}^{q-1} e_i x_i^c (y_i \alpha^b)^b = \sum_{i=1}^{q-1} e_i x_i^c \sum_{b=1}^{q-1} (y_i \alpha^b)^b. \]

So we have

\[ \tilde{S}_c = \sum_{i=1}^{q-1} e_i x_i^c, \quad (5.2) \]

If we now define for a fixed \( d \), where \( 0 < d < q - 1 \),

\[ E_{c,d} = \sum_{a=1}^{q-1} \tilde{S}_c (\alpha^d)^a, \quad (5.3) \]

we have

\[ E_{c,d} = \sum_{a=1}^{q-1} \sum_{b=1}^{q-1} S_{ab}(\alpha^d)^b (\alpha^a)^b = i, \]

where

\[ (x_i, y_i) = (\alpha^{-d}, \alpha^{-c}). \quad (5.4) \]

Now the error values can be determined directly from (5.4). The calculation of \( E_{c,d} \) costs at most \( q^2 \) additions and multiplications using a procedure like Horners method, so the cost of finding the error values using (5.4) is at most \( sq^2 \). Alternatively, we calculate the \( \tilde{S}_c(\alpha)^d \)'s using (5.1). This calculation needs only to be done when \( c^{-d} \) is the second coordinate of an error point, but there may be \( q - 1 \) of those. However, if we use (5.2) to find the error values, we use at most \( m \) values of \( a \), so using a fast transform on (5.1), the calculation of the \( \tilde{S}_c(\alpha)^d \)'s at most \( C_1 \cdot mq \log q \) operations. To find the error values from (5.2), we can either use Forney's algorithm or a simple matrix inversion. This can be done at a cost of \( C_2 \cdot m^2q \) operations, so the cost of finding the error values using (5.1) and (5.2) is bounded by \( (C_1 \cdot mq \log q + C_2 \cdot m^2q^2) \) operations.

We will now turn our attention to the determination of the syndromes \( S_{ab}, a \leq q - 1, b \leq q - 1 \), from the known syndromes \( S_{ab}, a + b \leq j \). The basic observation is (again) that since from (2.2) we have

\[ S_{ab} = \sum_{i=1}^{q-1} e_i x_i^c y_i^b, \]

any polynomial \( f(x, y) \), which have the points \( (x_i, y_i), i \in I \) among its zeros, gives a recursion among the syndromes. In particular, the polynomials \( C(x, y) \) and \( \sigma(x, y) \) give such recursions, as well as do all polynomials in the ideal in \( F[x, y] \) generated by these two.

The idea is now to use these two recursions to generate the remaining syndromes from the given ones. To this end, let

\[ C(x, y) = \sum_{i+k \leq h} c_{ik} x^i y^k \]

and

\[ \sigma(x, y) = \sum_{i+k \leq h} \sigma_{ik} x^i y^k. \]
We then have the following recursions:

\[
\sum_{l+k\leq m} c_{ik}S_{a+l,b+k} = 0,
\]

\[
\sum_{l+k\leq h} a_{ik}S_{a+l,b+k} = 0,
\]

which we write as

\[
c_m S_{a+m,b} + c_{m-1} S_{a+m-1,b+1} + \cdots + c_0 S_{a,b+m} = -\sum_{l+k\leq m-1} c_{ik} S_{a+l,b+k} \quad (5.5)
\]

and

\[
a_{ho} S_{a+h,b} + a_{h-1} S_{a+h-1,b+1} + \cdots + a_{oh} S_{a,b+h} = -\sum_{l+k\leq h} a_{ik} S_{a+l,b+k} \quad (5.6)
\]

Now, suppose we know \( S_{ab}, a + b \leq j + \alpha - 1 \), where \( \alpha \geq 1 \), then by putting \( b = 0, 1, \ldots, j + \alpha - m \), and \( a = j + \alpha - b - m \) in (5.5) and (5.6) we get the following system of linear equations

\[
\begin{bmatrix}
0 & \cdots & 0 & c_m & \cdots & c_{m-1} & \cdots & c_0 \\
0 & \cdots & 0 & a_{ho} & \cdots & a_{h-1} & \cdots & a_{oh} \\
0 & \cdots & 0 & a_{ho} & \cdots & a_{h-1} & \cdots & a_{oh}
\end{bmatrix}
\begin{bmatrix}
S_{j+a+o} \\
S_{j+a+1} \\
S_{a+j+o}
\end{bmatrix}
= v,
\]

where \( v \) only depends on \( S_{ab} \), where \( a + b \leq j + \alpha - 1 \) and the coefficients \( c_{ik} \) with \( l+k \leq m-1 \) and \( a_{ik} \) with \( l+k \leq h-1 \).

To ensure that the system (5.7) has at most one solution a sufficient condition is that the rank of the coefficient matrix is \( j + \alpha + 1 \), and a necessary condition for this is that \( 2(j + \alpha + 1) - (m + h) \geq j + \alpha + 1 \), thus \( j + \alpha + 1 \geq m + h \), if we let \( \alpha = 1 \) we must have \( j \geq m + h - 2 \).

The condition \( j \geq m + h - 2 \) is always satisfied. In the case corresponding to Theorem 3, we have \( j \geq 2(l + m + m - 1) - 1 \) and (3.14) gives an upper bound on \( h \). In the case corresponding to Theorem 4, we have \( l \leq mj/2 - 5m^2/8 + 3m/2 \) and, since \( h \) is upper bounded by the \( p \) appearing in the proof of the theorem, \( h \leq mj/2 - m^4/2 \). Hence, \( m + h - 2 \leq j + 2 + 3m/4 \), so if \( j \geq 3m/2 \) we have \( j \geq m + h - 2 \). If \( j < 3m/2 \), we have \( l \leq 1/8m^2 + 3m/2 \), and therefore, there are error locators of degree less than \( m \).

The degree \( h \) is then upper bounded by the smallest number such that \( (h + 1)2 \geq mj/2 - 5m^2/8 + 3m/2 \). By putting \( j = (1 + \alpha)m, 0 \leq x < 1/2 \) and carrying out the calculation, it follows that also in this case we have \( j \geq m + h - 2 \).

When \( j \geq m + h - 2 \), then it is well known, [7, p. 29], that the coefficient matrix has rank \( j + \alpha + 1 \), if and only if the two polynomials

\[
\delta(x, y) = c_{mo} x^m + c_{m-1} x^{m-1} y + \cdots + c_{0} y^m
\]

and

\[
\tilde{\delta}(x, y) = a_{ho} x^h + a_{h-1} x^{h-1} y + \cdots + a_{oh} y^h
\]
do not have a common nonconstant factor.

This is in particular the case when \( \delta(x, y) = a_{ho} x^h \), \( a_{ho} \neq 0 \), and \( c_{am} \neq 0 \), and then the solution of (5.7) is easily obtained. From the rows of the lower part of the matrix, we calculate \( S_{j+a, o}, S_{j+a-1, o}, \ldots, S_{h, j+a-h} \) and then, from rows of the upper part of the matrix, we get \( S_{h-1, j+a-h-1}, \ldots, S_{j+1, h} \).

We formulate the above result as follows.

**Theorem 5:** Suppose

\[
C(x, y) = \sum_{l+k=m} c_{ik} x^i y^k,
\]

where \( c_{am} \neq 0 \) and \( \sigma(x, y) = \sum_{l+k=h-1} a_{ik} x^i y^k + a_{ho} x^h \),

where \( a_{ho} \neq 0 \), both give recursions among the \( S_{ab} \). Then all \( S_{ab} \)'s can be determined from \( S_{ab}, a + b \leq j \), by the method just described.

The cost of finding the \( S_{ab} \)'s of a given degree is at most \( hm \) multiplications and additions for at most \( j + \alpha - h \) of these, and for the remaining ones it is at most \( m^2 \). The total cost is therefore bounded by \( m^2 q^2 \). If we combine this with the remarks following (5.2), we have the following theorem.

**Theorem 6:** If the curve has an equation of the form

\[
C(x, y) = \sum_{l+k=m} c_{ik} x^i y^k,
\]

where \( c_{am} \neq 0 \), and we have an error locator of the form

\[
\sigma(x, y) = \sum_{l+k=h-1} a_{ik} x^i y^k + a_{ho} x^h, \quad a_{ho} \neq 0,
\]

then the error values of the code \( C^*(j) \) can be found using at most \( Am^2 q^2 \) additions and multiplications in \( GF(q) \), where \( A \) is a constant (independent of \( C(x, y), j \) and \( q \) ).
We will now treat the codes from Hermitian curves. It turns out, that due to the special equation, it is possible to determine the remaining syndromes from the given ones, without any conditions on the error locator polynomials. We will prove the following theorem.

**Theorem 7:** Let \( \sigma(x, y) \) be an error locator of degree \( h \) for a code \( C^*(j) \) from the Hermitian curve
\[
x + x' - y' + 1 = 0, \quad q = r^2.
\]
The syndromes \( S_{ab} \), where \( 0 \leq a < q - 1, 0 \leq b < q - 1 \) can be determined from \( S_{ab} \), where \( a + b \leq j \), using at most \( Aq^2 \) additions and multiplications in \( GF(q) \), where \( A \) is a constant independent of \( q \) and \( j \).

**Proof:** We will describe a method that also proves the theorem. We first use the curve to obtain the following recursion:
\[
S_{a+b+1, b} + S_{a+r, b} = 0.
\]
So from \( S_{ab} \), where \( a + b \leq j + \alpha - 1 \), we find
\[
S_{a+j+1, a+j+1-1, \cdots, S_{j+a-(1+r), r+1}}
\]
by putting \( a = 0, 1, \cdots, j + \alpha - (1 + r), \) and \( b = j + \alpha - (r + 1) - a \). To find more syndromes we use the polynomial \( \sigma(x, y) \). Let
\[
\sigma(x, y) = \sum_{l+k \leq h-1} \alpha_{l+k}x^ly^k + \alpha_0 x^y^{h-1}
\]
where \( \alpha_0 \neq 0 \). The corresponding recursion is
\[
\sum_{l+k \leq h-1} \alpha_{l+k}S_{a+l, b+k} + \alpha_0 S_{a+b, h-k} + \cdots + \alpha_j S_{a+b+h-1, 0} = 0,
\]
from which we determine
\[
S_{j+a-r, \cdots, S_{j+a-h+k, h-k}}
\]
by putting \( a = j + \alpha - r - s, \cdots, j + \alpha - h \) and \( b = j + \alpha - h - a \), so if \( s = h \) we have got all the syndromes, but if \( s < h \) we must do a little more. We can suppose that \( h - s < r + 1 \), since higher powers in \( y \) can be removed by using the equation of the curve.

Let us next consider the polynomial
\[
\sigma_1(x, y) = -(y^{r+1} - x' - x)(\alpha_0 x^r + \cdots + \alpha_r y^r)
\]
\[
+ y^{r+1-h+s} \sigma_0(x, y)
\]
\[
= (x' + x)(\alpha_0 x^r + \cdots + \alpha_r y^r)
\]
\[
+ y^{r+1-h+s} \sum_{l+k \leq h-1} \alpha_{l+k}x^ly^k.
\]
This polynomial also gives a recursion, namely,
\[
\alpha_0 S_{a+r+s, b} + \cdots + \alpha_s S_{a+r, b+s}
\]
\[
+ \alpha_{0}S_{a+s+1, b} + \cdots + \alpha_s S_{a+1, b+s} + \sum_{l+k \leq h-1} a_{l+k}S_{a+l, b+r+1-h+s+k} = 0.
\]
From this we determine
\[
S_{j+a-h+s+1, h-s-1, \cdots, S_{j+a, 0}}
\]
by putting \( a = j + \alpha - h + 1, \cdots, j + \alpha - r - s \) and \( b = j + \alpha - r - s - a \).

What remains is to calculate the number of \( GF(q) \) additions and multiplications used in the method described above. Let \( \alpha \) be fixed. The cost of finding the first \( j + \alpha - (r + 1) + 1 \) syndromes is \( 2(j + \alpha - r) \) additions. The cost of finding the remaining \( r + 1 \) syndromes is at most \( (r + 1)q \) additions and multiplications, but since we can suppose that \( h < 2q \), since we are only interested in \( GF(q) \) points, the total cost is upper bounded by \( B \cdot q^2 \), where \( B \) is a constant independent of \( q \) and \( j \).

VI. CONCLUSION AND DISCUSSION

We have used a modified version of Sakata’s generalization of the Berlekamp–Massey algorithm to find error locator polynomials for codes from regular plane curves. This is one with complexity \( O(n^{1/3}) \), and we correct \( d^2/2 - m^2/8 + m/4 - 9/8 \) errors. Moreover, we can find the error values with the same complexity in most cases. Examples show that it is not always possible to decode \( (d^2 - 1)/2 \) errors, but the examples seem to be rare and to have a common feature, so in most cases the algorithm does decode \( (d^2 - 1)/2 \) errors and the information in the examples where this is not the case, may be useful in an improvement of the algorithm. We feel confident that the algorithm can be generalized to higher dimensions, but we still lack good explicit constructions of curves in higher dimensional spaces.
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