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ABSTRACT
The time-dependent electric fields associated with lossy dielectric media are examined. In the analysis, it is recalled that space charge, which accumulates at an interface, is an inherent feature of lossy dielectrics. This behavior can lead to enhanced normal and tangential electric fields. The analysis illustrates that, with respect to the basic time constant $\varepsilon/\gamma$, these lossy media can take a considerable time ($\gg 5\varepsilon/\gamma$) to attain a steady-state condition. Time-dependent field enhancement factors are considered, and inherent surface-charge densities quantified. Thereafter, the calculation of electrostatic forces on a free, lossy dielectric particle is illustrated. An extension to the basic analysis demonstrates that, on reversal of polarity, the resultant tangential field at the interface could play a decisive role in the insulation integrity of a system. The paper concludes with a discussion of the relevance of the field aspects presented to the behavior of dielectric spacers as used in DC GIS, and introduces the importance of surface conductivity.

1. INTRODUCTION

In practice, all solid insulators are lossy dielectrics, exhibiting both permittivity $\varepsilon$ and conductivity $\gamma$. The value of $\gamma/\varepsilon$ is often so small in comparison to the frequency of the applied voltage, that the influence of the conductivity on insulation behavior can be neglected. This assumption cannot be made in relation to dc insulation, which is effectively controlled by the conductivity of the spacer material. Although Maxwell's Treatise [1] has an entire chapter on lossy dielectrics, the significance of lossy dielectric media for dc insulation only becomes fully apparent following a detailed study of the overall field characteristics of the problem in question.

In the present paper, we will examine these field aspects for an insulation system consisting of two lossy media. In particular, we will examine the fields established following polarity reversal: i.e. the fields which result from a superposition of the field due to the existing interface charge with that of the reversed applied field. In both cases our starting point is the derivation of the associated potential distributions.

2. GENERAL FIELD ASPECTS

We consider a system of two homogeneous isotropic media $a$ and $b$ which possess permittivities $\varepsilon_a$, $\varepsilon_b$ and conductivities $\gamma_a$, $\gamma_b$, respectively. Medium $b$ represents an uncharged inclusion embedded within medium $a$ which occupies the remaining volume extending to infinity. This system of two lossy dielectrics is located in an extended uniform field.
To enable general field expressions to be developed prior to referring to specific geometries, we will use initially generalized orthogonal coordinates \( u_i \) \((i = 1, 2, 3)\). The interface between media \( a \) and \( b \) is assumed to be a surface of constant \( u_i = \alpha \) and hence the two remaining coordinates \( u_2 \) and \( u_3 \) represent surface coordinates on the interface.

In deriving the time-varying potential solution for lossy dielectrics, we must refer to the continuity equation

\[
\nabla \cdot \mathbf{J} + \frac{\partial \rho}{\partial t} = 0
\]

where \( \mathbf{J} \) is the volume current density, \( \rho \) the volume charge density, and \( t \) the time. This equation expresses the relationship between the \( \mathbf{J} \) field and the \( \mathbf{D} \) field, where \( \mathbf{D} \) is the electric flux density. However, to satisfy the boundary conditions at the interface between media, \( a \) and \( b \), i.e. continuity of the normal components of \( \mathbf{J} \) and \( \mathbf{D} \), we must express (1) in a form applicable to a surface of discontinuity. This leads to an equivalent interface continuity equation

\[
\nabla \cdot \mathbf{J} + \frac{\partial \sigma}{\partial t} = 0
\]

where \( \sigma \) is the surface charge density. The term \( \nabla \cdot \mathbf{J} \) represents the interface divergence of \( \mathbf{J} \) and, with reference to the present analysis, can be expressed as

\[
\nabla \cdot \mathbf{J} = \nabla \cdot (\mathbf{J}_a - \mathbf{J}_b)
\]

\( \mathbf{n} \) is a unit vector normal to the interface in the direction \( \mathbf{b} \) to \( \mathbf{a} \). This orientation is also associated with increasing values of \( u_1 \), so that \( u_{a_1} \geq u_{b_1} \). Similarly, with respect to the \( \mathbf{D} \) field, we have

\[
\sigma = \mathbf{n} \cdot (\mathbf{D}_a - \mathbf{D}_b)
\]

As both \( \mathbf{J} \) and \( \mathbf{D} \) are proportional to the electric field strength \( \mathbf{E} \), i.e. \( \mathbf{J} = \gamma \mathbf{E} \) and \( \mathbf{D} = \varepsilon \mathbf{E} \), (2) can be rewritten in terms of \( \mathbf{E} \). In addition, at the interface (\( u_1 = \alpha \)) the normal component of \( \mathbf{E} \) is \( E_1 \), where \( E_1 \) is given by

\[
E_1 = -(g_{11})^{-1/2} \frac{\partial \Phi}{\partial u_1}
\]

\( \Phi \) represents the potential in question and \( g_{11} \) is the relevant metric coefficient with

\[
g_{11} = \left[ \frac{\partial x}{\partial u_1} \right]^2 + \left[ \frac{\partial y}{\partial u_1} \right]^2 + \left[ \frac{\partial z}{\partial u_1} \right]^2
\]

Consequently, if \( \Phi_a(u_1, u_2, u_3, t) \) and \( \Phi_b(u_1, u_2, u_3, t) \) denote the potential distributions in media \( a \) and \( b \), respectively, then the interface continuity equation for the surface (\( u_1 = \alpha \)) may be expressed in terms of generalized coordinates as

\[
\gamma a \frac{\partial \Phi_a}{\partial u_1} - \gamma b \frac{\partial \Phi_b}{\partial u_1} + \frac{\partial}{\partial t} \left[ \varepsilon a \frac{\partial \Phi_a}{\partial u_1} - \varepsilon b \frac{\partial \Phi_b}{\partial u_1} \right] = 0
\]

This expression represents the general boundary condition to be fulfilled by \( \Phi_a \) and \( \Phi_b \) at the interface (\( u_1 = \alpha \)).

The other boundary condition to be fulfilled at the interface is of course the continuity of the tangential component of the \( \mathbf{E} \) field across the interface. This condition is equivalent to the equality of the potentials at the interface, i.e., for \( u_1 = \alpha \), we must have

\[
\Phi_a(\alpha, u_2, u_3, t) = \Phi_b(\alpha, u_2, u_3, t)
\]

3. POTENTIAL DISTRIBUTION FOR AN APPLIED DC FIELD

3.1 GENERAL ANALYSIS

In the dc steady state (\( t \to \infty \)), the potential distribution will be independent of time and will be controlled by the conductivities of the media, whereas at time zero, the system permittivities will determine the potential distribution. These characteristics of the potential distribution in the two media can be accounted for by assuming that the potential function \( \Phi \) can be expressed as

\[
\Phi(u_1, u_2, u_3, t) = [\varphi_a(u_1, u_2, u_3) - \varphi_b(u_1, u_2, u_3)]T(t) + \varphi_r(u_1, u_2, u_3)
\]

where \( \varphi_a \) and \( \varphi_r \) are the potential functions associated with the system permittivity and the system conductivity, respectively, and as such must be solutions of Laplace's equation. On the basis of \( \varphi_a \) and \( \varphi_r \), the function \( T(t) \), which represents the temporal variation of \( \Phi \), is considered to be normalised such that \( T(0) = 1 \) and in addition we require that as \( t \to \infty \), \( T(t) \to 0 \).

By expressing \( \Phi \) in the above manner, we have implemented the first step in applying the separation of variables method. A further assumption of this method is that, with reference to the problems under discussion, the \( \varphi \) function is simply separable [2], i.e. \( \varphi \) can be expressed as

\[
\varphi(u_1, u_2, u_3) = U(u_1)V(u_2)W(u_3)
\]

For any coordinate system, the necessary and sufficient conditions to be satisfied with respect to the separability of Laplace's equation are discussed in Moon and Spencer [2].
With reference to (9), the potential distributions in the two media may be expressed as

\[ \Phi_a = (\varphi_{a\rho} - \varphi_{a\gamma})T + \varphi_{a\gamma} \]  

(11)

\[ \Phi_b = (\varphi_{b\rho} - \varphi_{b\gamma})T + \varphi_{b\gamma} \]  

(12)

At the interface \( u_1 = \alpha \), the potential-equality boundary condition must be fulfilled by both the \( \varphi_a \) and \( \varphi_b \) originally. Thus \( \Phi_a \) and \( \Phi_b \) will fulfill this condition automatically. Inserting the above expressions for \( \Phi_a \) and \( \Phi_b \) into (7) enables the interface continuity equation for the present class of problems to be derived. Taking account of the boundary conditions which the \( \varphi_a \) and the \( \varphi_b \) must in turn fulfill, we can obtain for \( u_1 = \alpha \)

\[ \frac{1}{e_a} \frac{\partial \varphi_{a \gamma}}{\partial u_1} T + \frac{1}{e_b} \frac{\partial \varphi_{b \gamma}}{\partial u_1} T = 0 \]  

(13)

This expression represents one form of the boundary condition to be fulfilled by \( \varphi_a \) and \( \varphi_b \) at the interface. Further, owing to the \( \bar{D} \), and \( \bar{J} \), boundary relationships, (13) can be re-expressed in different ways.

As each of the \( \varphi \) derivatives is independent of \( t \), it is evident that (13) can be written as

\[ \frac{dT}{dt} + \lambda T = 0 \]  

(14)

with

\[ \lambda = \frac{\gamma_a \frac{\partial \varphi_{a \gamma}}{\partial u_1}}{e_a} \frac{\partial \varphi_{a \gamma}}{\partial u_1} + \frac{\gamma_b \frac{\partial \varphi_{b \gamma}}{\partial u_1}}{e_b} \frac{\partial \varphi_{b \gamma}}{\partial u_1} \]  

(15)

The general solution for (14) is

\[ T = C \exp(-\lambda t) \]  

(16)

where \( C \) is a constant. On this occasion we take \( C = 1 \).

### 3.2 INTERFACE CHARGE DENSITY

The field continuity boundary conditions at the interface lead to an important feature of lossy dielectrics, viz. the existence of a surface charge density at the interface [1, 3]. This feature follows directly from (3) and (4), which together with (5) enables this interface charge density \( \sigma \) to be expressed, with respect to the present analysis, as

\[ \sigma = -(g_{11})^{-1/2} \left[ \frac{\partial \Phi_a}{\partial u_1} - e_b \frac{\partial \Phi_b}{\partial u_1} \right] \]  

(17)

Substituting for \( \Phi_a \) and \( \Phi_b \) and using the \( \bar{D} \) and \( \bar{J} \) relationships enables \( \sigma \) to be expressed either as

\[ \sigma = -(g_{11})^{-1/2} e_b \left[ 1 + \frac{\gamma_a e_a}{\gamma_b e_b} \right] \frac{\partial \varphi_{a \gamma}}{\partial u_1} \left[ 1 - \exp(-\lambda t) \right] \]  

(18)

or as

\[ \sigma = -(g_{11})^{-1/2} e_a \left[ \frac{\gamma_a e_b}{\gamma_b e_a} - 1 \right] \frac{\partial \varphi_{b \gamma}}{\partial u_1} \left[ 1 - \exp(-\lambda t) \right] \]  

(19)

From (18) and (19), it is evident that at \( t = 0 \), \( \sigma = 0 \). Subsequently there will be an accumulation of charge which attains a steady-state value, \( \sigma_\infty \), as \( t \to \infty \). If \( \gamma_b = 0 \), i.e. zero conduction in medium \( b \), \( \sigma_\infty \) can be obtained from (18). Similarly with (19) for \( \gamma_a = 0 \). Furthermore, it should be noted that the polarity of \( \sigma \) is determined not only by the applied voltage but also by the condition

\[ \frac{\gamma_a e_b}{\gamma_b e_a} \leq 1 \]  

(20)

Finally, (18) and (19) also provide confirmation of the analysis in [3] which shows that, for \( \gamma_a/e_a = \gamma_b/e_b \), there is no accumulation of charge at the interface.

### 3.3 APPLICATION TO A SPHERICAL INCLUSION

To utilize the above general analysis, we consider medium \( b \) to be a sphere of radius \( R \). Hence with respect to spherical coordinates \( r, \theta, \phi \), we have \( u_1 = r, u_2 = \theta, u_3 = \phi \), \( g_{11} = 1 \) and \( g_{22} = r^2 \) [4]. The applied field \( E_A \) is oriented in the negative \( z \) direction so that the undistorted applied potential is \( E_A r \cos \theta \), i.e., the \( \phi \) plane is at zero potential, and \( E_A \) is applied at time zero.

From the potential solution for ideal dielectrics and field \( E_A \) given in standard textbooks [3, 5], we have for medium \( a \)

\[ \varphi_{a \rho} = \left[ 1 + \frac{e_a - e_b}{2e_a + e_b} \right] E_A r \cos \theta \]  

(21)

and for medium \( b \)

\[ \varphi_{b \rho} = \frac{3e_a}{2e_a + e_b} E_A r \cos \theta \]  

(22)

To obtain the equivalent conductivity potential solutions, \( \varepsilon \) is simply replaced by \( \gamma \). Consequently for medium \( a \) we have

\[ \varphi_{a \gamma} = \left[ 1 + \frac{\gamma_a - \gamma_b}{2\gamma_a + \gamma_b} \right] E_A r \cos \theta \]  

(23)

and

\[ \varphi_{b \gamma} = \frac{3\gamma_a}{2\gamma_a + \gamma_b} E_A r \cos \theta \]  

(24)

for medium \( b \). Hence upon substitution for \( \phi_{a \gamma} \) and \( \phi_{b \gamma} \) into (15) we obtain for \( r = R \)

\[ \lambda = \frac{2\gamma_a + \gamma_b}{2e_a + e_b} \]  

(25)

Consequently by combining (21) to (24), the potential solutions associated with the two media can be expressed as

\[ \Phi_a = E_A r \cos \theta \left[ 1 + \frac{\gamma_a - \gamma_b}{2\gamma_a + \gamma_b} \right] \frac{R^3}{r^3} \exp \left[ -\frac{2\gamma_a + \gamma_b}{2e_a + e_b} \right] \]  

(26)
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and

$$\Phi_b = 3E_A r \cos \theta \left[ \frac{\gamma_a}{2\gamma_a + \gamma_b} - \frac{\gamma_a \epsilon_b - \gamma_a \epsilon_a}{(2\gamma_a + \gamma_b)(2\epsilon_a + \epsilon_b)} \exp \left[ -\frac{2\gamma_a + \gamma_b}{2\epsilon_a + \epsilon_b} \right] \right]$$

(27)

whilst from (18) and (24) the corresponding interface charge density is

$$\sigma = \frac{3(\gamma_a \epsilon_b - \gamma_a \epsilon_a)}{2\gamma_a + \gamma_b} E_A \cos \theta \left[ 1 - \exp \left( -\frac{2\gamma_a + \gamma_b}{2\epsilon_a + \epsilon_b} t \right) \right]$$

(28)

We will now examine the relevance of this solution for two different situations.

3.3.1 GASEOUS VOID

One of the principal causes of electrical failure of solid insulation follows from the effects of partial discharges which occur in the gaseous voids within the material. Apart from gas pressure, the occurrence of such discharges is effectively governed by the field strength attained in the void. In particular by the field along the void axis which represents the longest discharge path length in the field direction. For the void we will consider $\gamma_b = 0$ and $\epsilon_b = \epsilon_a$, while $r \cos \theta = z$. Hence with reference to (27), the potential distribution in the void is given by

$$\Phi_b = \frac{3}{2} E_A z \left[ 1 - \frac{1}{2\epsilon_a + 1} \exp \left( -\frac{2}{2\epsilon_a + 1} \frac{t}{\tau_a} \right) \right]$$

(29)

$$\exp \left( -\frac{2}{2\epsilon_a + 1} \frac{t}{\tau_a} \right)$$

where $\tau_a = \epsilon_a / \gamma_a$ and $\epsilon_r$ is used to denote the relative permittivity. By expressing the potential in this manner, it is evident that $\Phi_b$ is a linear function of the $z$ coordinate alone. This feature implies that the $E$ field in the void is uniform and oriented in the same direction (negative $z$ direction) as the applied field $E_A$. Hence the axial field strength $E_{az}$ in the void is

$$E_{az} = -\frac{3}{2} E_A \left[ 1 - \frac{1}{2\epsilon_a + 1} \exp \left( -\frac{2}{2\epsilon_a + 1} \frac{t}{\tau_a} \right) \right]$$

(30)

The variation of $E_{az}$ with $t$ for different values of $\epsilon_a$ is shown in Figure 1, which indicates that, with respect to the time constant $\tau_a$, it takes a considerable time ($t > 5\tau_a$) to establish the steady-state value of $1.5 E_A$. Although the permittivity of the bulk medium influences the time to attain this condition, its more significant influence is upon the initial value of $E_{az}$. From (30) and Figure 1 it can be readily confirmed that the maximum increase in $E_{az}$ from its initial value can not exceed 50%.

From (26) we have for the bulk medium

$$\Phi_a = E_A r \cos \theta \left[ 1 + \frac{1}{2} \left( \frac{R}{r} \right)^3 \right.$$

$$\frac{3(R/r)^3}{2(2\epsilon_a + 1)} \exp \left[ -\frac{2}{2\epsilon_a + 1} \frac{t}{\tau_a} \right]$$

(31)

From this expression it can be deduced that the radial
component of $\vec{E}_n$, $E_{nr}$, is given by
\begin{equation}
E_{nr} = -E_A \cos \theta \left[ 1 - \left( \frac{R}{r} \right)^3 \right. \\
+ \frac{3(R/r)^3}{2\varepsilon_{ra} + 1} \exp \left[ \frac{-2}{2\varepsilon_{ra} + 1} \left( \frac{t}{\tau_a} \right) \right] \right] \tag{32}
\end{equation}
from which it is evident that, as $\varepsilon_{ra} > 1$, $|E_{nr}|/E_A$ is always $< 1$, and that, as $t \to \infty$, the normal component of $\vec{E}_n$ at the interface tends to zero. This feature implies that a conduction steady state has been attained in medium $a$, while an electrostatic steady state exists in medium $b$.

The other field parameter of interest is the tangential field $E_t$ at the interface. In the present case $E_t$ is given by
\begin{equation}
E_t = \frac{1}{r} \frac{\partial \Phi}{\partial \theta}, \quad r = R \tag{33}
\end{equation}
For the void situation, it is readily shown that
\begin{equation}
E_t = \frac{3}{2} E_A \sin \theta \left[ 1 - \frac{1}{2\varepsilon_{ra} + 1} \exp \left[ \frac{-2}{2\varepsilon_{ra} + 1} \left( \frac{t}{\tau_a} \right) \right] \right] \tag{34}
\end{equation}
A comparison of (30) and (34) indicates that $E_t$ is identical in form to $E_{nb}$, apart from the sinusoidal variation around the void wall. The temporal behavior is identical.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3}
\caption{Temporal variation of the charge accumulation at the void interface ($\gamma_a = 0$, $\varepsilon_b = \varepsilon_a$). $\varepsilon_{ra}$ is the relative permittivity of the bulk medium.}
\end{figure}

3.3.2 LOSSY DIELECTRIC PROTRUSION IN A GASEOUS MEDIUM

Owing to the symmetry of the potential field, the $xy$ plane ($\theta = \pi/2$) is an equipotential surface at zero potential, and hence (26) and (27) also represent the potential solution for a hemispherical inclusion on a plane conductor. If $\gamma_a = 0$ and $\varepsilon_a = \varepsilon_b$, the system geometry degenerates to a lossy dielectric hemispherical protrusion. Under such conditions, the solutions for $\Phi_a$ and $\Phi_b$ reduce to
\begin{equation}
\Phi_a = E_A \cos \theta \left[ 1 - \left( \frac{R}{r} \right)^3 + \frac{3(R/r)^3}{2 + \varepsilon_b} \exp \left[ \frac{-1}{2 + \varepsilon_b} \left( \frac{t}{\tau_b} \right) \right] \right] \tag{35}
\end{equation}
and
\begin{equation}
\Phi_b = \frac{3E_A}{2 + \varepsilon_b} \exp \left[ \frac{-1}{2 + \varepsilon_b} \left( \frac{t}{\tau_b} \right) \right] \tag{36}
\end{equation}
where $\tau_b = \varepsilon_a/\varepsilon_b$. Because the gaseous medium will be dielectrically weaker than the protrusion, we will begin with an examination of the axial field strength $E_{ax}$ in the gas. Along the $+z$ axis, $\theta = 0$ and hence after differentiating (35) we can deduce that
\begin{equation}
E_{ax} = -E_A \left[ 1 + 2\left( \frac{R}{r} \right)^3 - \frac{6(R/r)^3}{2 + \varepsilon_b} \exp \left[ \frac{-1}{2 + \varepsilon_b} \left( \frac{t}{\tau_b} \right) \right] \right] \tag{37}
\end{equation}
The increase in field strength in the gas due to the protrusion can be quantified in terms of a field enhancement factor $m$ which is defined as
\begin{equation}
m \equiv \frac{E_{max}}{E_A} \tag{38}
\end{equation}
with $m \geq 1$. $E_{max}$ is obtained from (37) for $R/r = 1$ and hence $m$ can be expressed as
\begin{equation}
m = 3 \left[ 1 - \frac{2}{2 + \varepsilon_b} \exp \left[ \frac{-1}{2 + \varepsilon_b} \left( \frac{t}{\tau_b} \right) \right] \right] \tag{39}
\end{equation}
The variation of this parameter with time for several values of $\varepsilon_b$ is illustrated in Figure 2. It is evident that, with reference to $\tau_b$, a time in excess of $10\tau_b$ is required to achieve the steady-state condition.
With respect to the protrusion, it is clear from (36) that
\[ E_{b2} = -\frac{3E_A}{2 + \varepsilon_{rb}} \exp \left[ -\frac{1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_b} \right) \right] \quad (40) \]
As \( \varepsilon_{rb} > 1 \), then at \( t = 0 \), \( |E_{b2}/E_A| \) is always < 1, while for \( t \to \infty \), \( E_{b2} \to 0 \).

With reference to \( E_t \), it can be shown that, for the protrusion, we have
\[ E_t = \frac{3E_A \sin \theta}{2 + \varepsilon_{rb}} \exp \left[ -\frac{1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_b} \right) \right] \quad (41) \]
from which it is clear that, as \( t \to \infty \), \( E_t \to 0 \). Such a feature taken together with the \( E_b \) behavior implies that an electrostatic steady state has been achieved in medium \( a \), while the hemispherical interface is an equipotential surface.

![Figure 5. Temporal variation of the electrostatic force on a lossy dielectric particle \( (\gamma_a = 0, \varepsilon_a = \varepsilon_a) \). \( \varepsilon_{rb} \) is the relative permittivity of the particle material.](image)

### 3.3.3 VOID/PROTRUSION INTERFACE CHARGE DENSITIES

From (28), it is readily deduced that for the void
\[ \sigma_v = \frac{3}{2} \varepsilon_a E_A \cos \theta \left[ 1 - \exp \left( \frac{-2}{2\varepsilon_{ra} + 1} \left( \frac{t}{\tau_a} \right) \right) \right] \quad (42) \]
while for the protrusion we have
\[ \sigma_p = -3\varepsilon_v E_A \cos \theta \left[ 1 - \exp \left( 1 - \frac{1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_a} \right) \right) \right] \quad (43) \]
Apart from the obvious differences of polarity and magnitude, \( \sigma_v \) attains a steady-state condition at a faster rate than \( \sigma_p \) equal \( \varepsilon_r \) values. Each respective rate is significantly reduced by an increase in the relative permittivity of the medium in question, see Figure 3.

For the situations presently under discussion, the polarity of \( \sigma \) can be predicted if we examine the normal component of \( E_r, E_n \) at the interface. As \( E_n \to 0 \) in the lossy medium as \( t \to \infty \), we need only consider \( E_n \) in the gaseous medium.

With reference to the spherical geometry, \( E_n \) is given by
\[ E_n = -\frac{\partial \Phi}{\partial r}, \quad r = R \quad (44) \]
From (29) it is readily shown that for the void we have
\[ E_{bn} = -\frac{3}{2} E_A \cos \theta \left[ 1 - \frac{1}{2\varepsilon_{ra} + 1} \exp \left( \frac{-2}{2\varepsilon_{ra} + 1} \left( \frac{t}{\tau_a} \right) \right) \right] \quad (45) \]
Similarly from (35), we obtain for the protrusion situation
\[ E_{pn} = -3E_A \cos \theta \left[ 1 - \frac{2}{2 + \varepsilon_{rb}} \exp \left( \frac{-1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_a} \right) \right) \right] \quad (46) \]
The relevance of \( E_n \) in the gaseous medium with respect to the polarity \( \sigma \) is indicated in Figure 4; i.e., if \( E_n \) is
directed towards the interface, then the \( \sigma \) polarity is negative and vice-versa if \( E_n \) is directed away from the interface.

From (42) and (43), it should be noted that \( \sigma_\infty \) is independent of the lossy-medium \( \gamma \) value. The influence of this \( \gamma \) value is confined to the temporal evolution of \( \sigma \).

For a dielectric or conducting body in a fluid, the force per unit area acting at the interface in the direction from medium \( b \) to medium \( a \) is given by [5]

\[
\vec{f} = \varepsilon_a [\vec{E}_a (\vec{E}_a \cdot \hat{n}) - \frac{1}{2} \vec{E}_a^2 \hat{n}] - \varepsilon_b [\vec{E}_b (\vec{E}_b \cdot \hat{n}) - \frac{1}{2} \vec{E}_b^2 \hat{n}] 
\]

As before, \( \vec{n} \) is a unit vector normal to the interface, and directed outward from the enclosed region, i.e. from medium \( b \) into medium \( a \). If the \( \vec{E} \) field and \( \vec{f} \) are resolved, with respect to the interface, into their normal and tangential components, then, as \( E_{na} = E_{nb} = E_t \), we obtain

\[
f_n = \frac{1}{2} [\varepsilon_a E_{an}^2 - \varepsilon_b E_{bn}^2] - \frac{1}{2} [\varepsilon_a - \varepsilon_b] E_t^2 
\]

\[
f_t = [\varepsilon_a E_{an} - \varepsilon_b E_{bn}] E_t 
\]

Hence the net normal force \( F_n \) exerted by the field on a body of surface area \( S \) is given by

\[
F_n = \int_S n dA
\]

A similar expression is obtained for the net tangential force \( F_t \).

In relation to the present discussion, it is evident that, on the grounds of symmetry, there can only be a resultant force along the axis of symmetry, i.e. the \( z \) axis. With respect to spherical coordinates, this force \( F_s \) can be evaluated from

\[
F_s = 2\pi R^2 \int_0^{\pi/2} [f_n \cos \theta - f_t \sin \theta] \sin \theta d\theta - 2\pi \int_0^R f_n d\tau
\]

The first integral term refers to the hemispherical surface, while the second is concerned with the circular base of the particle. Upon evaluating the integrals in (51), we find that

\[
F_s = \frac{9}{4} \pi \varepsilon_o R^2 E_A^2 \left[ 1 - \frac{2}{2 + \varepsilon_{rb}} \exp \left[ \frac{-1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_b} \right) \right] \right. \\
\left. - \frac{1}{2 + \varepsilon_{rb}} \left( \frac{t}{\tau_b} \right) \right]
\]

The variation of this force with time is shown in Figure 5 for several \( \varepsilon_{rb} \) values. As \( t \to \infty \), the value of \( F_s \) tends asymptotically to that associated with a conducting hemispherical particle, i.e. \( \frac{9}{4} \pi \varepsilon_o R^2 E_A^2 \). Like \( m \), it requires a time in excess of \( 10\tau_b \) for \( F_s \) to attain its steady-state value.

3.3.4 FORCE ON A LOSSY DIELECTRIC PARTICLE IN A GASEOUS MEDIUM

As a consequence of the increase in \( \sigma_n \) with time, the electrostatic force on the protrusion will also increase with time. Hence, if instead of a fixed protrusion on the \( zy \) plane, we have a hemispherical particle that is free to move, the force tending to levitate this particle will increase with time. This force can be evaluated as follows.

\[
f_n = \frac{1}{2} [\varepsilon_a E_{nn}^2 - \varepsilon_b E_{nn}^2] - \frac{1}{2} [\varepsilon_a - \varepsilon_b] E_t^2 
\]

\[
f_t = [\varepsilon_a E_{nn} - \varepsilon_b E_{nn}] E_t 
\]

Hence the net normal force \( F_n \) exerted by the field on a body of surface area \( S \) is given by

\[
F_n = \int_S n dA
\]

A similar expression is obtained for the net tangential force \( F_t \).
4. POTENTIAL DISTRIBUTION FOLLOWING POLARITY REVERSAL

Although the applied field can be removed and a field of the opposite polarity applied following a short interval of time, the configuration of the interface charge density does not immediately reflect this change in polarity. Just as this charge takes a considerable time to attain a steady-state configuration, so will it take a considerable time to disperse. Consequently, immediately following polarity reversal, the effective field distribution \( \Phi_e \) will be the superposition of the new applied field \( \Phi_a \) and the space-charge field \( \Phi_s \), i.e. \( \Phi_e = \Phi_a + \Phi_s \). To quantify the effects of polarity reversal, we will again refer to a spherical inclusion in the bulk medium.

Hence, although of opposite polarity, the potential distribution of the new applied field will be the same as that derived previously in Section 3.3, i.e. \( \Phi_{ao} = -\Phi_a \) and \( \Phi_{bo} = -\Phi_b \). Consequently only the potential distributions associated with the interface charge density remain to be derived. This will be undertaken in the following Sections.

4.1 GENERAL ANALYSIS FOR A CHARGE SOURCE AT AN INTERFACE

Owing to the nature of the field source \( (\sigma) \), the conductivity of the media and the geometry of the system, a steady-state conduction field cannot exist. Consequently, we assume that the potential distributions in the two media can be expressed as

\[
\Phi_{ao}(u_1, u_2, u_3, t) = \phi_{ao}(u_1, u_2, u_3)T(t) \quad (53)
\]

and

\[
\Phi_{bo}(u_1, u_2, u_3, t) = \phi_{bo}(u_1, u_2, u_3)T(t) \quad (54)
\]

If \( T \) is normalized so that \( T(0) = 1 \), then \( \phi_{ao} \) and \( \phi_{bo} \) represent the time-zero potential distributions, i.e. those associated with the system permittivity, and they must therefore be solutions of Laplace's equation. In addition, at the interface \( u_1 = \alpha \), the potential functions \( \phi_{ao} \) and \( \phi_{bo} \) must fulfill both the continuity equation (7) and the potential-equality condition (8).

Consequently if we proceed as in Section 3.1 and substitute for \( \phi_{ao} \) and \( \phi_{bo} \) in (7), we obtain for \( u_1 = \alpha \)

\[
\left[ \gamma_a \frac{\partial \phi_{ao}}{\partial u_1} - \gamma_b \frac{\partial \phi_{bo}}{\partial u_1} \right] + \left[ \epsilon_a \frac{\partial \phi_{ao}}{\partial u_1} - \epsilon_b \frac{\partial \phi_{bo}}{\partial u_1} \right] \frac{dT}{dt} = 0 \quad (55)
\]

for which the relevant solution is

\[
T = \exp(-\beta t) \quad (56)
\]

with

\[
\beta = \frac{\gamma_a \frac{\partial \phi_{ao}}{\partial u_1} - \gamma_b \frac{\partial \phi_{bo}}{\partial u_1}}{\epsilon_a \frac{\partial \phi_{ao}}{\partial u_1} - \epsilon_b \frac{\partial \phi_{bo}}{\partial u_1}} \quad (57)
\]

Because the interface charge distribution is axially symmetric, then, with respect to the general solutions of Laplace's equation associated with spherical coordinates, the appropriate solutions for \( \phi_{ao} \) and \( \phi_{bo} \) are [4]

\[
\phi_{ao} = \sum_{n=0}^{\infty} A_n R^{n+1} P_n(\cos \theta), \quad r \geq R \quad (58)
\]

\[
\phi_{bo} = \sum_{n=0}^{\infty} A_n r^n P_n(\cos \theta), \quad r \leq R \quad (59)
\]

where \( P_n(\cos \theta) \) is a Legendre polynomial. At the interface \( (r = R) \), \( \phi_{ao} \) and \( \phi_{bo} \) fulfill the potential-equality condition automatically.

Upon differentiating (58) and (59), and on this occasion inserting into (55), we can deduce that, for \( r = R \),

\[
\beta(n) = \frac{(n + 1)\gamma_a + n\gamma_b}{(n + 1)\epsilon_a + n\epsilon_b} \quad (60)
\]

The general potential solutions associated with the two media are thus

\[
\Phi_{ao} = \sum_{n=0}^{\infty} A_n R^{n+1} P_n(\cos \theta) \exp \left( -\frac{(n + 1)\gamma_a + n\gamma_b}{(n + 1)\epsilon_a + n\epsilon_b} t \right) \quad (61)
\]

\[
\Phi_{bo} = \sum_{n=0}^{\infty} A_n r^n P_n(\cos \theta) \exp \left( \frac{(n + 1)\gamma_a + n\gamma_b}{(n + 1)\epsilon_a + n\epsilon_b} t \right) \quad (62)
\]

To obtain \( A_n \) it is necessary to derive \( \phi_{ao} \) and \( \phi_{bo} \) for the initial charge distribution at the interface.

4.2 INITIAL POTENTIAL DISTRIBUTIONS FOR INTERFACE CHARGE DISTRIBUTION

To determine the potential of a spherical shell of charge, we begin with the potential of an isolated elemental ring charge \( dq \). If the ring is located at a radial distance \( s \) from the coordinate origin, see Figure 6, then the potential of this elemental charge distribution is given by [6,7]

\[
d\varphi = \frac{dq}{4\pi e\epsilon_0} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} (\frac{s}{r})^{n+1} P_n(\cos \mu) P_m(\cos \theta) \quad (63)
\]
if either \( r > s \) or \( r = s \) and \( \theta \neq \mu \). Alternately, 
\[
d\varphi = \frac{dq}{4\pi\varepsilon_{0}} \sum_{n=0}^{\infty} \frac{2n + 1}{(n+1)\varepsilon_{a} + n\varepsilon_{b}} (R/r)^{n+1} P_{n}(\cos \mu) P_{n}(\cos \theta) \tag{64}
\]
if \( r < s \) or \( r = s \) and \( \theta \neq \mu \), where \( \mu \) is the polar angle subtended by the ring charge. If now this ring charge is located at the interface between the two media, then by taking account of the boundary conditions at the interface, the potential in the two media can be shown to be with \( s = R \)
\[
d\varphi_{a} = \frac{dq}{4\pi R} \sum_{n=0}^{\infty} \frac{2n + 1}{(n+1)\varepsilon_{a} + n\varepsilon_{b}} (R/r)^{n+1} P_{n}(\cos \mu) P_{n}(\cos \theta) \tag{65}
\]
and 
\[
d\varphi_{b} = \frac{dq}{4\pi R} \sum_{n=0}^{\infty} \frac{2n + 1}{(n+1)\varepsilon_{a} + n\varepsilon_{b}} (r/R)^{n+1} P_{n}(\cos \mu) P_{n}(\cos \theta) \tag{66}
\]

To take account of the inherent symmetry of the interface charge density, a second ring charge \(-dq\) subtending a polar angle of \((\pi - \mu)\) is introduced, see Figure 7. By employing the principle of superposition, we can obtain the relevant solutions for \( d\varphi_{a} \) and \( d\varphi_{b} \) by simply adding two solutions of the type given in (65) and (66) for \( dq \). With \(-dq\) as the source, \( P_{n}(\cos \mu) \) is replaced by \( P_{n}(\cos(\pi - \mu)) \). However, as 
\[
P_{n}(\cos \mu) - P_{n}(\cos(\pi - \mu)) = 0 \tag{67}
\]
for \( n \) even, while for \( n \) odd we have 
\[
P_{n}(\cos \mu) - P_{n}(\cos(\pi - \mu)) = 2P_{n}(\cos \mu) \tag{68}
\]
we can express the potentials in a more elegant form by replacing \( n \) by \( 2n + 1 \). This substitution leads to 
\[
d\varphi_{a0} = \frac{dq}{2\pi R} \sum_{n=0}^{\infty} \frac{4n + 3}{(2n + 2)\varepsilon_{a} + (2n + 1)\varepsilon_{b}} (R/r)^{2n+2} P_{2n+1}(\cos \mu) P_{2n+1}(\cos \theta) \tag{69}
\]
\[
d\varphi_{b0} = \frac{dq}{2\pi R} \sum_{n=0}^{\infty} \frac{4n + 3}{(2n + 2)\varepsilon_{a} + (2n + 1)\varepsilon_{b}} (r/R)^{2n+1} P_{2n+1}(\cos \mu) P_{2n+1}(\cos \theta) \tag{70}
\]

The subscript 0 indicates that these potential functions relate to a zero net charge condition at the interface. By integrating the elemental potential functions over the spherical surface we can obtain the required solutions for \( \varphi_{a0} \) and \( \varphi_{b0} \).

From Figure 7, it can be deduced readily that the elemental ring charge is related to the interface charge density by
\[
dq = 2\pi R^{2} \sigma(\mu) \sin \mu \ d\mu \tag{71}
\]
On substitution for \( dq \) into the \( d\varphi_{0} \) expressions, we find that the relevant integrals reduce in effect to
\[
I = \int_{0}^{\pi/2} \sigma(\mu) \sin \mu P_{2n+1}(\cos \mu) \ d\mu \tag{72}
\]
Prior to polarity reversal, the system was assumed to be in a steady state and thus the interface charge is the value of \( \sigma \) in (28) as \( t \to \infty \). Thus, with respect to \( I \), we have
\[
\sigma(\mu) = \frac{3(\varepsilon_{a} \varepsilon_{b} - \varepsilon_{a} \varepsilon_{b})}{2\varepsilon_{a} + \varepsilon_{b}} E_{A} \cos \mu \tag{73}
\]
Inserting this expression into (72) and using the recurrence relationships obeyed by Legendre polynomials, we find that, for \( n \geq 1 \),
\[
\int_{0}^{\pi/2} \cos \mu \sin \mu P_{2n+1}(\cos \mu) \ d\mu = 0 \tag{74}
\]
whereas
\[
\int_{0}^{\pi/2} \cos \mu \sin \mu P_{2n+1}(\cos \mu) \ d\mu = \frac{1}{3} \tag{75}
\]
for \( n = 0 \)

Consequently as only the \( n = 0 \) term in the summation need be retained, the initial potential distributions associated with the interface charge distribution are simply
\[
\varphi_{a0} = \frac{3(\varepsilon_{a} \varepsilon_{b} - \varepsilon_{a} \varepsilon_{b})}{2\varepsilon_{a} + \varepsilon_{b}} E_{A} R^{2} \cos \theta \tag{76}
\]
\[
\varphi_{b0} = \frac{3(\varepsilon_{a} \varepsilon_{b} - \varepsilon_{a} \varepsilon_{b})}{2\varepsilon_{a} + \varepsilon_{b}} E_{A} R \cos \theta \tag{77}
\]
\( \varphi_{a0} \) represents a dipole potential, while \( \varphi_{b0} \) is a linear function of the \( z \) coordinate, implying that the \( E \) field in medium \( b \) is uniform. This linearity was exhibited previously by \( \varphi_{b0} \) and \( \Phi_{b0} \).

### 4.3 EFFECTIVE POTENTIAL DISTRIBUTION

The effective potential distributions in the two media \( a \) and \( b \) are, respectively,
\[
\varphi_{e} = \varphi_{a0} + \varphi_{a0} \tag{78}
\]
and 
\[
\varphi_{b0} = \varphi_{b0} + \Phi_{b0} \tag{79}
\]
As the undistorted potential is now \( -E_{A} R \cos \theta \), (26) and (27) represent \( -\varphi_{a0} \) and \( -\Phi_{b0} \), respectively.
On the basis of the change in index \( n \) employed to derive \( \phi_{ac} \) and \( \phi_{be} \), it is necessary to replace \( n \) in (60) with \( 2n + 1 \) to obtain \( \phi_{b}(n) \), and then set \( n = 0 \). In this way we discover that \( \beta_{b}(0) = \lambda_{h} \). Thus, with respect to (61) and (62), we can obtain \( \phi_{ac} \) and \( \phi_{be} \) from (76), (77) and (25). Consequently upon combining the various potential expressions we arrive at

\[
\begin{align*}
\Phi_{ac} &= -E_{A}r \cos \theta \left[ 1 + \frac{\gamma_{a} - \gamma_{h}}{2\gamma_{a} + \gamma_{h}} \left( \frac{R}{r} \right)^{3} \right] \\
&\quad - \frac{6(\gamma_{a}\varepsilon_{b} - \gamma_{h}\varepsilon_{a})}{(2\gamma_{a} + \gamma_{h})(2\varepsilon_{a} + \varepsilon_{b})} \left( \frac{R}{r} \right)^{3} \exp \left[ -\frac{2\gamma_{a} + \gamma_{h}}{2\varepsilon_{a} + \varepsilon_{b}} \right] \\
\Phi_{be} &= -3E_{A}r \cos \theta \left[ \frac{\gamma_{a}}{2\gamma_{a} + \gamma_{h}} \right] \\
&\quad - \frac{2(\gamma_{a}\varepsilon_{h} - \gamma_{h}\varepsilon_{a})}{(2\gamma_{a} + \gamma_{h})(2\varepsilon_{a} + \varepsilon_{b})} \exp \left[ -\frac{2\gamma_{a} + \gamma_{h}}{2\varepsilon_{a} + \varepsilon_{b}} \right] \\
\end{align*}
\]  
(80)

As both \( \Phi_{ac} \) and \( \Phi_{be} \) are exponentially decaying potentials, we see from (80) and (81) that the effect of polarity reversal is to double the magnitude of the transient potential component. Consequently as this component will have its maximum influence at the instant of polarity reversal, we will concentrate on this aspect in the remainder of the present discussion, and proceed to examine the two situations of interest.

4.3.1 GASEOUS VOID

Upon substituting for \( \gamma_{a} \) and \( \varepsilon_{b} \), we find that the potential functions of interest reduce to

\[
\begin{align*}
\Phi_{ac} &= -E_{A}r \cos \theta \left[ 1 + \frac{1}{2} \left( \frac{R}{r} \right)^{3} \right] \\
&\quad - \frac{3(R/r)^{3}}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \\
\Phi_{be} &= -\frac{3}{2} E_{A}r z \left[ 1 - \frac{2}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \right] \\
&\quad \frac{1}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \\
\end{align*}
\]  
(82)

where as before \( z = r \cos \theta \).

By inspection, the axial field strength \( E_{be} \) in the void is given by

\[
E_{be} = \frac{3}{2} E_{A} \left[ 1 - \frac{2}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \right] \\
\]  
(84)

while the radial field component \( E_{acr} \) in the bulk material can be readily shown to be

\[
E_{acr} = E_{A} \cos \theta \left[ 1 - \left( \frac{R}{r} \right)^{3} \right] \\
+ \frac{6(R/r)^{3}}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \\
\]  
(85)

A comparison of (84) with (30) indicates that, as the magnitude of the transient term is doubled, the field strength in the void is effectively reduced following polarity reversal; \( E_{be} < E_{bo} \). In contrast from a comparison of (85) with (32), we see that, as \( E_{acr} > E_{acr} \) the radial field strength in the bulk is effectively increased initially. However this increase is only significant for \( \varepsilon_{a} < 2.5 \), as only then is \( |E_{acr}/E_{A}| > 1 \).

With respect to the tangential field strength \( E_{bc} \) at the void wall, we can deduce from either (82) or (83) that \( E_{bc} \) is given by

\[
E_{bc} = \frac{3}{2} E_{A} \sin \theta \left[ 1 - \frac{2}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \right] \\
\]  
(86)

from which it is evident that, like \( E_{bo} \), \( E_{bc} \) will also undergo an effective reduction initially.

4.3.2 LOSSY DIELECTRIC PROTRUSION IN A GASEOUS MEDIUM

For this situation, the relevant potential functions are

\[
\begin{align*}
\Phi_{ac} &= -E_{A}r \cos \theta \left[ 1 - \frac{1}{2} \left( \frac{R}{r} \right)^{3} \right] \\
&\quad + \frac{6(R/r)^{3}}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \\
\Phi_{be} &= -\frac{6E_{A}z}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \\
\end{align*}
\]  
(87)

and

\[
\Phi_{bc} = -\frac{3}{2} E_{A} \left[ 1 - \frac{2}{2\varepsilon_{a} + 1} \exp \left[ -\frac{2}{2\varepsilon_{a} + 1} \left( \frac{t}{\tau_{a}} \right) \right] \right] \\
\]  
(88)

From (87), it can be deduced that the axial component of the electric field \( E_{ace} \) in the gaseous medium is given by

\[
E_{ace} = E_{A} \left( 1 + 2(R/r)^{3} - \frac{12(R/r)^{3}}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \right) \\
\]  
(89)

By comparing (89) and (37) it is evident that the axial field strength effectively undergoes a reduction following polarity reversal; \( E_{ace} < E_{ao} \).

Within the protrusion, the axial field strength is uniform, viz,

\[
E_{bas} = \frac{6E_{A}}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \\
\]  
(90)

This expression indicates an initial doubling of \( E_{b} \) following polarity reversal; \( E_{bas} = 2E_{bo} \). Similarly the interface tangential field can be shown to be given by

\[
E_{tb} = -\frac{6E_{A} \sin \theta}{2 + \varepsilon_{b}} \exp \left[ -\frac{1}{2 + \varepsilon_{b}} \left( \frac{t}{\tau_{b}} \right) \right] \\
\]  
(91)

and like \( E_{b} \), \( E_{t} \) undergoes an initial doubling upon polarity reversal owing to the existence of the interface charges;
\[ E_{te} = 2E_{to} \]. For the present interface geometry, these increases are only of significance for \( \epsilon_{th} < 4 \).
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Relation between the electric field components following polarity reversal. (a) void situation, (b) protrusion situation.

Figure 10.
Geometry of spacer with inserts and the associated field distributions. (a) single insert, (b) double insert.

5. DISCUSSION

5.1 THE PRESENT ANALYSIS

5.1.1 GENERAL APPROACH

The solution of lossy dielectric field problems is achieved through the continuity equation. For homogeneous media, this equation reduces in effect to an associated interface continuity equation. This latter equation then serves as the boundary condition to be fulfilled at the interfaces in question by the potentials in the bounding media. The use of this boundary condition is illustrated with reference to a particular class of boundary value problems involving an inclusion embedded in the bulk medium.

To develop a transient potential solution, it is advantageous to consider firstly the geometry and properties of the media, and the nature of the field source. Such an assessment enables the form of the complete potential...
solution to be envisaged. As shown in Sections 3.1 and 4.1, it is possible, on the basis of such an assessment, to make viable assumptions concerning the general potential solutions. Thereafter, by using the interface bound-

ary condition, the temporal variation of these potentials may be deduced.

With the general analysis, expressions for the space charge which inherently accumulates at the interface between two media have been derived. From these expressions, it is evident that the polarity of this interface charge is not determined solely by the polarity of the applied voltage, but is also influenced by the conductivities and permittivities of the bounding media.

5.1.2 LIMITING SITUATIONS

The theory has been applied to the case of a spherical inclusion, and, through a detailed examination of the field characteristics associated with the two limiting situations $\gamma_a = 0$ or $\gamma_b = 0$, a broad coverage of lossy-dielectric field behavior has been elucidated.

In each situation, it has been shown that, with respect to the relevant time constant $\tau$, the system takes a considerable time to attain a steady state. As we define $\tau = \varepsilon_a/\gamma$, a knowledge of the appropriate $\gamma$ value is necessary to enable the timescale under discussion to be quantified. However, as the cautionary comment in Kaye and Laby [8] indicates, $\gamma$ values for insulating materials are very uncertain: e.g., in the literature, $\gamma$ for epoxies lie in the range $10^{-13}$ to $10^{-10}$ S m$^{-1}$. The significance of such a $\gamma$ range on $\tau$ can be readily appreciated from Figure 8. On the basis of Figures 3 and 8, it may be concluded that for insulating materials ($\gamma < 10^{-14}$ S m$^{-1}$, $\varepsilon_a \sim 4$) the initial charge accumulation is liable to be on a time scale of $< 5$ h, while the steady-state condition could take up to several days ($> 100$ h) to be established. Such charging behavior is reported in [10].

In the process of attaining this condition, the gaseous medium (defined by $\gamma = 0$) is found to be subjected to an $E'$ field which increases with time, see Figures 1, 2 and 5, such that, in the steady state, the stress level reached is significantly greater than the initial level, which was controlled solely by the system permittivities.

The accumulation of charge at an interface is brought about by the presence of an electric field. On reversal of the applied-voltage polarity, a completely new field configuration will be established. Depending on the polarity configuration of $\sigma$, the effective field magnitude may either be the sum or difference of the two component fields; viz. the one associated with $\sigma$ and the other due to the applied voltage. The former condition represents an enhancement of the applied field, while the latter brings about a reduction.
With respect to the two limiting situations studied, an appreciation of the above features can be gained from Figure 9. As may be readily deduced, the applied field in the gaseous medium is seen effectively to undergo a reduction following polarity reversal. However, should the accumulated charge distribution oppose in effect the original applied field, see Figure 9b, then upon polarity reversal, the transient tangential field at the spherical interface initially doubles. Depending on the overall geometry in question, the occurrence of such an increase in the tangential field could promote surface flashover; for example breakdown along a spacer surface in a DC GIS.

Although the present study was undertaken with respect to a spherical inclusion in a bulk medium, the same general field characteristics will be exhibited by other inclusion geometries. In addition, numerical data are not anticipated to differ significantly from the values obtained in the spherical case, and thus conclusions will remain unaltered.

5.1.3 MAGNITUDE OF $\sigma_\infty$

On attaining the the steady-state condition, we find that $|\sigma_\infty| \sim \varepsilon_o E_A$, see (42) and (43). For SF$_6$ at 0.2 MPa, a typical $E$ value would be 5 kV/mm, from which we obtain $|\sigma_\infty| \sim 45 \mu$C/m$^2$. This value is of the same order of magnitude as the $\sigma$ values reported in the literature, e.g. see [9,10]. Hence we cannot disregard the fact that the accumulation of such charge levels at spacer surfaces could arise as a direct consequence of the spacer behaving as a lossy dielectric: i.e. the conductivity of the spacer material should not be treated unreservedly as zero.

5.2 DC GIS SPACERS

5.2.1 GENERAL ASPECTS

Invariably the geometry of practical spacers is such that the surfaces of these do not conform to any of the surfaces generated by the separable coordinate systems [4]. Consequently the separation of variables method employed in the present analysis cannot be used to determine the fields associated with practical spacer designs. Nevertheless some of the field characteristics of such spacers can be inferred from the present study.

Throughout the 1980's many experimental investigations have been concerned with the accumulation of charge on dc spacers following the application of the system voltage (we are not referring to studies in which charge is artificially deposited). In discussing the relevance of the present study to such investigations, we will confine our comments to right circular-cylindrical spacers with inserts. Sufficient information exists in the literature describing the electric fields associated with such spacers to allow specific comments to be made on their characteristics. In the following discussion, we will adopt the subscripts $s$ and $g$ in relation to the solid spacer and the gas, respectively.

The relevant spacer geometries are shown in Figure 10, along with the field lines of the $\varphi_x$ distribution. From the field plots, it is evident that, with a single insert, a field line which intersects the spacer surface does so only once. For the double-insert spacer, the field-line intersection occurs twice. The actual electric field distributions along such spacer surfaces are illustrated in [10], and these indicate that the maximum normal field in the gas at the interface is located approximately coincident with the end of the insert.

5.2.2 CHARGE POLARITY

Fujinami et al. [10] reported on measurements in SF$_6$ at -200 kV, and with this voltage polarity $E_{gs}$ will be oriented as shown in Figure 11. Consequently, on the basis of the discussion in Section 3.3.3, we would anticipate charge maxima of negative polarity to accrue at A and B, see Figure 11, while at C the maximum accumulation of positive charge would occur. In fact Fujinami et al. [10] recorded positive charge at A and B, and negative charge at C, i.e. the directly opposite polarity to that predicted by the initial analysis. In [10], the explanation provided is that charge in the gas accumulates at the spacer surface until $E_{gs} = 0$. The maximum attainable level of charge is then obtained by setting $\sigma_\infty = -\varepsilon_o E_{rn}$. This procedure, which gives reasonable agreement between calculated and measured $\sigma$ values, is in contrast to the lossy dielectric approach which leads naturally to the steady-state condition of $E_{rn} = 0$, such that $\sigma_\infty = \varepsilon_o E_{gs}$, and thus a change in $\sigma$ polarity will arise.

A possible explanation for this behavior lies in the fact that, with respect to lossy dielectrics, the polarity of $\sigma$ is not controlled uniquely by the applied voltage, but also by the permittivities and conductivities of the media, see Section 3.2. Until now we have treated $\gamma_s = 0$. If, however, $\gamma_s < 10^{-16}$ S m$^{-1}$, see [11], then the fact that all gases exhibit a very low inherent conductivity, can no longer be ignored. Such a background conductivity was invoked by Gaertner et al. in a study of the decay of surface charge [12]. To establish the influence of a non-zero $\gamma_s$ on the spacer charging process, it is necessary to examine the values of the ratio $(\gamma_s/\gamma_r)$ which provide a change in the
of opposite polarity can be gained immediately from Fig-
situations analyzed previously.

behavior of the system will tend to one of the limiting
graphically.

field enhancement factor
shown in Figure 12 for different values of
ure 9 by simply interchanging the two situations depicted
field behavior, we will consider
state, we can deduce from (28) and (43) that, for
by referring to the protrusion situation. For the steady
potential solutions, i.e. (26), (27), (80) and (81). However
expression of the field behavior for an interface charge
of opposite polarity can be gained immediately from Fig-
the force on the protrusion will also decrease. With re-
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responding void situation can be derived from the general
An appreciation of the influence of \( \gamma_0 \) can be obtained
by referring to the protrusion situation. For the steady
state, we can deduce from (28) and (43) that, for
\( \gamma_s = \gamma_r \), and \( \varepsilon_{rs} = \varepsilon_{rs} \), we have
\[
\sigma = \frac{1 - (\gamma_0/\gamma_s)\varepsilon_{rs}}{1 + 2(\gamma_0/\gamma_s)}
\] (92)

When necessary the extra subscript \( l \) is used to denote
the limiting case of \( \gamma_l = 0 \). For \( \gamma_l = 0 \), the RHS of
(92) reduces to unity, while for \( (\gamma_0/\gamma_s) > 1 \), \( (\sigma/\sigma_{pl})_\infty \rightarrow -(1/2)\varepsilon_{rs} \). The variation of \( (\sigma/\sigma_{pl})_\infty \) with \( (\gamma_0/\gamma_s) \) is shown in Figure 12 for different values of \( \varepsilon_{rs} \). This di-
agram indicates that, as expected, \( (\sigma/\sigma_{pl})_\infty = 0 \) for
\( \gamma_0/\gamma_s = 1/\varepsilon_{rs} \), and thus, as \( \varepsilon_{rs} \), for the majorit-
y solid insulating materials is \( < 10 \), it only requires \( 0.1 < \gamma_0/\gamma_s \) \( < 1 \) to obtain a change in the \( \sigma \) polarity from
that which would be expected due to the polarity of the
applied voltage. Consequently, if the values of \( \gamma_0 \) and \( \gamma_s \)
are comparable, a change in the polarity of \( \sigma \) will occur.

To illustrate the effect of this polarity change on the
field behavior, we will consider a specific situation, viz.
\( \varepsilon_{rs} = 4 \) and \( \gamma_0/\gamma_s = 1 \). The temporal variation of the
field enhancement factor \( m \) is shown in Figure 13, while
Figure 14 illustrates the variation of \( (\sigma/\sigma_{pl})_\infty \). From
Figure 13 it is clear that, for \( \gamma_0/\gamma_s = 1 \) and thus \( (\sigma/\sigma_{pl})_\infty = -1 \), \( m \) decreases with \( t \), whereas \( m \) increases for
\( (\gamma_0/\gamma_s) = 0 \) and \( (\sigma/\sigma_{pl})_\infty = 1 \). Such a reduction in \( m \) implies that
the force on the protrusion will also decrease. With re-
spc to \( (\sigma/\sigma_{pl})_\infty \), Figure 14 indicates that with \( \gamma_0 > 0 \)
the rate of charge accumulation at the interface is greater.

From the above analysis it is evident that a non-zero \( \gamma_0 \)
value can completely alter the field characteristics from
those associated with \( \gamma_0 = 0 \)

The remaining features of the protrusion situation for
\( (\gamma_0/\gamma_s) = 1 \), and also the field characteristics for the cor-
responding void solution can be derived from the general
potential solutions, i.e. (26), (27), (80) and (81). However
an impression of the field behavior for an interface charge
of opposite polarity can be gained immediately from Fig-
ure 9 by simply interchanging the two situations depicted
graphically.

Finally, if either \( \gamma_0/\gamma_s < 0.01 \) or \( \gamma_0/\gamma_s > 100 \), the
behavior of the system will tend to one of the limiting
situations analyzed previously.

5.2.3 INFLUENCE OF \( \gamma_0 > 9 \)

In the foregoing analysis, the influence of surface con-
ductivity upon lossy-dielectric fields was not considered,
\( \sigma \) it was inherently assumed that \( \Gamma = 0 \). However,
experimental investigations have demonstrated that the
condition of the actual spacer surface is of importance in
relation to surface charge accumulation [15, 16, 10]. This
fact together with the comments in [17] suggests that sur-
fce conductivity should be taken into account with re-
spect to an overall evaluation of spacer fields.

5.2.4 INHOMOGENEOUS MEDIA

So far in the Discussion, we have dealt only with ho-
ogenous media. In practice however, the influence of
inhomogeneities in the spacer material may be of compara-
table significance. In unfilled epoxies, inhomogeneities in
the conductivity result from the dependence of the con-
ductivity on both the field strength and the temperature
[11], whereas in filled epoxies, an uneven distribution of
filter material can lead to inhomogeneity in both the con-
ductivity and the permittivity. As \( \gamma \) can vary over se-
veral orders of magnitude, such behavior is liable to be
of greater importance than that due to the more limited
variations in \( e \).

With reference to these parameters, their influence can
be deduced [13] if we simply expand \( \nabla \cdot \vec{J} \) and \( \nabla \cdot \vec{D} \) in
terms of \( \gamma, \varepsilon \) and \( \vec{E} \), i.e.
\[
\nabla \cdot \vec{J} = \gamma \vec{E} \cdot \vec{E} + \vec{E} \cdot \nabla \gamma \] \quad (93)
\[
\nabla \cdot \vec{D} = \varepsilon \vec{E} \cdot \vec{E} + \vec{E} \cdot \nabla \varepsilon = \rho \] \quad (94)
Upon eliminating \( \nabla \cdot \vec{E} \) and re-arranging terms, we have
\[
\nabla \cdot \vec{J} = \gamma \vec{E} \cdot \nabla (\varepsilon/\gamma) \] \quad (95)

For the steady state, the expression indicates the exis-
tence of a volume charge of density \( \gamma \vec{E} \cdot \nabla (\varepsilon/\gamma) \) in
the spacer material. Moreover, it is clear that the polarity of
\( \rho \) is dependent not only upon the polarity of the applied
voltage, but also upon the permittivity and conductivity
of the medium. With reference to potential solutions,
\( \nabla \cdot \vec{J} \) and \( \rho \) in (1) are replaced using (93) and (94).

The inhomogeneous properties of insulating media lead
to an accumulation of charge within the spacer itself.
Such charge could modify significantly the normal and
tangential fields at the spacer surface [14], and thus indi-
cutely influence the insulation strength of the spacer/gas
system.

5.2.5 SURFACE CONDUCTIVITY

In the foregoing analysis, the influence of surface con-
ductivity upon lossy-dielectric fields was not considered,
\( \sigma \) it was inherently assumed that \( \Gamma = 0 \). However,
If $\Gamma > 0$, then it becomes necessary to modify (2) such that the existence of a surface current density $\vec{J}$ is accounted for in the continuity equation. This aspect is discussed in [17], and the resulting field behavior with $\Gamma > 0$ is under investigation.

Measurements made of surface conductivity indicate that this parameter is, like $\gamma$, also dependent on field strength and temperature [16, 11]. Consequently, as discussed in [17], inhomogeneities in $\Gamma$ will also lead to surface charge accumulation, and variations in $\sigma$ could be generated under apparently identical applied-field conditions. This aspect is in evidence in the circumferential-scan results reported in [10]. In this work it was observed that, when scanning around the spacer circumference at a constant height, $\sigma$ varied not only in magnitude but also in polarity. The variation in magnitude is shown by Fujinami et al. [10] to be due to the roughness of the spacer surface. Such roughness can only produce a microscopic perturbation of the applied macroscopic field, which is rotationally symmetric. Thus the roughness cannot account for the change in the polarity of $\sigma$ and hence inhomogeneities in $\Gamma$ are a possible explanation.

6. CONCLUSIONS

From a detailed exposition of two limiting situations, the principal features of the electric fields associated with lossy dielectric media have been elucidated.

With respect to DC GIS spacers, it is shown that, by taking account of the volume conductivity of both the spacer material and the gas, the basic charge accumulation phenomena can be understood. In contrast, purely qualitative explanations based solely on such processes as micro discharges and field emission have no quantitative merit. Moreover, these processes are incompatible with the changes in surface charge polarity recorded at adjoining locations in a monotonic applied field. We propose that these fine details in charge accumulation phenomena at spacer surfaces could be accounted for if the inhomogeneity aspects of both volume and surface conductivities were incorporated in the theoretical analysis.
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