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Abstract—In this paper we present a topology for single-chip implementation of computing structures based on shuffle-exchange (SE) type interconnection networks. The topology is suited for structures with a small number of processing elements (i.e., 32–128) whose area cannot be neglected compared to the area required for interconnection.

The processing elements are connected in pairs which are connected to form a ring. In this way three-fourths of the interconnections are between neighbors. The ring structure is laid out in two columns and the interconnection of nonneighbors is routed in the channel between the columns. The theoretical basis for this structure is that an SE type interconnection network can also be viewed as a deBruijn graph in which it has been shown that it is always possible to find Hamilton cycles.

The topology has been used in a VLSI implementation of the add–compare–select (ACS) module of a fully parallel $K = 7$, $R = 1/2$ Viterbi decoder. The paper describes both floor-planning issues and some of the important algorithm and circuit level aspects of this design.

The chip has been designed and fabricated in a 2-$\mu$m CMOS process using MOSIS-like simplified design rules. The chip operates at speeds up to 19 MHz under worst-case conditions ($V_{DD} = 4.75$ V and $T_f = 70^\circ$C). The core of the chip (excluding pad cells) measures 7.8 x 5.1 mm$^2$ and it contains approximately 50000 transistors. The interconnection network occupies 32% of the area.

I. INTRODUCTION

CONVOLUTIONAL coding with Viterbi decoding is an efficient technique to reduce the bit error rate on noisy digital communication links [1]. For information bit rates above 5 Mb/s, decoders are based on fully parallel implementations of the Viterbi algorithm in order to achieve the required speed. Such a fully parallel implementation involves a large number of identical processing elements interconnected by a shuffle-exchange type network. Placement and routing of these processing elements is known to be a difficult and area-intensive task, and it is one of the key issues in an efficient implementation [2].

With the evolution of VLSI it has become possible to implement Viterbi decoders in an economical way, and a number of specific designs have been reported [3]–[6]. The last two are commercially available (or announced) products for the $K = 7$, $R = 1/2$ code [7], operating at 25 and 17 MHz, respectively. Another body of literature deals with layout structures for the interconnection network [2], and reformulation of the algorithm in order to localize communication and enable trade-offs between area and speed [8].

We have found that very little information is available about the topological organization of the processing elements in the above-mentioned designs. Furthermore, we found that the optimal shuffle-exchange (SE) graph layout from [9] applied to the implementation of Viterbi decoders as proposed in [2] yields layouts with a poor utilization of silicon area for the type of decoders we are considering, because the area requirement of the processing elements is significant.

In the following, we present a novel two-column ring topology that has a regular and area-efficient layout that can be generally applied to the layout of computing structures with interconnection networks of the SE or deBruijn type. We also describe the implementation of the decoder in detail, and present a number of area and speed measures for a fabricated test chip.

The paper is organized as follows. In Section II we give a brief introduction to convolutional coding and Viterbi decoding in order to formulate the design problem. In Section III we discuss the application of SE graph layouts to Viterbi decoders. Section IV presents the two-column ring topology that is based on Hamilton cycles in deBruijn graphs. Finally, Section V describes circuit implementation, layout of the chip, and test results.

II. THE VITERBI DECODING ALGORITHM

A. Basic Principle

In order to establish a notation and briefly introduce the operation of the decoder, it is convenient to start by describing the encoder. The encoder for the standardized $K = 7$, $R = 1/2$ code [7] is shown in Fig. 1. It is a synchronous state machine with one input $x_i$, two outputs $x_i x_j$, and 64 states (Fig. 2).

Expansion of this diagram by drawing all states for each clock cycle yields a lattice. The problem of decoding can then be expressed as finding the path through the lattice that most closely matches the received sequence as measured by a calculated path metric (PM). As described in [1, ch. 6], this involves three steps: 1) branch metric (BM) computation,
In this paper we restrict our attention to the implementation of the Viterbi decoder and minimizing the wiring area is an important task. Therefore some mechanism that reduces all the processing elements takes up a significant part of the chip area, power supply. It should be noted that the processing elements are connected by shuffle-exchange interconnections shown in (a), and the exchange interconnections shown in (b). The figure shows an example with eight processing elements.

2) PM updating and storage, and 3) path storage and output sequence selection.

In this paper we restrict our attention to the implementation of the K = 7 algorithm consists of 64 processing elements, one for each state in a column of the lattice. In every clock cycle each processing element performs the following simple operations. For the two paths entering a state, the accumulated PM is calculated by adding the BM associated with the state transition and the PM of the preceding state. The two sums are compared, and the smaller of the two is stored as the new state. For obvious reasons the processing elements are commonly denoted add-compare-select processing elements (ACS elements), and we use the term ACS module for the whole array of ACS elements.

It should be noted that the PM's increase over time. Therefore some mechanism that reduces all PM's at appropriate times is needed. This is called rescaling. This and other choices regarding the implementation of the ACS elements are discussed in Section V.

B. Physical Implementation — The Wiring Problem

In a fully parallel VLSI decoder the interconnection of the ACS elements takes up a significant part of the chip area, and minimizing the wiring area is an important task. The wiring can be grouped into two categories:

1) Global signals that have to be distributed to all the ACS elements. These are four BM buses, clock signals, and power supply.

2) The PM interconnection network, illustrated in Fig. 3, for a K = 4 code (the terms shuffle and exchange are explained in the next section). In this simple case the interconnection network consists of 16 PM buses. For K = 7 the 64 ACS elements are connected by 128 PM buses.

III. SHUFFLE-EXCHANGE GRAPH LAYOUTS

It appears that, for parallel implementations of the Viterbi decoding algorithm, only two systematic approaches to the physical organization have been reported in the literature [2]: the shuffle-exchange (SE) organization that is applicable to this binary alphabet K = 7, R = 1/2 Viterbi decoder and the cycle-connected cubes (CCC's) described in [2] as a structure that “contains even more interprocessor wiring area, but has some applications of its own.” In the following, we discuss the SE approach to the layout of the Viterbi decoder PM interconnection network.

A. The SE Interconnection Network

The SE interconnection network has many applications, and is described in many textbooks, e.g., [10] and [11]. Given N processing elements, N = 2^n, an SE network is a network in which the output of processing element P, with the binary representation p_n-1 p_{n-2} ... p_0, is connected to the input of processing elements P' and P", where

\[ P' = \text{Shuffle}(P) = \text{Shuffle}(p_n-1 p_{n-2} ... p_0) \]
\[ = p_n-2 ... p_0 p_{n-1} \]
\[ P" = \text{Exchange}(P) = \text{Exchange}(p_n-1 p_{n-2} ... p_0) \]
\[ = p_n-1 p_{n-2} ... p_0. \]

Fig. 4 shows eight processing elements interconnected by an
would result in large "white areas" as sketched in Fig. 6.

In addition, the distribution of the global signals (BM buses, clock signals, and power supply) will be more irregular, and consequently take up a larger area.

B. Application to Viterbi Decoders

A comparison of Figs. 3 and 4 clearly shows the close correspondence between the SE interconnection network and the Viterbi decoder PM interconnection network. Expressed in terms of the functions Shuffle and Exchange defined above, the PM (output) of processing element \( P \) in a Viterbi decoder is connected to the inputs of processing elements \( P' \) and \( P'' \) (see also Fig. 3), where

\[
P' = \text{Shuffle}(P) = p_n \cdots p_0 p_{n-1}
\]

\[
P'' = \text{Exchange}(\text{Shuffle}(P)) = p_{n-2} \cdots p_0 p_{n-1}.
\]

This interconnection structure can be implemented on a SE network with a small modification of the nodes as shown in Fig. 5(b). Based on this observation [2] proposes to adopt the results of [9] and [12] to the layout of Viterbi decoders.

C. Discussion

For the fully parallel \( K = 7 \), \( R = 1/2 \) Viterbi decoder the area of the ACS elements is significant, and a direct implementation following the optimal SE-graph layout [9, fig. 6] would result in large "white areas" as sketched in Fig. 6.

The layout organization of Fig. 6 could be used as a starting point for a compaction procedure, but for several reasons this is a difficult task. The number of nodes in the different columns and rows varies and many of the interconnections in the original layout are obtained by abutting nodes, and these interconnections will either be broken (creating new wires), or they will impose constraints on the compaction. In addition, the distribution of the global signals (BM buses, clock signals, and power supply) will be more irregular, and consequently take up a larger area.

IV. THE TWO-COLUMN RING TOPOLOGY

In our design studies we had two goals: 1) a regular floor plan with a simple distribution of global signals, and 2) optimization of the PM-interconnection network. Furthermore, we compared the real layout area of different solutions.

A. Basic Principle

It is a well-known practice to implement the ACS elements in pairs, as they share the same PM inputs two by two (Fig. 7(a), (b)) [1]. This reduces the interconnection problem by a factor of 2, i.e., the number of "global" PM buses is reduced by a factor of 2. Notice that it is the shuffle interconnections that remain, and that the network connecting the double ACS elements (DACS elements) is of exactly the same type as the original one.

To further optimize, we arranged the DACS elements in such a way that most communication is between neighbors or near neighbors. The DACS elements can be laid out forming one directed cycle, in which one of the two outgoing PM buses of a DACS element connects directly to the neighbor. By organizing the ring as two columns, routing of the remaining PM buses—one quarter of the original number—can be done in the channel between the two columns. Fig. 7(d) illustrates this for the simple eight-node example.

The key to the ring organization was found in a body of mathematical literature normally not related to floor planning [15], [16]. The Viterbi decoder and the SE interconnection networks are examples of deBruijn graphs. A deBruijn graph is a directed and connected graph in which the number of vertices is a power of 2, and in which every vertex has exactly two ingoing and two outgoing edges. For this type of graph it is always possible to find a Hamilton cycle, i.e., a
path which goes through all of the vertices once and only once. Fig. 7(c) shows the graph for the eight-node example. In this simple case there is only one Hamilton cycle (0, 1, 3, 2, 0), and it is easy to find. The general case is more complicated and requires computer programs.

The resulting floor plan for the ACS module of the \( K = 7 \), \( R = 1/2 \) Viterbi decoder is shown in Fig. 8(a), and the details are explained below. The required interconnections are derived from Fig. 2.

The two-column ring topology has the advantage that routing of the remaining PM buses has been reduced to a channel routing problem that is well understood. Furthermore the structure is very regular and the global signals can easily be routed vertically through the four columns of ACS elements. It should also be noted that I/O signals of the ACS module (i.e., the decision signals and the global signals) are easily made available at the periphery of the structure, whereas the PM buses that are internal signals in the ACS module are routed in the channel in the middle of the structure.

### B. Optimization

The height of the structure is minimized if the ACS element whose output connects to the neighbor DACS element is placed outermost as shown in Fig. 8(b). This allows the two outgoing PM buses of a DACS element to share a horizontal track in the “local channel” between the DACS elements.

The width of the structure can be minimized by selecting a placement of the DACS elements that can be routed using as few vertical PM-bus tracks as possible in the global channel. This involves two steps.

First, all possible rings of the DACS elements must be found. This problem is equivalent to the problem of finding all Hamilton cycles in the corresponding deBruijn graph. This is treated in [16], in which algorithms for generating the total number of \( 2^{2n-1-n} \) different cycles for an \( n \)th order graph can be found together with algorithms for generating only a fraction of the total number. Interestingly enough \( n = 5 \) (corresponding to 32 DACS elements) results in a total of 2048 different rings, which is the largest number where an exhaustive evaluation is possible.

Second, every ring can be placed in a number of ways on the two-column structure. For the 64-node Viterbi decoder having 16 pairs of DACS elements in each column, 32 possible placements are obtained by cyclically shifting the elements one place at a time. Because of symmetry this yields 16 different channel routing problems for each ring.

The placement of ACS elements that is shown in Fig. 8(a) is selected from one of the 2048×16 possible placements that requires the fewest vertical tracks. We used a simple routing procedure allowing only one vertical segment per net, and we obtained a number of solutions using 11 vertical tracks, and a worst case of 24 tracks.

### C. Discussion and Generalization

In our design the global channel accounts for one-fourth of the wiring area, or approximately 10% of the total area (see Table II). If the number of processing elements is changed, these relative measures will only be affected by the number of tracks in the global channel (and not by the height of the structure). This means that the fraction of the area required for wiring is relatively insensitive to the number of processing elements. We therefore conclude that the two-column topology is applicable to problem sizes of 16–128 processing elements, depending on the area and form factor of the processing elements.

As mentioned earlier, it is not possible to generate all possible rings in a reasonable time if the number of nodes exceeds 32. Neither would it be possible to solve all possible channel routing problems. Because a few extra tracks add very little to the total area, a practical approach is to stop searching when a good (near optimal) solution has been found. This procedure could be based on one of the algorithms in [16] that generates a subset of all possible cycles.

Finally, it should be noticed that exactly the same two-column ring topology can be used when the interconnection
structure is a SE network. All the exchange interconnections will be local to the double elements, and the remaining interconnections are the shuffle interconnections, i.e., exactly the same as in the Viterbi decoder. In fact, the topology can be used for all deBruijin graphs in which the successors of every node are neighbors.

V. IMPLEMENTATION OF THE VITERBI DECODER CHIP

A. Algorithm Implementation Considerations

Since the area and time complexity of the ACS module is proportional to the number of bits used to represent the PM's, it is desirable to keep this number small [1, pp. 258-261], [17]. Although 5-b PM's are sufficient for the $R=1/2$ code [14], we use 7-b PM's and 4-b BM's with rescaling when the minimum PM exceeds 32, because it allows for extensions to $R=1/3$ or $R=1/4$ codes, and because 5-b PM's require addition with saturation, a slightly more complicated rescaling technique, and special precautions in relation to the path storage and output sequence selection block. With the bit-slice implementation described below, reduction to 5-b PM's is, however, straightforward.

B. Floor Plan

The overall floor plan has already been presented in Fig. 8. The DACS elements have been implemented using a bit-slice organization as shown in Fig. 9. Note that the BM buses and power rails run vertically, through each of the four columns of (single) ACS elements, and are integrated in the bit-slice implementation of the ACS elements. Besides the regularity, this organization allows codes with different generator polynomials to be implemented very easily by reprogramming of the contacts/vias that connect the ACS elements to the BM buses. Notice also that the long PM wires have been divided into three sections in a very straightforward way, by placing buffers between the global and the local channels.

C. Circuit Implementation

The circuit design is straightforward, and except for the global rescaling calculation, we use static circuits. Each ACS element contains an 8-b register: 7 b for the PM and 1 b for the decision. The adders and comparators use ripple carry propagation [18, figs. 8.2, 8.4, 8.5]. This is a simple but fast solution, because the comparator starts calculating as soon as the least significant bits of the sums are calculated. The total delay equals nine circuit stages from inputs to decision (the carry and sum stages in the least significant bit of the adder and the seven carry stages of the comparator).

The multiplexor implementing the select operation of the ACS function has been extended to include a clear function and a test function that connects the PM and decision registers into a scan path. This is controlled by a 2-b function code.

The rescaling mechanism is implemented using a global precharged wire that any ACS element can discharge if its PM is less than 32. The signal is input to a register in each ACS element, and this register drives the three most significant bits of the BM operand to the adder.
The chip containing the described ACS module has been
designed and laid out using the MAGIC design system [19]
and NORCHIP's simplified design rules for a 2-μm-gate,
double-metal, CMOS n-well process [20]. These rules are
quite similar to MOSIS revision 6 with simpler contacts
(6×6 μm).

The chip was fabricated via NORCHIP (the Scandinavian
CMOS IC prototype implementation service) on the May
1989 run at Austria Mikro Systeme International GmbH. A
microphotograph of the complete chip (for comparison with
Fig. 8) is shown in Fig. 10, and a more detailed photo
showing a section of the left column is shown in Fig. 11 (for
comparison with Fig. 9). A number of area measures relating
to Figs. 8-11 are listed in Tables I and II.

The chip works correctly and runs at speeds up to 19 MHz
under worst-case conditions (V_{DD} = 4.75 V and Ta = 70°C).
Except for bus drivers, all transistors in the design are
identical: channel length is 2 μm and channel width is 6 μm.
The speed could therefore be increased significantly by tran-
sistor sizing. Simulation studies have shown that the delay in
the ripple carry adders can be reduced by 40% by proper
sizing of the propagate transistors.

The total number of transistors used to implement the
ACS module is 50,500, corresponding to a density of 2,100
transistors/mm² in the 57.9% of the area not occupied by
wires. The design contains approximately 200 individually
designed transistors resulting in a regularity factor of 250.

### E. Comparison with Existing Designs

The NTT-SST chip [5] has been implemented in a 1.5-μm,
three-layer-metal, CMOS process. The ACS elements are
hand-designed and use 6-bit PM's. The area of the ACS
module is 32 mm² and the maximum operating frequency is
23 MHz.

The Qualcomm Q1401 chip [6] has a maximum operating
frequency of 17 MHz. No implementation details have been
published, but we understand it to be a sea-of-gates design
with a die size of approximately 13×13 mm², implemented
in a 1.5-μm, two-layer-metal, CMOS process. We expect
the area of the ACS module to account for approximately 50% of
the core area corresponding to around 60–70 mm².

For a comparable implementation of our design using a
1.5-μm, two-layer-metal, CMOS process, we estimate an
area of 22 mm² and a speed of 30 MHz. This assumes a
simple all-layer shrink that reduces all dimensions by a factor
of 0.75 and sizing of the propagate transistors in the adders.

Although differences in technology, design style, and PM
number range may make a comparison somewhat misleading,
the trend is quite clear: the area of our two-column ring
based implementation is considerably smaller and the speed
is of the same magnitude. The latter is not surprising be-
cause all of the designs implement almost the same function.

### VI. CONCLUSIONS

We have presented a two-column ring topology that can
be applied to the implementation of parallel Viterbi de-
coders as well as other computing structures based on shuf-

le-exchange type interconnection networks with a small
number of processing elements (i.e., 32–128). Together with
the bit-slice organization of the processing elements, the
topology constitutes an area-efficient, practical, and regular
layout structure.

We have used this structure in a full-custom implementa-
tion of the add-compare-select module of a fully parallel
K = 7, R = 1/2 Viterbi decoder. The chip has been fabri-
cated in a 2-μm, double-layer-metal, CMOS process, and the
area of the ACS-module itself is 39.5 mm². The PM inter-
connection network occupies 32% of the area and the global

---

**TABLE I**

<table>
<thead>
<tr>
<th>Dimensions (in micrometers)</th>
<th>height</th>
<th>width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete ACS module</td>
<td>7750</td>
<td>5097</td>
</tr>
<tr>
<td>Global PM channel</td>
<td>7750</td>
<td>491</td>
</tr>
<tr>
<td>Column of 16 DACS elements</td>
<td>7750</td>
<td>2303</td>
</tr>
<tr>
<td>DACS element incl. local channel</td>
<td>483</td>
<td>2303</td>
</tr>
<tr>
<td>Local PM channel</td>
<td>126</td>
<td>2167</td>
</tr>
<tr>
<td>Single ACS element</td>
<td>357</td>
<td>1015</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Percentage Wiring Area in the ACS Module</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global PM channel</td>
</tr>
<tr>
<td>Local PM channels</td>
</tr>
<tr>
<td>BM and power &quot;slices&quot;</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>
signals occupy a further 10%. The design is based on simplified design rules and identical and unsized transistors, and the chip operates at 19 MHz under worst-case conditions (VDD = 4.75 V and Tj = 70°C).

For a similar implementation Computer fabricated in a 1.5-μm process, we estimate an area of 22 mm² and a speed of 30 MHz. In relation to existing comparable (commercial) chips, this represents a significantly smaller area and a similar speed. Finally, we mention that the area of our two-column structure is significantly smaller than the area of a shuf-le-exchange graph based implementation.
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