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ABSTRACT—Consider a system with several input parameters; each input is a stochastic variable. The joint probability of all system outputs simultaneously meeting their specifications is found by a hitherto unpublished method called “Multi-dimensional Convolution with Quantization.” To use the method, two assumptions must be satisfied; the assumptions are milder than the two popular assumptions of linearity and statistical independence. There is one example.
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1. INTRODUCTION

In this paper a new and simple method is presented called “Multidimensional Convolution with Quantization” (MDCQ) by which the following well-known problem can be solved [1]. Consider a system or circuit with specified topology, where each of the input parameters has a nominal value and a true value, and where the pdf of the true value of each of the $n$ input parameters is known. The system is said to meet the output specifications when and only when the true value of each output parameter satisfies a specified constraint; the problem at hand may now be stated: with what probability, $\mathcal{R}$, will the $m$ system outputs simultaneously satisfy the $m$ output constraints? The probability $\mathcal{R}$ is the reliability of the system. If we are only concerned with the system at production time, the probability is called the production yield.

Notation

- $x_i$ true value of input parameter $i$
- $x_{i,\text{nom}}$ nominal value of input parameter $i$
- $f_i(x_i)$ pdf of $x_i$
- $y_j$ true value of output-parameter $j$
- $z_j$ transformed $y_j$
- $n$ number of input-parameters, $i = 1, \ldots, n$
- $m$ number of output-parameters, $j = 1, \ldots, m$
- $\mathcal{R}$ subscripts which imply the minimum or maximum allowed value of an output parameter
- $\Phi_i \equiv x_i/x_{i,\text{nom}}$
- $O_i$ transformed $\Phi_i$
- $f$ joint pdf of the $x_i$
- $h_j y_j = h_j(\Phi_1, \ldots, \Phi_n)$
- $g$ joint pdf of the $y_j$
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2. THREE INHERENT DIFFICULTIES

To simplify the following discussion we will use normalized true values, $\Phi_i$, for the input variables. The $n$ nominal values are constants in the ensuing material and, therefore, will be omitted. The true value of $y_j$ is a function of the $n$ values of $\Phi_i$:

$$y_j = h_j(\Phi_1, \ldots, \Phi_n)$$ (1)

The problem we are concerned with is complicated for three reasons.

1. The $\Phi_i$ will almost always show some form of statistical dependence. This means that the joint pdf $f = f(\Phi_1, \ldots, \Phi_n)$ is probably not a product of $n$ pdf’s, $f_i(\Phi_i)$. This is an exasperating fact of life as the designer in general has information only about the $f_i(\Phi_i)$.

2. The $y_j$ are usually nonlinear functions of the $\Phi_i$.

3. The true values of the $y_j$ are (almost) always statistically dependent for the following two reasons. (a) They are all functions (though different functions) of the same set of $\Phi_i$. (b) Each $y_j$ reflects to what degree that particular system has a certain property; as these properties often are related (e.g. gain and bandwidth) one expects a statistical relationship among the $y_j$.

3. TWO WAYS TO DETERMINE THE RELIABILITY

When one attempts to find $\mathcal{R}$, there are essentially two different approaches. 1) estimate $\mathcal{R}$ directly; this is the road one follows if one uses Monte Carlo techniques [2]. 2) solve what appears to be a more difficult problem, namely, determine $g = g(y_1, \ldots, y_m)$, the joint pdf for the $m$ output variables. When $g$ has been established it is a simple matter to determine $\mathcal{R}$.

$$\mathcal{R} = \int_{y_1,\text{min}}^{y_1,\text{max}} \ldots \int_{y_m,\text{min}}^{y_m,\text{max}} g \cdot dy_m \ldots dy_1$$ (2)

A method where one determines $\mathcal{R}$ by way of $g$ is the so-called “Normal approximation method” [3]. With the MDCQ-method we likewise determine $g$ before $\mathcal{R}$ is computed.

4. TWO ASSUMPTIONS

If one knows $f$ and all $h_j$, one can in principle estimate $g$ by simulating a large number of representative systems and then determine $(y_1, \ldots, y_m)$ for each system; the $m$-dimensional histogram would then constitute an estimate of $g$. In practical cases this approach is out of the question as...
the computational work would be horrendous. The way to arrive at an expression for \( g \) with less work is to introduce some simplifying yet realistic assumptions. We will now introduce two such assumptions. When both assumptions apply the MDCQ-method is applicable. In Section 5 we will, by example, demonstrate how easily \( g \) and \( \mathcal{R} \) can be obtained by the MDCQ-method.

**Assumption 1**

Each \( f_1 \) is essentially a sum of functions each of which depends on only one input variable. E.g., for \( n = 4 \), each \( f_1 \) could have the decomposed form of the sum of four 1-argument functions as in (3); this is the most desirable state of affairs. If, however, \( h_j \) takes the form of two 1-argument functions added to one 2-argument function, as illustrated in (4), we can also live with that situation.

\[
y_j = h_{j,1}(\Phi_1) + h_{j,2}(\Phi_2) + h_{j,3}(\Phi_3) + h_{j,4}(\Phi_4) \tag{3}
\]

\[
y_j = h_{j,1}(\Phi_1) + h_{j,23}(\Phi_2, \Phi_3) + h_{j,4}(\Phi_4) \tag{4}
\]

In practical cases the range of \( \Phi_2 \) and \( \Phi_3 \) can be represented by a few, say five, typical values. If so \( (\Phi_2, \Phi_3) \) in (4) can be regarded as a new discrete variable \( \Phi_{23} \) with "5 \times 5 = 25" values. When \( \Phi_2, \Phi_3 \) is substituted for by \( \Phi_{23} \) in all equations like (4) we have substituted a 2-argument function by a 1-argument function and reduced the number of input values from \( n^2 \) to \( n(n-1) \). At the same time we now must compute 25 values of the \( \Phi_{23} \)-functions rather than the 5 values of the \( \Phi_2 \)-functions plus the 5 values of the \( \Phi_3 \)-functions which would have sufficed had the \( h_{j,23} \)-function been the sum of a \( h_{j,2} \)-function and a \( h_{j,3} \)-function in all \( n \) equations. This is the "essentially additive" assumption. It is much less restrictive than the assumption of linearity which is made so freely in the literature, e.g., in connection with sensitivity and coefficient-of-variation-analysis [4]. A suitable transformation sometimes can be used to decompose \( h_j(\Phi_1, \ldots, \Phi_2) \); the example in Section 5 illustrates this point.

**Assumption 2**

The \( n \)-variable pdf \( f(\Phi_1, \ldots, \Phi_n) \) is essentially the product of the marginals, i.e., the \( n \) input variables are statistically independent. E.g., for \( n = 4 \), \( f \) could have the decomposed form of (5), which is the most desirable state of affairs; if, however, \( f \) takes the form shown in (6) we can also live with that situation.

\[
f(\Phi_1, \ldots, \Phi_n) = f_1(\Phi_1) \cdot f_2(\Phi_2) \cdot f_3(\Phi_3) \cdot f_4(\Phi_4) \tag{5}
\]

\[
f(\Phi_1, \ldots, \Phi_n) = f_{12}(\Phi_1, \Phi_2) \cdot f_3(\Phi_3) \cdot f_4(\Phi_4) \tag{6}
\]

We would like to substitute the bivariate pdf \( f_{12}(\Phi_1, \Phi_2) \) in (6) with a univariate pdf. Again our procedure will be to use just a few, say five, representative \( \Phi_1 \)-values and \( \Phi_2 \)-values. We then regard \( (\Phi_1, \Phi_2) \) in each \( h_j \) as a new discrete variable \( \Phi_{12} \) which can have "5 \times 5 = 25" possible values. If it so happens that \( \Phi_1 \) and \( \Phi_2 \) are the arguments for a 2-argument function, like \( h_{j,23} \) in (4), we are in luck; then \( \Phi_1 \) and \( \Phi_2 \) are already regarded as a new variable \( \Phi_{12} \) with 25 values. If the situation is as illustrated by (4) and (6), it means that to remove the bivariate pdf \( f_{12} \) we have to regard \( (\Phi_1, \Phi_2, \Phi_3) \) as a new discrete variable \( \Phi_{123} \) which can take "5 \times 5 \times 5 = 125" different values, each of which must be treated separately when we compute the \( m \)-variable \( g \). When \( \Phi_{123} \) must be used instead of just treating \( \Phi_1, \Phi_2 \) and \( \Phi_3 \) separately (as done when (3) and (5) are true) the number of \( y_j \)-values and associated probabilities which must be computed separately increases sharply from \( (5 + 5 + 5) \) to \( (5 \times 5 \times 5) \). Only when the 125 values of \( y_j \) and the associated probabilities are known, can we convolve the \( (n - 3) \) pdf's in the manner to be described shortly. The assumption of the \( n \) input variables having "essentially statistical independence" is not as restrictive as it may sound for the following reason. In practice it rarely is possible to make all the measurements necessary to determine \( f \); so only the \( n \) marginal values are known. The designer must decide upon an \( f \)-function to compute the yield; therefore, as long as he has no information to discredit the assumption, he might just as well assume that the \( n \) input variables are statistically independent. When the MDCQ method is used, the \( n \) marginal pdf's can have different and arbitrary forms as long as the range of each input variable is finite; they are not limited to Normality as done so often in the literature.

5. EXAMPLE: THE YIELD OF A RCL-CIRCUIT

5.1 Some Features of the RCL-Circuit

We want to illustrate how multidimensional convolution can be used to assess the performance of an ensemble of circuits built to the same set of specifications. Especially we want to compute the reliability \( \mathcal{R} \). To that end we have selected a simple circuit, the series combination of a capacitor, inductance, and resistor with true values \( C, L \) and \( R \). The resistor can represent the loss in a realizable inductance. The circuit has the characteristic equation [5]:

\[
\omega^2 + 2\zeta\omega_0\omega + \omega_0^2 = 0 \tag{7}
\]

\[
\omega_0^2 \equiv 1/\LC \tag{8a}
\]

\[
\zeta \equiv \frac{1}{2}R/(\LC)^{1/2} \tag{8b}
\]

where

\( \omega \)  actual resonant frequency  \\
\( \omega_0 \)  undamped resonant frequency  \\
\( \zeta \)  damping factor

Though simple, the circuit gives us an opportunity to face up to the difficulties which are encountered with practical circuits and which are often ignored in the literature. We assume that the circuit has the following three features.

1. The two output variables \( \omega_0 \) and \( \zeta \) are statistically dependent. To meet the specifications their values must simultaneously fall within the limits

\[
\omega_{0,\min} < \omega_0 < \omega_{0,\max} \tag{9a}
\]

\[
\zeta_{\min} < \zeta < \zeta_{\max} \tag{9b}
\]

2. The relationship between the three input variables

...
and the two output variables is nonlinear as evidenced by (8).

(3) Two of the input variables L and R are statistically dependent. We shall return to this point later in connection with Tables 1 and 2.

To simplify the following discussion we normalize all variables with respect to their nominal values. The nominal values of L, C, Lnom, Rnom, Cnom, Lnom and Cnom.

The normalized input variables are \( \Phi_R = R / R_{\text{nom}}, \Phi_L = L / L_{\text{nom}}, \) and \( \Phi_C = C / C_{\text{nom}}. \) The normalized output variables are \( y_0 = o_0 / o_{0,\text{nom}} \) and \( y_z = \zeta / \zeta_{\text{nom}}. \)

\[
y_0 = (\Phi_L \cdot \Phi_C)^{-1/2}; \quad (10)
\]

\[
y_z = \Phi_R (\Phi_C / \Phi_L)^{1/2}. \quad (11)
\]

In the general case, as here, we have after normalization a set of \( m \) expressions for the \( m \) normalized output variables, \( y_j, \) as functions of the \( n \) input variables. The expressions will be of the following form:

\[
y_j = h_j(\Phi_1, \ldots, \Phi_n), \quad j = 1, \ldots, m. \quad (12)
\]

5.2 The “Essentially Additive” Effect

To use multidimensional convolution it frequently becomes necessary that we change the set of expressions of the form of (12) because we need expressions where in some form the effects of the input variables upon the output variables are additive. Equations (10) and (11) show that the output variables are determined by multiplication and division of the positive-valued input-variables. The obvious choice is the logarithmic transformation. It is monotonic, a feature which is desirable as it assures a one-to-one relationship between the values of the input-variable before and after transformation.

Use \( z \) to denote the transformed output variables and \( O \) to denote the transformed input variables. Then we have

\[
z_0 \equiv \log y_0, \quad z_z \equiv \log y_z \quad (13a)
\]

\[
O_L \equiv 1/2 \log \Phi_L, \quad O_C \equiv 1/2 \log \Phi_C, \quad O_R \equiv \log \Phi_R; \quad (13b)
\]

all logs are to the base 10.

Equations (10) and (11) become

\[
z_0 = -O_L - O_C \quad (14)
\]

\[
z_z = O_R + O_C - O_L \quad (15)
\]

Equations (14) and (15) show that Assumption 1 is satisfied, since the change in \( z_z \) and \( z_z \) due to changes in the values of \( \Phi_L, \Phi_C, \) and \( \Phi_R \) are additive. This puts us in the fortunate position of having linear relationships between the input and output variables. The specified output intervals according to (13a); then become

\[
z_{0,\text{min}} < z_0 < z_{0,\text{max}} \quad (16)
\]

\[
z_{z,\text{min}} < z_z < z_{z,\text{max}} \quad (17)
\]

5.3 Discrete Probability Mass Functions

Tables 1 and 2 show the probability mass functions (pmf) for the input variables. Discrete variables have pmf’s; continuous variables have pdf’s. The variables are illustrated as being discrete, this quantization is solely to facilitate the later illustration in Table 3 and is not be confused with the quantization of \( y_z \)-values to be discussed in Section 6. Table
shows the probabilistic relationship between \( O_L \) and \( O_R \); \( \Phi_C \) and thereby \( O_C \) is assumed to be statistically independent of the other two input-variables. \( \Phi_C \) has the pmf illustrated in Table 2. Assumption 2 is justified because the trivariate pmf \( f_{CLR} \) is the product of a bivariate pmf \( f_{LR} \) and the univariate pmf \( f_C \). The total number of combinations of the input variables is quite small, \( 3 \times 9 = 27 \).

5.4 The Transformed-Output-Parameter Plane

We convolve the univariate pmf in Table 1, with the bivariate pmf in Table 2, and arrive at the 27 values of \((z_0, z_2)\) in Table 3; with each value is associated a probability \( f_0 \) which clearly is the same as the probability \( f_{CLR} \) of the corresponding set of input-parameters.

5.5 The Reliability

The nonasterisked points represent sets of input parameters which result in acceptable pairs of output-parameters as defined by (16) and (17) with the following limits: \( z_{0, \min} = -0.0500, z_{0, \max} = +0.0500, z_{2, \min} = -0.1000, z_{2, \max} = +0.1000 \). Ten points fall outside the rectangle. The probabilities of the 10 sets of input parameter values are indicated in Table 3 by asterisks; their sum asterisked is 24\%. We have thus arrived at the answer to the question posed at the beginning of Section 5.1: the reliability \( \mathcal{D} \) is 100\% - 24\% = 76\%.

6. THE IMPORTANCE OF THE QUANTIZATION OPERATION

6.1 Why Quantization Is Necessary

At this point the reader may rightly comment that we made the example simple by

(i) assuming that the univariate and the bivariate were discrete,

(ii) arranging things so that this dandy logarithmic transformation insured the "essentially additive effect" needed to satisfy Assumption 1.

Regarding (ii) we must admit that maybe it was too cute, but we could not resist the temptation to show by example what a timely transformation can do for a designer. Regarding (i) we are faced with a problem which can be alleviated by a suitable quantization of each output variable; this matter will now be discussed in detail.

We are concerned with the general case where Assumptions 1 and 2 are satisfied. Each of the \( n \Phi_i \) has a set of limits and a pdf. Now keep all input variables at their nominal values except the first one. If we then let \( \Phi_i \longrightarrow \Phi_i, \min \) to \( \Phi_i, \max \) each of the \( y_j \) will trace a path in the \( m \)-dimensional output-parameter space. If we restrict ourselves to the case \( m = 2 \) our situation is in Fig. 1 where the continuous path illustrates the case with the continuous \( \Phi_i \). If \( \Phi_i \) is discrete we will instead of a continuous path get some discrete points. In the example there are 3 such points illustrating the three possible values of \( \Phi_C \) when \( \Phi_L = \Phi_R = 1 \). The three points are readily determined from Table 3; they are shown by the ‘+’.

We know from \( f(\Phi_i) \) that some \( \Phi_C \)-values are more probable than others, i.e., certain sections of the path represent more likely values of \((y_1, y_2)\) than other sections. Symbolically, we have “spread one unit of probability mass” over the path according to how likely it is to find \((y_1, y_2)\) at each point. The changing likelihood is indicated in Fig. 1 by the nine short cross-bars on the path. The crossbars are so located that a \((y_1, y_2)\)-value with 10\% probability may be located in either of the 10 intervals. In the discrete case the display is simpler than in the continuous case because one can list the discrete probabilities at each point (as was done in Table 2).

In all the cases where the effect of \( \Phi_i \) on \( y_j \) can be illustrated by a 1-argument function \( h_{1,}\Phi_i,\Phi_j \), the resulting effect can be depicted as a path in output parameter space. If the effect of, say, \( \Phi_2 \) on \( y_3 \) depends on the true value of \( \Phi_3 \) our situation is more difficult; then the resulting effect is determined by a 2-argument function \( h_{2,3,}\Phi_i,\Phi_j,\Phi_k \), the function is analogous to the one in (4). We will now discuss the case with the 2-argument function in some detail.

As before we assume that both \( \Phi_2 \) and \( \Phi_3 \) each have a maximum and a minimum. We now let the point \((\Phi_2, \Phi_3)\) scan the allowed values while keeping all other input-variables at their nominal values, \( \Phi_i = 1, i = 1, 4, 5, \ldots n \). While doing so we scan a 2-dimensional subspace in the \( m \)-dimensional output-parameter space. In the case \( m = 2 \) the subspace becomes the \((y_1, y_2)\)-plane. The pdf function for the output variables \((y_1, y_2)\) is found by mapping \( f_{2,3}(\Phi_2, \Phi_3) \) onto output parameter space. In Fig. 2 the varying closeness of the grid illustrates the changing bivariate \((y_1, y_2)\) pdf. The lines in the grid are so drawn that a \((y_1, y_2)\)-value can be found with 4\% probability in either of the “5 \times 5 = 25” regions.
Our goal is to determine the bivariate for \((y_1, y_2), g = g(y_1, y_2)\). If all \(n\) input variables are statistically independent and the effects of their variations upon \(y_1\) and \(y_2\) are additive (i.e., Assumptions 1 and 2 are satisfied) we can determine \(g\) by convolving the \(n\) “line probability densities” all of which look somewhat like the one in Fig. 1. Clearly the computations will be horrendous! If the statistical or functional relationship between two (or more) input variables must be taken into account their “line-densities” (like the one in Fig. 1) are replaced by a multivariate pdf (like the one in Fig. 2); this change clearly does not make the convolution any easier.

To overcome the computational difficulties just described we obviously somehow must change one or more constraints.

6.2 The Quantization

The constraint we will give up is that \(y_1\) and \(y_2\) are continuous functions. Actually what we are giving up is but a figment of our imagination: in engineering application the values of all variables are quantized simply because the number of decimals we use is limited. Instead of being a continuous variable we take \(y_j\) to be a discrete variable with the values \(k_j \cdot \Delta_j; \Delta_j\) is a suitable constant and \(k_j\) are integers, our running variables. For the 2-dimensional use, the \((y_1, y_2)\) pair of coordinate values now has been restricted to points on a 2-dimensional lattice in the plane.

Next we somehow must move the probability mass from the “line density” and the bivariate pdf to the lattice points. The relocation is carried out so that some suitable error measure is minimized. (The smaller the \(\Delta_1\)- and \(\Delta_2\)-values are, the smaller the quantization error will be.)

When all the probabilities, as illustrated in Figs. 1 and 2, have been relocated at lattice points it is a simple matter to perform the required number of 2-dimensional convolutions. The result of each convolution has the same format as the convolving functions: a number of discrete probabilities associated with specified lattice points. After each convolution, the number of lattice points with non-zero probability increases.

7. AN APPLICATION OF THE MDCQ-METHOD

The method was put to use in a recent study of circuit-reliability vs. circuit-cost [6] where the reliabilities of 128 different implementations of a particular three-transistor amplifier were computed. As a check on the accuracy of the computed reliability-figures some of the reliabilities were recomputed using Monte Carlo techniques; in all cases there was good agreement.

8. CONCLUSIONS

In this paper we have presented a new and simple method called “Multi-dimensional Convolution with Quantization” by which we can solve the familiar problem [1] stated in the Introduction: Find the distribution of output parameters, given the distributions of the input parameters and the system topology.

The probability that all output parameters are simultaneously within their specifications is the reliability of the system.

To make the MDCQ-method work, two assumptions must be justified. They are milder than the assumptions of linearity and of statistical independence which are made so freely in the literature. The method introduces an error due to the quantization. The error may be made arbitrarily small by using smaller increments; the penalty is an increase in computation time. The method compares well to the other methods for solving the same problem.
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