Resolution enhancement of scanning four-point-probe measurements on two-dimensional systems.
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I. INTRODUCTION

With the emergence of nanostructured materials such as conducting polymers\textsuperscript{1} and the continuing decrease of feature sizes of electronic circuitry, investigation of the conducting properties on a nano/submicron scale has become an important issue. For many decades, the four-point probe has been used to measure surface and bulk electrical conductivity in various materials. The near suppression of contact resistance makes interpretation of the measurements considerably easier than, for instance, spreading resistance and two-point measurements. The difficulty in bringing four individual electrodes close together, and the fact that the spatial resolution of the method is limited by the area in which the current flows through the sample, has until recently made the four-point measurement technique unsuitable for micro- and nanometer-scale investigations. The four-point probe is best suited for detection of spatial conductivity variations that are negligible over several times the electrode spacing. This is true for both linear and Hall electrode geometries.

Methods relying on a single moving tip, such as the scanning spreading resistance method,\textsuperscript{2,3} and nanopotentiometry allow the electronic properties to be investigated with nanoscale resolution. The scanning spreading resistance measures the contact resistance between the probe and the sample. The outcome is however a complex combination of several factors including the contact area, Schottky barrier, surface states, contact pressure as well as the spreading resistance itself. The scanning potentiometer relies on the current being homogeneously distributed over the sample. To find the absolute local conductivity, the sample must be homogeneous on a macroscopic scale, as well as on an intermediate scale in the vicinity of the investigated area. Due to the typically large distance between the electrodes, for these two systems, a large fraction of the current runs in the bulk of the sample. Therefore, both the scanning spreading resistance and the scanning potentiometer are less sensitive to surface phenomena than the micro-four-point probe.\textsuperscript{4} Methods like scanning tunneling microscopy (STM) and scanning tunneling spectroscopy allow the electronic structure to be measured with atomic resolution, but do not directly measure the conductivity either.

Several groups have developed four-tip STMs that can perform four-point-probe measurements with electrode spacings down to 1 \( \mu \text{m} \).\textsuperscript{5} The complexity of these instruments and the difficulty in aligning the four tips individually has so far prevented mapping of the conductivity. Recently, linear microfour-point probes with electrode spacing down to 1.1 \( \mu \text{m} \) were developed on a single silicon chip.\textsuperscript{6} The microfour-point probes have been used to map the conductivity on systems such as conductive polymers and surface reconstructions on silicon.\textsuperscript{4,7,8} These systems exhibit structures on a
nanoscale, which can be expected to influence the conductivity. To reduce further the electrode spacing, nonstandard fabrication techniques have to be employed.

In this article, we present an altogether different route to obtain higher spatial resolution in four-point-probe measurements. If multiple four-point measurements are performed in a dense grid over the sample, then by numerical deconvolution of the data, a dramatic improvement of the resolution can be obtained. We demonstrate scanning measurements with a resolution of 1/15 of the electrode spacing, which is an improvement of nearly two orders of magnitude, as the resolution normally quoted for a four-point probe is roughly three times the electrode spacings.

II. METHODS AND RESULTS

A. Four-point resistivity at conductive sheets

The four-point probe consists of four electrodes arranged in an equidistant linear array. In the standard configuration, a current $I$ is fed through the sample via the two outer electrodes. This generates a voltage drop $V$ across the two inner electrodes, which is measured by a high impedance voltmeter. For a homogeneous two-dimensional (2D) conductive sheet with the sheet conductivity $G_{\square}$, the measured voltage-to-current ratio is given by

$$\frac{I}{V} = \frac{\pi}{\ln 2} G_{\square}.$$  \hspace{1cm}(1)

Analytical relations can only be found for homogeneous samples with simple geometries. For inhomogeneous samples, the relation between the voltage-to-current ratio and the local conductivity becomes highly complex. In the following, we describe a numerical method for simulating the result of a four-point measurement for any arbitrarily varying 2D conducting sheet.

The simulation is then used to calculate the objective function for an optimization routine, that performs a fit of the result of a four-point measurement for any arbitrarily varying 2D conducting sheet.

The simulation is then used to calculate the objective function for an optimization routine, that performs a fit of the simulated data to the measured data, to give a map of the real resistance.

Throughout this article, we will use the terms four-point resistivity and four-point conductivity meaning the resistivity or conductivity calculated from Eq. (1) using locally measured voltage-to-current ratios.

B. Convolution effect

To give an impression of the convolution effect of the four-point measurement, Fig. 1 shows a schematic of a four-point-probe scanning over a surface with a line defect of lower conductivity. The solid curve in Fig. 1 represents the real resistivity of the sample along the scanning line, while the dotted line represents the measured four-point resistivity. As can be seen, the feature in the four-point resistivity map is highly convoluted and appears to be much wider than the real feature. Also the conductivity level of the feature in the four-point resistivity map is not easily related to the conductivity of the real feature.

$FIG. 1$. Principle of scanning four-point measurement. The four-point probe is scanned in steps over the surface and for each step the voltage–current ratio is measured. The dark patch on the sheet indicates an area of increased resistivity. In the plot below, the solid line shows the resistivity and the dotted line the resulting voltage–current ratio as the probe is scanned over the surface.

C. Simulation of four-point resistivity maps

We want to simulate the cases of a four-point probe being scanned over a surface in equidistant steps in (a) the direction parallel to the probe orientation and (b) the direction perpendicular to the probe orientation.

The electrostatic potential in the sheet is given by the conservation equation

$$\nabla \cdot [\sigma(x,y) \nabla u(x,y)] = A[\delta(r - r_1) - \delta(r - r_2)],$$  \hspace{1cm}(2)

where $r_1$ and $r_2$ are positions of the current source and the current drain, respectively. The current fed to the sample is denoted $A$. The local potential and sheet conductivity are denoted $u(x,y)$ and $\sigma(x,y)$, respectively. Equation (2) is discretized using the five-point finite difference formulation

$$G_{i-1/2,j}V_{i-1,j} + G_{i+1/2,j}V_{i+1,j} + G_{i,j-1/2}V_{i,j-1} + G_{i,j+1/2}V_{i,j+1} - (G_{i-1/2,j} + G_{i+1/2,j} + G_{i,j-1/2} + G_{i,j+1/2})V_{i,j} = I_{i,j},$$  \hspace{1cm}(3)

where $I_{i,j}$ is the total current fed in to grid block $i,j$:

$$I_{i,j} = A \int_{\Delta S_{i,j}} dx \int_{\Delta S_{i,j}} dy [\delta(r - r_1) - \delta(r - r_2)]$$

$$= A (\delta_1 - \delta_{-1,j}) - \delta_{i,j} \delta_{-1,i,j}),$$  \hspace{1cm}(4)

and $V_{i,j}$ is the potential at grid point $(i,j) = (x_j,y_j)$, see Fig. 2. The coefficient $G_{i+1/2,j}$ describes the conductance between grid point $(i,j)$ and grid point $(i+1,j)$ given by the block centered method

$$G_{i+1/2,j} = \frac{2}{\sigma_{i+1,j} \Delta y_j + \sigma_{i,j} \Delta y_{i+1,j}},$$  \hspace{1cm}(5)
where \( \sigma_{i,j} \) is the average sheet conductivity in grid block \((i,j)\) and \( \Delta x_i \) and \( \Delta y_j \) are the step sizes as shown in Fig. 2. \( G_{i+1/2,j} \) is defined equivalently. \( \delta_{i,j} \) is the discrete delta function.\(^{15}\) In the area where the scanning is being performed, the grid points must coincide with the position of the electrode. Thus, the grid spacing must be an integer fraction of the electrode spacing. The electrode spacing is given by \( s = n_s \Delta x_0 \) and \( \Delta y_0 \) are the minimum grid spacings in the \( x \) and \( y \) directions, respectively.

The resulting set of equations can be written in matrix form

\[
S V^k = I^k,
\]

where \( V^k \) and \( I^k \) are column vectors containing the \( N_x N_y \) values of \( V_{i,j} \) and \( I_{i,j} \), respectively, and the index \( k \) indicates the \( k \)th probe position. \( N_x \) and \( N_y \) is the number of grid points in the \( x \) and \( y \) directions, respectively. The node-admittance matrix \( S^{16} \) is given by

\[
S = A_s G_s A_s^T + A_y G_y A_y^T,
\]

where \( G_s \) is a diagonal matrix containing the \( N_s(N_s-1) \) values of \( G_{i+1/2,j} \) and \( G_y \) contains the \((N_y-1)N_y \) values of \( G_{i,j+1/2} \). \( A_y \) and \( A_s \) are the reduced incidence matrices\(^{16}\) for the conductors directed along the \( x \) and the \( y \) axes, respectively. The incidence matrix relates a conductor with two grid points. If the conductance at \( t_1 = t(i+1/2,j) \) connects grid points \( \ell_1 = \ell(i,j) \) and \( \ell_2 = \ell(i+1,j) \) then \( a_{\ell_1,\ell_2} = 1 \) and \( a_{\ell_2,\ell_1} = -1 \), where \( a_{\ell,i,j} \) is the element in row \( \ell \) and column \( t \) of \( A_y \) and \( t(i+1/2,j) \) and \( \ell(i,j) \) cast the grid index into a linear index.

The system of Eq. (6) then has to be solved for each probe position \( k \) in the four-point scan. For each new current vector \( I^k \), a new \( V^k \) is obtained. To extract the probe voltages, the potential vector \( V^k \) is multiplied with the vector \( d^k \):

\[
V_p^k = (d^k)^T V^k.
\]

The vector \( d^k \) contains only two nonzero elements so that

\[
(d^k)^T V^k = V_{i_1,j_1}^k - V_{i_2,j_2}^k,
\]

where \((i_{p1},j_{p1})\) and \((i_{p2},j_{p2})\) are the grid point indices at the position of the two inner electrode. The total system can now be written as

\[
SV = I,
\]

\[
V_p = d^T V,
\]

where \( \cdot \) designates the diagonal of the matrix product. The columns of \( V, I, \) and \( d \) contain the vectors \( V^k, I^k, \) and \( d^k \), respectively. The vector \( V_p \) now contains the probe voltages for every probe position. The subscript \( p \) indicates the probe voltage difference as opposed to the node potentials \( V_{i,j} \). When applying Dirichlet boundary conditions, the matrix \( S \) becomes a symmetric positive definite band matrix and the system can now efficiently be solved using the Cholesky method.\(^{17}\) Due to the very large size of the right-hand side of Eq. (10a), indirect methods are generally not faster than the direct Cholesky method.

In order to bring the boundary as far away from the area of interest, without excessively increasing the number of free parameters, the grid spacing is gradually increased toward the edge of the simulation grid.

### D. Deconvolution of four-point resistivity measurements

The aim of the deconvolution is to obtain the real conductivity of the sample from the measured data. Thus, we want to find the conductivity map that, through a simulation of the four-point measurement, leads to the best possible fit to the measured data. This requirement is equivalent to minimizing the objective function

\[
E_0 = \sum_k (V_p^k - V_m^k)^2,
\]

with respect to the sheet conductivity map contained in the matrix \( \sigma \). The measured voltages are given in \( V_m \), while the voltages \( V_p^k \) are obtained by simulation as described in the previous section.

To efficiently optimize the system, we will need to know the gradient of the objective function and thereby the derivatives of the probe voltages with respect to the sheet conductivities. By using the so-called transpose system method,\(^{18}\) we found that the dependence of the probe voltage \( V_p \) with respect to any parameter \( h \) influencing \( S \) can be written as

\[
\frac{\partial V_p^k}{\partial h} = (\tilde{V}^k)^T \frac{\partial S}{\partial h} V^k.
\]

The transpose system voltages \( \tilde{V}^k \) are defined by

\[
S^T \tilde{V}^k = -d^k \quad \text{or} \quad \tilde{V}^k = -(S^{-1})^T d^k.
\]

For \( S \) being symmetric, we can write \( \tilde{V}^k = S^{-1}(-d^k) \) and the transposed system can be calculated together with the ordinary system as \([\tilde{V}, V] = S^{-1}[-d, I] \), where the notation...
\[ \vec{V}, \mathbf{V} \] simply states that the columns of \( \vec{V} \) precede the columns of \( \mathbf{V} \) in one common matrix. The derivative of \( \mathbf{S} \) with respect to \( G_{i+1/2,j} \) is
\[ \frac{\partial \mathbf{S}}{\partial G_{i+1/2,j}} = (\mathbf{e}_{\ell(i,j)} - \mathbf{e}_{\ell(i+1,j)})(\mathbf{e}_{\ell(i,j)} - \mathbf{e}_{\ell(i+1,j)})^T. \]
where \( \mathbf{e}_\ell \) is a unit element vector, with the \( \ell \)th element being 1 and all others are zero. \( \ell(i,j) \) is the linear index of the node at \((x_i,y_j)\). The derivative of the probe voltage for each conductor can then be written as
\[ \frac{\partial V^\mathbf{k}_p}{\partial G_{i+1/2,j}} = (\vec{V}^k)^T(\mathbf{e}_{\ell(i,j)} - \mathbf{e}_{\ell(i+1,j)})(\mathbf{e}_{\ell(i,j)} - \mathbf{e}_{\ell(i+1,j)})\mathbf{V}^k. \]

By the definition of \( \mathbf{A}_x \), it can be seen that this is equivalent to
\[ \frac{\partial V^k}{\partial G_x} = ((\vec{V}^k)^T \mathbf{A}_x) * (\mathbf{A}_x^T \vec{V}^k), \]
where \( \ast \) multiplies each element of two matrices of equal size, giving a new matrix of the same size. For the conductors in the y direction, it becomes
\[ \frac{\partial V^k}{\partial G_y} = ((\vec{V}^k)^T \mathbf{A}_y) * (\mathbf{A}_y^T \vec{V}^k). \]
Thus, we can write for the entire system
\[ \frac{\partial V^k}{\partial \sigma} = (\vec{V}^T \mathbf{A}_x) * (\mathbf{A}_x^T \vec{V}) + (\vec{V}^T \mathbf{A}_y) * (\mathbf{A}_y^T \vec{V}) \cdot \frac{\partial \mathbf{G}_x}{\partial \sigma} \]
where \( \mathbf{G}_x / \partial \sigma \) is the Jacobian for the collection of equations like Eq. (5) and equivalently for \( \mathbf{G}_y / \partial \sigma \).

E. Suppression of false solutions

Now, in principle, we should be able to find the real conductivity of the sheet by a standard optimization routine with the objective function (11) and the Jacobian obtained from Eq. (18). However, since the maximum number of constraints \( V_m \) is \((N_x - 3n_z)(N_y - 3n_z)\), and the number of free parameters in \( \sigma \) is \( N_x N_y \), the system is underdetermined. This means that in principle an infinity of different solutions exist which in many cases leads to oscillatory solutions.

An efficient way of suppressing such artifacts, is to introduce high-frequency penalty functions in the objective function. We use penalty functions given by
\[ F^x_{\ell(i,j)} = f_f \frac{\sigma_{i,j} - \sigma_{i+1,j}}{\sigma_{i,j} + \sigma_{i+1,j}}, \]
and
\[ F^y_{\ell(i,j)} = f_f \frac{\sigma_{i,j} - \sigma_{i,j+1}}{\sigma_{i,j} + \sigma_{i,j+1}}, \]
where \( f_f \) is a weight factor. The Jacobian matrices are given as
\[ \frac{\partial F^x_{\ell(i,j)} \sigma_{i+1,j}}{\partial \sigma_{i,j}} = \begin{cases} 2 f_f \frac{\sigma_{i+1,j}}{(\sigma_{i,j} + \sigma_{i+1,j})^2} & \text{for } p = i \text{ and } q = j \\ -2 f_f \frac{\sigma_{i,j}}{(\sigma_{i,j} + \sigma_{i+1,j})^2} & \text{for } p = i \text{ and } q = j + 1 \\ 0 & \text{for all other values}, \end{cases} \]
and equivalently for \( \mathbf{F}^y \). The new objective function becomes
\[ E_b = E_0 + \sum \mathbf{F}^2. \]

This function is minimized with respect to \( \sigma \). A value of 0.1 for \( f_f \) was found to give reasonable results for a wide range of cases, and was chosen for all calculations in this work. The optimization routine used is a conjugated gradient based routine as implemented in MATLAB.

We will consider two simple cases: A step function corresponding to two neighboring domains of different conductivity and a delta function, corresponding to a high resistivity boundary separating two areas of similar resistivity. In both cases, we assume invariance in the direction perpendicular to the probe orientation.

A four-point measurement scan of the two domain case was calculated analytically. The two domains had sheet resistivities of 1 \( \Omega \) and 10 \( \Omega \), respectively, and the electrode spacing was \( s = 4 \Delta \lambda_0 \). The result was deconvoluted for various values of \( f_f \). The probe orientation was perpendicular to the step edge and the simulation grid had \( M_x + 24 = 52 \) by \( M_y + 12 = 32 \) internal grid points, where \( M_x \) and \( M_y \) are the numbers of evaluation points for the analytical result. The evaluation points were separated by a single grid point. The resulting resistivities for \( f_f = 0.1 \) are shown in Fig. 3(a). The outer ten rows and columns exhibit strong deviations from the correct result due to boundary effects and have been removed from the graphs shown. Apart from these outer ten rows, the maximum error is approximately 15% for any weight factor between \( f_f = 0.01 \) and \( f_f = 0.1 \). For these weight factors, the step position is precisely established.

F. One-dimensional invariance

For systems being invariant in the \( y \) direction, these results can be greatly improved by also imposing invariant constrains for the deconvolution result. We then use only data from a four-point scan along a line in the \( x \) direction and the simulation is also done only for a single line. The conductivities are given by
\[ \sigma_{i,j}^y = \sigma_{i,j}^y, \]
where \( \sigma_{i,j}^y \) is the conductivity in each line along the \( y \) direction and the Jacobian is given by
\[ \frac{\partial V^x_p}{\partial \sigma_{i,j}^y} = \sum_{j=1}^{N_y} \frac{\partial V^y_p}{\partial \sigma_{i,j}^y}, \]
where \( \frac{\partial V^x_p}{\partial \sigma_{i,j}^y} \) is given by Eq. (18) Due to the invariance in the \( y \) direction, larger grid spacings in this direction may be used. The result of deconvoluting a conductivity step from 1 \( \Omega^{-1} \) to 0.01 \( \Omega^{-1} \) is shown in Fig. 3(b) for electrode spac-
ings $s = 8 \Delta x_0$ and penalty factors $f_f = 0.1$. The grid size is 21
$\Delta y_0$ by 123$\Delta x_0$ and we use $\Delta y_0 = s$. For penalty factors
from 0.01 to 0.1, the error is less than 10% and the step edge
position is accurately reproduced.

Figure 3(c) shows the result of a similar calculation of a
highly resistive boundary between two low resistivity do-
 mains. The errors are comparable to previous calculation.

G. Multiple four-point-probe configurations

The accuracy can be improved without penalty functions
and any assumptions of invariance, by combining different
voltage–current electrode configurations. Of the six possible
configurations, three is sufficient to give unambiguous re-
sults. The model for these simulations is straightforward to
derive from the aforementioned model by expanding the ma-
trices I and d, to also include these other configurations.

We simulated four-point conductivity maps for the cases
of (I) two neighboring domains with different conductivity
and (II) a sheet of homogeneous conductivity with a highly
resistive barrier penetrating half the area. In both cases, the
four-point-probe orientation is perpendicular to the bound-
ary. Figures 3(d) and 3(e) show the results of deconvoluting
these maps. In both cases, the sharp features are retrieved to
within 10% of the original conductivity map, as shown in the
projections of the 2D data on the back plane of the graphs in
Fig. 3 (marked with arrows). The original resistivity curves
are marked with dashed lines, while the deconvoluted curves
are marked with full lines.

III. RESULTS

The deconvolution method has been applied to a poly-
mer system with artificially constructed defects. The system
consists of a silicon sample with a 30 nm thick poly-
thiophene film spun on top. Before spinning the polymer,
trenches of approximately 2 $\mu$m width and approximate 2
$\mu$m depth were laser etched using the method described in
Ref. 19. These trenches are seen as dark lines in the inset in
Fig. 4(a).

A four-point measurement map was obtained by scan-
ning a four-point probe, with an electrode spacing of 20 $\mu$m,
over the sample in steps of 5 $\mu$m by 5 $\mu$m. From these
measurements we have picked the result of a line scan along
the white arrow in the inset of Fig. 4(a). Since the area can
be considered translational invariant in the direction perpen-
dicular to the probe orientation, we have used the method
described in Sec. II F. In order to have the fitting errors in the
same order as the penalty function response, the measure-
ment values were normalized by dividing with $10^5$ $\Omega$
before deconvolution. The simulation grid was 302 by 27. The grid
spacing $\Delta y_i$ of the simulation grid was $\Delta y_0 = 20$ $\mu$m for the
innermost 11 grid blocks, increasing gradually to 500 $\mu$m at
the edges along the $x$ axis. The grid spacing $\Delta x_i$ in the inner
286 grid blocks was $\Delta x_0 = 5$ $\mu$m increasing to 500 $\mu$m at the
edge along the $y$ axis. The penalty factor, $f_f$, was chosen to
be 0.1. The central area of the deconvoluted resistivity map
is shown in Fig. 4(a) (solid line) along with the original
measurement (dashed line). The values have been renor-
malized by multiplying with $10^5$ $\Omega$.
A high-density scan of such a trench is shown in the inset of Fig. 4(b). In this case, the step size was only 1.3 μm. Using a simulation grid of 425 by 27, the trench is resolved as a sharp peak, just two grid spacings wide, as seen in Fig. 4(b). This has to be compared with the width of the etched trench of approximately 2 μm.

From these results, we can calculate the boundary conductivity, by which is meant the total conductivity across the boundary or defect. If we ignore the conductivity in the vicinity of the boundary, its conductivity per unit length can be calculated from

$$g_{B} = \frac{1}{\Sigma \rho_{x,i} \Delta x_{i}},$$

where the sum is over all the grid blocks that cover the boundary. The resistivity of the grid block is $\rho_{x,i}$ and $\Delta x_{i}$ is the size of the grid block normally equal to $\Delta x_{0}$. For the two polymer systems, the boundary conductivity becomes $1.7 \times 10^{-2} \ \Omega^{-1} m^{-1}$ and $1.5 \times 10^{-2} \ \Omega^{-1} m^{-1}$ for the low-resolution (left-hand side boundary) and high-resolution maps, respectively. As these values are expected to be equal, this can be taken as an indicator of the quality of the measurement and the deconvolution in combination.

Finally, we have applied the method to measurements on a step bunched Si(111)/V$_3$X$_3$-Ag surface. Four-point-probe measurements have been performed at various positions across the sample, in the direction perpendicular to the step bunches, using a 8 μm four-point probe at an angle of 45° with respect to the step bands. The changes in the voltage–current ratio depend on both the conductivity and the positions of the step bunches relative to the electrodes in a non-trivial fashion, similar to the case of the conductive polymer film. The experiment is described in detail in Ref. 8.

Because of the limited number of measurement points, the method was slightly modified for this particular case. The measured value is shown as a dashed–dotted line in Fig. 5. As seen in the scanning electron microscopy (SEM) micrograph insert the measurement area consists of terraces and step bands. By assuming the conductivity to be constant within each of these areas, we can modify the method in a manner similar to the one-dimensional translational invariant case. Thus, we have

$$\sigma_{i,j}^{q} = \sigma_{i}^{q}$$

for $q = 1, \ldots, m$, \hspace{1cm} (25)

$$\frac{\partial V_{p}}{\partial \sigma_{i}^{q}} = \sum_{i,j \in A_{q}} \frac{\partial V_{p}}{\partial \sigma_{i,j}^{q}}$$

where $\sigma_{q}^{i,j}$ is the conductivity in area $A_{q}$ and $i,j \in A_{q}$ represents all grid blocks inside the area $A_{q}$, the number of areas being $m$, and the area index being $q$. The measurement can be deconvoluted to give the result (solid line) shown in Fig. 5. The sheet resistivity of the terraces appear to be approximately 300 Ω, which is approximately the same as measured on a sample without step bunches. The resistivities of the step bunches appear to be much higher. The band A has a sheet resistivity around 2 kΩ while band B has a sheet resis-
tivity around 4 kΩ. This difference of a factor of 2 is easily explained by variations in step density. Also the high resistance step bunch is more narrow and thus is expected to have higher step density to accommodate for approximately the same height difference. The increased resistance of the right-hand sidemost terrace, compared to the other terraces, is an artifact due to a lack of measurements in the vicinity of the area.

IV. DISCUSSION

We have developed a method for obtaining the real resistivity map of 2D and quasi-2D systems, with a higher resolution than possible with a conventional four-point-probe technique. This was verified with data derived from analytical expressions for two cases of inhomogeneous resistivity landscapes. The original conductivity maps were retrieved with less than 10% error far away from transitions (domain and grid boundaries), and to within 15% near transitions.

For deconvolution of the measurement of the conductive polymer shown in Fig. 4(a), we see that the left-hand sidemost defect is almost perfectly resolved to just a single grid spacing. The measurements on the right-hand side defect give rise to a splitting of the deconvoluted peak. Because the defect is a trench in the sample the electrode drops into the trench and short circuits the defect which causes a significant measurement error. This error appears as a splitting in the deconvoluted resistivity plot. Since the defects are trenches, one may ask if the sample can still be considered two dimensional. The trenches however are shallow compared to the electrode pitch and an oxide layer between the two dimensional. The trenches however are shallow. In such cases, the sample may contain harmonic components that the probe does not detect. In some extent, the sample may contain harmonic components that the probe does not detect. In such cases, it is difficult to state an exact resolution for the method. Further investigations using different test models are necessary to clarify these aspects.

For semiconducting systems, the metal–semiconductor contact interface perturbs a much larger area due to band bending (Schottky contact), and therefore a poorer resolution of the four-point method should be expected for semiconductor systems. Alternatively, highly doped silicon probes could be used to measure on silicon surfaces, which could lead to nearly ohmic contacts. This would require the native oxide on both the probe and sample to be removed in situ, i.e., in the ultrahigh vacuum system prior to measurement. The contact phenomena could in principle be incorporated in the deconvolution method. However, because the admittance matrix would be changed at each contact position, it would have to be inverted every time, which would increase the amount of computational time tremendously.

One interesting feature of the model is the penalty function which, to a certain degree, allows the method to be customized. With low penalty factors, the height and positions of sharp features are reproduced accurately, whereas higher penalty factors effectively suppress oscillations in intermediate regions.

The method may be integrated with a four-point conductivity mapping station, so that nanoscale features are derived from resistance maps measured with microscale four-point probes. This could lead to new insight in the properties of electron transport in individual grains of thin metal films, surface state domains, and nanostructured systems.
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