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Foreword

The 8th Symposium on Building Physics in the Nordic Countries was held June 16-18, 2008 in Copenhagen, Denmark. The Symposium has been organized jointly by The Technical University of Denmark; The Danish Society of Engineers’ Society for Building Physics; and the Danish Building Research Institute, Aalborg University.

The Symposium in Copenhagen invited contributions regarding:

Research results on
- Energy performance
- Hygrothermal performance/moisture
- Air transport

Covering building physical heat, air and moisture transfer in
- Building materials
- Building envelopes
- Whole buildings

With special emphasis on
- Models
- Experiments
- Practice

The Symposium was held in the format of two days as a traditional conference with oral presentations followed by brief discussions. The third day was devoted to the practical use of research results, and the programme on this day was laid such as to allow for more discussion of the presented results, not least with a scope to debate the practical implications.

The Symposium follows previous symposia held in Lund 1987, Trondheim 1990, Copenhagen 1993, Helsinki 1996, Gothenburg 1999, Trondheim 2002 and Reykjavik 2005. While the symposia are always arranged in one of the Nordic countries, they are increasingly attracting participants from other countries. Out of more than 250 abstracts, some 182 papers were eventually prepared for the 2008 Symposium in Copenhagen, half of them by researchers from other than the Nordic countries.

The venue of the Symposium was the meeting centre of the Danish Society of Engineers, IDA, on the harbour front of central Copenhagen. By providing this facility, IDA constituted the main sponsor of the Symposium, and their cooperation is gratefully acknowledged!

The organizers also would like to thank the participants of the scientific committee and people who have assisted in reviewing papers. Their contributions have been very important to ensure the quality of the Symposium.

Personally, I would like to thank my colleagues in the organizing committee for their true dedication to the project.

*Copenhagen, June 2008*  
Carsten Rode  
Chairman of the organizing committee
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</tr>
<tr>
<td>VANLONDERSEELE, Els</td>
<td></td>
<td>559</td>
<td></td>
</tr>
<tr>
<td>VENDELBØE, Morten V.</td>
<td></td>
<td>135</td>
<td></td>
</tr>
<tr>
<td>VENZMER, Helmuth</td>
<td></td>
<td>277</td>
<td></td>
</tr>
<tr>
<td>VERA, Sergio</td>
<td></td>
<td>393</td>
<td></td>
</tr>
<tr>
<td>VESELSKY, Juraj</td>
<td></td>
<td>685</td>
<td></td>
</tr>
<tr>
<td>VIITANEN, Hannu</td>
<td></td>
<td>927, 935</td>
<td></td>
</tr>
<tr>
<td>VILNITIS, Martins</td>
<td></td>
<td>889</td>
<td></td>
</tr>
<tr>
<td>VINHA, Juha</td>
<td></td>
<td>927, 935</td>
<td>1095, 1245, 1397, 1405, 1413</td>
</tr>
<tr>
<td>VLADYKOVA, Petra</td>
<td></td>
<td></td>
<td>1333</td>
</tr>
<tr>
<td>von WERDER, Julia</td>
<td></td>
<td>277</td>
<td></td>
</tr>
<tr>
<td>VRANA, Tomas</td>
<td></td>
<td>473</td>
<td></td>
</tr>
<tr>
<td>WADSÖ, Lars</td>
<td></td>
<td>919</td>
<td></td>
</tr>
<tr>
<td>WALLBAUM, Holger</td>
<td></td>
<td>567</td>
<td></td>
</tr>
<tr>
<td>WARGOCKI, Pawel</td>
<td></td>
<td>489</td>
<td></td>
</tr>
<tr>
<td>WEITZMANN, Peter</td>
<td></td>
<td>71</td>
<td></td>
</tr>
<tr>
<td>WILLEMS, Wolfgang</td>
<td></td>
<td></td>
<td>1165</td>
</tr>
<tr>
<td>WITTCHEN, Kim B.</td>
<td></td>
<td>605</td>
<td></td>
</tr>
<tr>
<td>WOLOSZYN, Monika</td>
<td></td>
<td>661, 731</td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>Volume 1</td>
<td>Volume 2</td>
<td>Volume 3</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>WURTZ, Etienne</td>
<td>175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YILMAZ, Zerrin</td>
<td></td>
<td>1357</td>
<td></td>
</tr>
<tr>
<td>ZALOK, Ehab</td>
<td></td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>ZILLIG, Wolfgang</td>
<td></td>
<td></td>
<td>959, 983</td>
</tr>
<tr>
<td>ZIRKELBACH, Daniel</td>
<td></td>
<td>213, 253, 441</td>
<td></td>
</tr>
<tr>
<td>ZMEUREANU, Radu</td>
<td></td>
<td></td>
<td>369</td>
</tr>
<tr>
<td>ØYEN, Cecilie Flyen</td>
<td></td>
<td></td>
<td>1197</td>
</tr>
<tr>
<td>ÅHS, Magnus</td>
<td></td>
<td></td>
<td>873</td>
</tr>
</tbody>
</table>
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SUMMARY: The main objective of the research project described in this paper was to study the potential of reducing energy used for ventilating buildings by using low-polluting building materials, without compromising indoor air quality. To quantify this potential, the exposure-response relationships, i.e. the relationships between ventilation rate and the perceived indoor air quality (indoor air quality perceived by humans as opposed to indoor air quality evaluated by chemical measurements), were established for rooms furnished with different more or less polluting materials. Based on these results, simulations of energy used for ventilation were carried out for selected building scenarios. The results show that the exposure-response relationships vary between different building materials. Consequently, the ventilation required to achieve a certain level of perceived indoor air quality varies according to which building materials are used. Furthermore, the results show that the perceived air quality in rooms can be considerably improved when low-polluting building materials are selected and that the improvement is greater than a realistic increase of the ventilation rate. The energy simulations show that selecting low-polluting materials will result in a considerable energy saving as a result of reducing the ventilation rates without compromising indoor air quality. Halving the ventilation rate, which seem to be realistic when low-polluting building materials are used, can reduce the energy used for ventilation by up to 50%. However, the energy savings from using low-polluting building materials are limited by the extent to which ventilation is used to control the thermal environment, i.e. heating and/or cooling the supplied outdoor air.

1. Introduction

There is a need to reduce energy consumption worldwide. One initiative to reach this goal is the EU Directive 2002/91/EC Energy Performance of Buildings (2002) that makes it obligatory to reduce energy consumption in buildings while taking into account the indoor environment. For most buildings this can only be achieved if the energy used for ventilation is also reduced, because it constitutes about 20-30% of the total energy consumed in buildings today. This, however, may lead to reduced ventilation rates and increased levels of air pollution from buildings, people and their activities, and thus to poorer indoor air quality, which contradicts the requirements of the EU Directive. The obvious solution for these apparently opposing requirements would be to reduce the pollution sources indoors.

This paper describes the results of the research project called “Reduced energy use in buildings through selection of low-polluting building materials and furniture”. The main objective of the project was to quantify the extent to which reducing pollution sources indoors by selecting low-polluting building materials would reduce the energy used for ventilation of buildings, without compromising indoor air quality as it is perceived by humans and not as it is defined by the concentration of air pollutants measured using chemical methods. This objective was achieved by summarizing the existing data on the effects of emissions from building materials on perceived air quality, by carrying out experiments in which the effects of using low-polluting building materials on the perceived air quality were examined and related to ventilation requirements, and by performing energy simulations examining the extent to which reducing ventilation rates, as a consequence of using low-polluting building materials, will affect energy use.
2. The effects of using low-polluting materials on ventilation

Several studies have previously investigated the effects of pollution emitted by building materials on indoor air quality as it is perceived by people, and related these effects to ventilation requirements. In these studies, perceived air quality was generally measured by a group of untrained persons who were exposed to air polluted by emissions from building materials and/or rooms and assessed the quality of air immediately upon exposure by rating whether the air quality was acceptable or not acceptable. To examine the effect of ventilation on the perceived air quality when different building materials are selected, the exposure-response relationships between the acceptability of air quality and the dilution achieved by changing the ventilation are created by log-linear regression (Cain and Moskowitz 1974, Knudsen et al. 1998).

The data obtained in previous experiments was summarized and systematized by Knudsen et al. (2006). They concluded that the effect of changing the ventilation rate on the perceived quality of air polluted by different building materials can vary considerably. Consequently there are relatively large differences in the ventilation requirements needed to obtain a certain level of perceived air quality for emissions from different building products. There could be a number of factors causing the observed differences and may for example include: the type of pollution source; psychological factors such as context in which assessments are made (in laboratory vs. in real buildings); expectations and previous experience with odours; the information given concerning the pollution sources before assessments; physiological factors such as more or less adaptation to air pollution; perception of complex odour mixtures from e.g. combinations of building products; chemical/physical factors, e.g. how products interact when air pollution is adsorbed and/or desorbed on material surfaces; and reactive chemistry, e.g. when odorous secondary emissions are formed in reactions with for example ozone. All these factors should be taken into account when investigating the effects of using low-polluting materials on perceived air quality and ventilation requirements.

The summary of Knudsen et al. (2006) showed in addition that there is a lack of systematic experiments in which building materials are first ranked according to their pollution strength, e.g. by using methods applied in labelling schemes (Witterseh 2002) and then the effect on the indoor air quality of using these materials in real rooms is examined. Experiments were carried out to fill this gap (Wargocki et al. 2007). In these experiments a sensory panel assessed the air quality in full-scale test rooms ventilated with three different outdoor air supply rates and polluted by nine combinations of typical building materials including wall, floor and ceiling materials; the materials ranged from high- to low-polluting, and were ranked in this range using sensory assessments of air quality in small-scale glass chambers where they were tested individually following the principles of the Nordtest methods (Nordtest 1990, 1998). The results of this testing are shown in Figure 1 confirming that both high- and low-polluting materials were selected.

The materials tested individually in small-scale glass chambers were examined in combinations in the test rooms. The results of these experiments confirm that reducing pollution sources by selecting lower-polluting building materials, ranked by means of sensory assessments made in small-scale glass chambers, improves the perceived air quality in full-scale rooms where these materials are used. This is exemplified in Figure 2. It shows that the air quality improved when the high-polluting paint on gypsum board (Paint 2) was substituted with lower-polluting paint on gypsum board (Paint 1) or unpainted gypsum board (Gypsum board). The improvement was greater than that achieved by increasing the outdoor air supply rate in a realistic range: a sevenfold increase of the outdoor air supply rate improved acceptability of quality of air polluted by a combination of materials including plastic-coated gypsum ceiling (Ceiling 2), polyolefine flooring (Polyolefine) and paint on gypsum board (Paint 1) less than substituting Paint 1 in this combination with lower-polluting gypsum board (Gypsum board). Similar results were obtained for nearly all other substitutions with the lower-polluting building materials examined (Wargocki et al. 2007).
3. The effects of using low-polluting materials on energy

The results presented in Fig. 2 show that reducing pollution sources by selecting lower-polluting building materials improved the perceived air quality and that this improvement was much greater than the improvement...
of perceived air quality by increasing ventilation rates in a range realistic for indoor environments. To examine the consequences of selecting low-polluting building materials on energy used for ventilation, dynamic simulations were performed of annual energy used for ventilation of a single office room. Simulations of energy used for different ventilation rates in the office were performed. Because the ventilation rates are proportional to the pollution load at a constant air quality level, varying the ventilation rates during simulations was equivalent to changing the pollution load or simply selecting materials that were more polluting or less polluting.

Simulations were performed for 19 different total outdoor air supply rates. The maximum ventilation rate was 117 L/s. It was selected with due consideration to the limitations regarding maximum air velocities in the room. It corresponds to an air change rate of 8 h\(^{-1}\) and it was assumed to be the highest possible ventilation rate that can be delivered to the room without causing any local discomfort due to draught. The lowest ventilation rate was 6 L/s. It is based on the minimum requirements of ASHRAE Standard-62 for the case of adapted occupants (ASHRAE, 2007), i.e. 3 L/s per person.

Different configurations of the office were simulated. The office had two different orientations (windows facing south or north) and three different methods of reducing heat loads: solar shading, cooling the air supplied to the office by the HVAC system and night cooling. In addition, the conditions with normal and reduced heat loads in the office were simulated. In total, 69 different simulations were performed.

The modelled office had a floor area of 19 m\(^2\) and a height of 2.8 m (volume 53 m\(^3\)). It was situated in Copenhagen, Denmark. The office was occupied by 2 non-smoking persons and was equipped with 2 computers, 2 desk lamps and general lighting. The occupants were scheduled to work in the room from Monday to Friday between 8 am and 4 pm excluding public holidays.

The room’s envelope was designed according to Addendum 12 to the Danish Building Regulations (BR95, 2005). The air was supplied to the room by mechanical ventilation and the heating in winter was provided by a radiator. The supply air to the room was provided by a constant air volume (CAV) ventilation system. The air was taken from outside the building and was treated in an air-handling unit consisting of heat recovery unit, heating coil and in some cases cooling coil. No humidification of the air took place. It was assumed that the outside air was clean and that full mixing in the room took place. The heat from the exhaust air was recovered in a heat exchanger with the efficiency of 0.6; no cold or moisture recovery took place. The ventilation system was started one hour prior to arrival of occupants of the office and it was in operation until the end of working hours. Additionally, when the night cooling was simulated, the ventilation system was also operated at night. Infiltration to the room during non-occupancy period was assumed to be 0.2 h\(^{-1}\). During working hours it was increased to 0.4 h\(^{-1}\). The windows could not be opened.

Simulation of annual energy use was carried out using a BSim simulation programme (Witten et al. 2005); the energy used for the heating, ventilation and air-conditioning (HVAC) system was calculated. The energy consumption of the HVAC system includes the energy used for transporting, heating and, when applicable, cooling the air. The energy used for heating comprises that used for radiators and for the heating coil in the air-handling unit. The energy consumption for cooling is the energy consumed by the cooling coil in the air-handling unit. The energy consumption of a fan is proportional to both the airflow and the pressure rise. In the simulations it was assumed that the supply and return fans had flat characteristics within the considered range of airflows. Therefore, the pressure rise was constant in all simulations and the energy consumption by a fan depended only on the airflow. While calculating the total energy consumption for a HVAC system, the weighting factors for different types of energy were used as prescribed in the Danish Building Regulations (BR95, 2005). Assuming an average coefficient of performance (COP) of 2.5 for the cooling system, the cooling energy and the heating energy had the same weight and were added without correction by any factor. The electrical energy for fans was multiplied by a factor of 2.5. The total energy consumption for the HVAC system was thus calculated by adding the cooling and heating energy, and the energy for operation of fans, multiplied by the factor of 2.5.

Figures 3 and 4 show the results of simulations for an office facing south and north, respectively, for the relationships between energy used by the HVAC system and the ventilation rate. Separate relationships are presented for the different conditions simulated. Both figures show that the energy used by the HVAC system can be assumed to increase linearly with the increased ventilation rate, independently of the room orientation and different means of reducing heat in the office. They show also that when night cooling and air cooling are applied, the energy used by the HVAC system increased, as expected.
The results of simulations show that there is considerable potential for saving energy when low-polluting building materials are used. The ventilation rates can then be reduced significantly without compromising the perceived indoor air quality in the office. The greatest potential exists when ventilation is not used to cool the office to avoid overheating. The energy used by the HVAC system can then be reduced by about 90% when the ventilation rate is reduced to the minimum required by ASHRAE Standard 62 (ASHRAE, 2007) as a consequence of selecting low-polluting building materials (see the relationships in Figures 3 and 4 showing the results of simulations in the office ventilated by mechanical ventilation only and when the solar shading was applied). The potential for energy savings is lower when ventilation is used to cool the office so that it does not become overheated for longer periods than those specified in building regulations and standards. The maximum potential for energy savings in this case is illustrated in Figures 3 and 4 by the shaded areas, assuming that the periods with overheating are not longer than those specified by the Danish Standard DS 474 (DS 474, 1993); two cases are illustrated (1) for the office with normal heat loads and (2) when all efforts were made to reduce heat loads (by the application of energy-saving bulbs and low-energy PC monitors to reduce heat loads by 35% at their peak). In the office with normal heat loads, it was possible to decrease the ventilation rate to 32 L/(s•person) for the room with south orientation and 25 L/(s•person) for the room facing north when the supply air cooling, night cooling and solar shading were applied. This corresponds to about 50% reduction in energy use for the HVAC system, compared to the office ventilated with the maximum ventilation rate, but the minimum ventilation rates are still much higher than those prescribed by the current ventilation rates (ASHRAE, 2007; CEN CR 1752, 1998). In the office with reduced heat loads it was possible to reduce the ventilation rate to 16.5 L/(s•person) for the room with south orientation and 6.5 L/(s•person) for the room with north orientation without compromising the requirements of DS 474, the ventilation rates being similar to those specified by current ventilation standards. This corresponds to about 60% to 75% reduction in energy use for the HVAC system. It should be noted that when the office was ventilated by mechanical ventilation only, it was not possible to meet the requirements of DS 474 for either south or north orientation, even when solar shading was applied in the former case; the office was overheated for periods that were too long.
The results presented above show that when the supply air from the ventilation system is used to cool rooms, a great effort must be made to limit the heat gains in order to fully utilize the potential for energy saving when low-polluting building materials are used. This will lead to even higher energy savings as less energy will be used for light and equipment. At the same time, the requirements for both thermal climate and indoor air quality will not be compromised and the requirements of the EU Directive 2002/91/EC Energy Performance of Buildings will thus be met.

4. Conclusions

Data were summarized reporting the relationships between ventilation rate and perceived air quality when building materials are the main pollution sources. They show that these relationships vary for different building materials.

Substituting building materials with materials shown in small-scale chamber tests to be lower-polluting, improved the perceived air quality in full-scale tests.

The improvement of the perceived air quality was greater than the improvement obtained by increasing the outdoor air supply rate within a range that is realistic for indoor settings.

Simulations of the operation of HVAC systems showed that the energy used by a ventilation system for transporting, heating and cooling the air can be assumed to be linearly related to the ventilation rate, e.g. halving ventilation rates can result in up to 50% reduction in energy use.

Energy simulations showed that reducing the ventilation requirements when low-polluting materials are selected will result in potentially large energy savings. However, they also show that the potential for energy saving may be limited if ventilation is used to control thermal conditions, e.g. for cooling the supply air to rooms. In this case, all efforts must be made to minimize heat loads so that energy saving as a result of using low-polluting building materials will be fully utilized.
5. Recommendations for future studies

The exposure-response relationships used in the present work express the influence of pollution from combinations of different building materials and furniture on the perceived air quality. However, the indoor air is also polluted by human bioeffluents. It is therefore recommended to create exposure-response relationships for combinations of building materials and people and in this way investigate how the presence of people influences the ventilation required for acceptable indoor air quality and consequently the energy used for ventilation.

The impact of other methods of improving indoor air quality without unnecessary use of energy should be investigated. These methods include the use of active and passive air cleaners and air-cleaning building materials.

It would be useful to validate the present results obtained in laboratory experiments in existing buildings. Energy simulations for other climate zones would also be useful considering that the energy simulations in the present project were performed only for a hypothetical building located in a moderate climate.
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SUMMARY:
Air tightness is particularly important to achieve buildings with low energy demand. The air tightness requirements in the Norwegian technical regulations, TEK 2007, cause considerable concern for the building industry. Thus there is a growing interest of forecasting whole buildings’ air tightness based on sealing techniques chosen.

In this paper the effects of different window and door sealing techniques on the total air leakage of buildings is investigated. The air change rate requirements investigated were passive house, low energy and according to TEK 2007, the building regulation of Norway 2007. From a selection of 7 different wood-frame standard houses of gross area around 175 m$^2$ an average building was formulated. For this building the effects of different sealing techniques and air change rate requirements were evaluated. This was also done for the most favourable and unfavourable building. This gave a conception of the deviations among the 7 different buildings.

For this selection of buildings, the calculations show that the effects of choosing a favourable building design can reduce the leakages from the windows and doors with about 24 % relative to the average of the 7 buildings. For the unfavourable building, the leakages can increase by about 16 % relative to the average of the 7 buildings. This effect is less notable for the tightest sealing techniques compared to the less air tight.

Calculations also show that the choice of sealing methods has to be more thorough when the passive house standard is to be achieved compared to low-energy or TEK 2007.

1. Introduction
The air change rate [h$^{-1}$] measured during blower door tests is of considerable concern for contractors responsible for the air tightness performance of buildings. To achieve air tight buildings, it is important to know what constructions and methods that are air tight and which are not. This can avoid costly repairs. Air leakages in buildings have many origins, e.g. windows, joints, walls etc. These leakages will depend on craftsmanship, materials and sealing technique to mention a few. An investigation of different sealing techniques of window and door joints was done by Proskiw (1994). Most of the sealing techniques tested were combined with mineral wool insulation in the joints. Proskiw also used interior casing and exterior battens in all measurements.

In addition to measuring different techniques, Proskiw examined the effects of different sealing techniques on a hypothetical 97 m$^2$ bungalow with an air change rate of 1.5 h$^{-1}$ at 50 Pa. In this paper this procedure is repeated, with the addition of varying both the building and the air change rate requirement. As basis for these calculations, measurements done by Relander (2008) will be used. Compared to Proskiw, these measurements were performed without mineral wool in the joints and without interior casing and exterior battens as basis.
2. Method

2.1 Model description and corresponding assumptions

During blower door pressurization of buildings, a certain air leakage is measured $q_{50}$ [m$^3$/h] at 50 Pa pressure difference. The air change rate $n_{50}$ [h$^{-1}$] can be found with knowledge of $q_{50}$ and the volume $V$, as seen in equation (1). Contrarily, if a building has a certain volume and is to satisfy a given air change rate requirement $n_{50\text{max}}$, it is possible to calculate the maximum air flow, $q_{50\text{max}}$ from the relation in equation (1). $q_{50}$ must therefore not exceed $q_{50\text{max}}$ for the building to fall within the air change rate requirement.

\[
 n_{50} = \frac{q_{50}}{V} \quad \Rightarrow \quad q_{50\text{max}} = n_{50\text{max}} V \quad (1)
\]

The $q_{50}$ value will be the sum of the different leakages of the entire building envelope and will depend on craftsmanship, materials and sealing methods, to mention a few. The importance of the sealing methods of windows and doors is now to be investigated. This is done by establishing the model in equation (2).

\[
 C_{wd} = \left( \frac{q_{\text{window joints}} + q_{\text{door joints}}}{q_{50\text{max}}} \right) = \left( \frac{q_{wd}}{q_{50\text{max}}} \right) \quad C_{wd} \geq 0 \quad \left[ \frac{m^3/h}{m^3/h} \right] \quad (2)
\]

The numerator can be interpreted as a completely air tight building with leakages from the window and door joints only. The denominator refers to the same building that just barely falls within the air change rate requirement. Thus $C_{wd}$ can be used to evaluate the relative magnitude of the leakages from the window and door joints. If $C_{wd}$ is zero, there are no leakages from the window and door joints. Consequently there is a buffer to allow for other leakages on the building envelope. Contrarily, if $C_{wd}$ exceeds 1, there cannot be any other leakages on the building envelope for the building to fall within the air change rate requirement.

As can be seen by the numerator in equation (2), it is assumed that the sealing methods of all windows and doors are equal. This was also done by Proskiw (1994). Henceforth therefore joints refers to both window and door joints.

It is clear that the numerator in equation (2) will depend on the sealing technique chosen in the joints as well as the total length of the joints in the actual building. Taking this into consideration and using equation (1) in (2), equation (2) reduces to (3):

\[
 C_{wd} (q'_{wd}, n_{50\text{max}}, L_{wd}, V) = \frac{q'_{wd}}{n_{50\text{max}}} \left( \frac{L_{wd}}{V} \right) \quad \left[ \frac{m^3/h}{m^3/h} \right] \quad (3)
\]

where

\[
 q'_{wd} = \text{Air leakage for actual sealing technique at 50 Pa pressure difference} \quad \left[ \frac{m^3}{hm} \right]
\]

\[
 \frac{L_{wd}}{V} = \text{Total perimeter length of all joints in the building per volume} \quad \left[ \frac{m^2}{h} \right]
\]

\[
 n_{50\text{max}} = \text{Air change requirement for actual building} \quad \left[ h^{-1} \right]
\]
2.2 Overview and description of the parametrical variations in the model

Equation (3) shows that $C_{\text{wd}}$ depends on 4 parameters. But for a specific building, $L_{\text{wd}}$ and $V$ reduces to one quantity. Therefore the parameters reduce to 3 for a specific building. This is emphasized using the parenthesis in equation (3). For this model, it is further clear that for a given $n_{50\text{max}}$ and $q'_{\text{wd}}$ it is the building with the highest $L_{\text{wd}}/V$ that will get the highest $C_{\text{wd}}$. For evaluation of equation (3), the variations described in table 1 were done. Subsequent description of the parametric variations, are explained in the table’s order below the table.

TABLE. 1: Parametrical variations used in accordance with equation (3).

<table>
<thead>
<tr>
<th>Parametrical variation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q'_{\text{wd}}$</td>
<td>7 different sealing techniques. In all 19 variants.</td>
</tr>
<tr>
<td>$n_{50\text{max}}$</td>
<td>Air change rate requirements of 2.5, 1.0 and 0.6 representing conventional Norwegian building regulations 2007, low energy and passive house respectively</td>
</tr>
<tr>
<td>$L_{\text{wd}}/V$</td>
<td>Maximum, average and minimum values were investigated</td>
</tr>
</tbody>
</table>

The sealing techniques can be obtained from Relander (2008) or Proskiw (1994). The former is used in this paper, and a total of 7 different sealing techniques will be used. Totally this results in 19 variations. The calculations will be based on 50 Pa mean pressure difference. More detailed information about the measurements can be found in Relander (2008). It is important to notice that these are one-layer measurements. Each sealing method was tested alone without mineral wool or any other sealing technique.

In the second row of table 1, the air change rate requirements appear. 2.5 h$^{-1}$ is for residential buildings only, and set by the Norwegian building regulation, TEK 2007. There exists no official requirement for low-energy buildings today, but it is common to use 1.0 h$^{-1}$. For passive houses the requirement is 0.6 h$^{-1}$ (Feist, 2002).

As implied by equation (3), the $L_{\text{wd}}/V$ is of importance for the $C_{\text{wd}}$ ratio. For the case of $L_{\text{wd}}/V$, an arbitrarily building could be formulated with basis in assumptions of the geometry. This was done by Proskiw (1994). The disadvantage of this, is the consequences of the assumptions on the results since $L_{\text{wd}}/V$ can vary among buildings. Alternatively, a statistical representative sample of various wood-frame buildings could have been picked out. From that sample the variation in the $L_{\text{wd}}/V$ could be analyzed. Since this is a comprehensive procedure, a middle course was chosen. This was not a statistical representative method, but of interest for the building industry.

From 7 selected wood-frame buildings, $L_{\text{wd}}$ and $V$ were collected. First the average of $L_{\text{wd}}$ for all the 7 buildings was calculated. Secondly the average of $V$ for all the buildings was calculated. The ratio of this gave an average $L_{\text{wd}}/V$ belonging to the so-called average building. These 7 buildings were of approximately the same gross area, and are built by Mesterhus, a Norwegian wood-frame house contractor. The buildings had a gross area of around 175 m$^2$ and can say to indicate typical Norwegian building tradition of today’s standard wood-frame houses.

The $L_{\text{wd}}/V$ for the average building was compared with the one with the highest and the lowest $L_{\text{wd}}/V$ of the 7 buildings. This was to see the effects on different buildings. Since the average building is a result of data collection, the definition of the average building will appear from subsequent chapters.

3. Results

3.1 Variations among the 7 buildings

Before defining the average building, the 7 buildings forming the basis of the average building have to be investigated. The buildings with their respective values from the data collection are shown in ascending order by volume in table 2. The table presents the gross area, $A_g$ of the buildings ranging from 172 m$^2$ to 179.60 m$^2$. The gross areas and volumes are indicated by columns 2 and 3 respectively. The number of windows and doors is
indicated in columns 4 and 5. In columns 6-8 the total lengths of window and door joints as well as their respective sum is indicated. Beneath the horizontal line in the middle of the table, the mean, maximum, minimum values and $\sigma$ and $\sigma_{\text{relative}}$ are indicated.

**TABLE. 2: Wood-frame buildings of gross area around $175 \text{ m}^2$ from Mesterhus sorted in ascending order by volume.**

<table>
<thead>
<tr>
<th>Building</th>
<th>Gross area $A_g$ [m$^2$]</th>
<th>Volume $V$ [m$^3$]</th>
<th>Windows [-]</th>
<th>Doors [-]</th>
<th>Windows $L_w$ [m]</th>
<th>Doors $L_d$ [m]</th>
<th>$L_{wd}$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nelia</td>
<td>179.60</td>
<td>398</td>
<td>20</td>
<td>4</td>
<td>91.60</td>
<td>24.60</td>
<td>116.20</td>
</tr>
<tr>
<td>Mie</td>
<td>176.00</td>
<td>411</td>
<td>25</td>
<td>3</td>
<td>103.50</td>
<td>19.60</td>
<td>123.10</td>
</tr>
<tr>
<td>Karita</td>
<td>172.00</td>
<td>413</td>
<td>19</td>
<td>3</td>
<td>85.60</td>
<td>21.60</td>
<td>107.20</td>
</tr>
<tr>
<td>Miranda</td>
<td>173.00</td>
<td>416</td>
<td>32</td>
<td>4</td>
<td>115.40</td>
<td>24.80</td>
<td>140.20</td>
</tr>
<tr>
<td>Kirsten</td>
<td>176.00</td>
<td>423</td>
<td>24</td>
<td>4</td>
<td>111.20</td>
<td>28.80</td>
<td>140.00</td>
</tr>
<tr>
<td>Mina</td>
<td>172.00</td>
<td>477</td>
<td>20</td>
<td>4</td>
<td>79.80</td>
<td>26.00</td>
<td>105.80</td>
</tr>
<tr>
<td>Marion</td>
<td>176.00</td>
<td>493</td>
<td>28</td>
<td>4</td>
<td>127.00</td>
<td>24.60</td>
<td>151.60</td>
</tr>
</tbody>
</table>

| Mean     | 174.94                   | 432.90              | 24.00       | 3.71      | 102.01            | 24.29          | 126.30      |
| Max      | 179.60                   | 493                 | 32          | 4         | 127.00            | 28.80          | 151.60      |
| Min      | 172.00                   | 398                 | 19          | 3         | 79.80             | 19.60          | 105.80      |
| $\sigma$ | 2.57                     | 34                  | 4.44        | 0.45      | 16.71             | 2.33           | 16.64       |

$\sigma_{\text{relative}}$ | 1% | 8% | 19% | 12% | 16% | 10% | 13% |

From table 2, it is seen that the number of doors differs less than the number of windows. Consequently the total lengths of the joints of doors differ less than for windows. The influences on the $L_{wd}/V$ ratio is shown in figure 1. Figure 1 shows $V$, $L_{wd}$, $A_{wd}/A_g$ and the sum of window and door area per gross area, $A_{wd}/A_g$. $A_{wd}/A_g$ will have influence on $L_{wd}$ and is therefore included in the figure. $A_{wd}/A_g$ usually varies around 0.2 for residential buildings.

**FIG. 1: For the 7 houses the figure shows the variation of $V$ and $L_{wd}$ on the primary axis and $L_{wd}/V$ and $A_{wd}/A_g$ on the secondary axis. The figure is sorted from left to right in descending order by the $L_{wd}/V$ ratio.**
Intuitively, one would believe a correlation between \( A_{wd}/A_g \) and \( L_{wd} \) to exist. This is true for some of the buildings in this selection. Mina and Marion have the smallest and highest values of \( A_{wd}/A_g \). They also have the longest and shortest lengths of joints, respectively. From the same reasoning, one could expect the difference in \( L_{wd} \) for Nelia and Miranda to be negligible. Inspection of the figure shows that \( L_{wd} \) are different. For these two buildings the amounts of windows differs considerably as can be seen in table 2.

When it comes to the \( L_{wd}/V \) ratio, it is clear that the higher the \( L_{wd} \), the higher the fraction \( L_{wd}/V \). For this selection of buildings, it is Marion that has the highest \( L_{wd} \) but the highest \( L_{wd}/V \) ratio is for Miranda. For Marion, it is clear that the higher volume causes the \( L_{wd}/V \) not to be the biggest for this selection of 7 buildings. The smallest \( L_{wd}/V \) is for Mina.

3.2 Defining the average building to be used for the prediction of \( C_{wd} \)

With basis in table 2, the average building is now defined as the ratio of the mean value of \( L_{wd} \) to the mean value of \( V \). This appears from table 3. A discussion of the numbers and geometries of windows and doors for this non-physical building could have been done, but since this is beyond scope here, it is not included.

<table>
<thead>
<tr>
<th>Building</th>
<th>Volume ( V ) [m(^3)]</th>
<th>( L_{wd} ) [m]</th>
<th>( L_{wd}/V ) [m(^2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average building</td>
<td>432.90</td>
<td>126.30</td>
<td>0.29</td>
</tr>
</tbody>
</table>

For the average building, the \( L_{wd}/V \) will be 0.293 when defined as in the left hand side of equation (4), and 0.292 as in the right hand side. This difference is therefore negligible. For simplicity, and to match with equation (3), the right hand side of equation (4) is used henceforth.

\[
\text{Average} \left[ \frac{L_{wd}}{V} \right] = \frac{\text{Average} [L_{wd}]}{\text{Average} [V]} \quad (4)
\]

3.3 The variation of \( C_{wd} \) depending on sealing technique, air change rate requirement and building

Figure 2 shows the \( C_{wd} \) ratio for the average building with different sealing techniques and air change rate requirements. Additionally the effects of choosing a building with favourable and unfavourable \( L_{wd}/V \) compared to the average building are indicated by variation bars. For all sealing techniques and air change rate requirements, the unfavourable building Miranda deviates from the average building upwards by 16 %. Correspondingly, Mina, which is the favourable building, deviates downwards by 24 %.
FIG. 2: The magnitude of $C_{wd}$ depending on sealing technique, air change rate requirement and building. The variation bars indicates from the left the following 3 buildings: Mina, the average building and Miranda.
4. Discussion and conclusions

It is becoming customary to carry out blower door measurements during construction. Typically this is done as a first step when the wind barrier is finished, and secondly after completion. This can also be supplied with measurements after the vapour barrier is finished.

All values in figure 2 are for each sealing technique alone. Figure 2 is therefore best suited for discussing the effects of sealing techniques of joints when the air leakage of the building with wind barrier only is tested. For this case, the joints could be sealed with either tape, wind barrier strips, backer rod with mastic or self expanding sealing strips. These can be called outer sealing techniques among the ones tested.

For the measurement of backer rod, mastic was not included. With basis in figure 2, it is reason to believe that backer rod combined with mastic can give air tight joints. Similarly wind barrier strips or tape can be air tight and suitable sealing techniques also for passive houses. For the self expanding sealing strip, figure 2 shows that only TEK 2007 standard can be achieved for the first step blower door test of the wind barrier. When using tape, figure 2 indicates that this sealing technique can be sensible to workmanship. This is most notable when aiming at low energy or passive house standard for buildings with an unfavourable $\frac{L_{\text{wd}}}{V}$.

One can also imagine a practical case due to faulty workmanship. If neither mineral wool nor outer sealing is used, there is reason to believe that relying on the air tightness of the vapour barrier can be discussable, as implied by figure 2. This is more notable for buildings with unfavourable $\frac{L_{\text{wd}}}{V}$ aiming at passive house standard.

In general figure 2 also shows that the effect of choosing a favourable sealing technique is more important for passive house and low-energy buildings compared to for TEK 2007. Further the figure implies that the geometry of the windows is more important during first step blower door test than for the final blower door test. For the final blower door test the joints should be sealed with mineral wool and inner sealing as well.

Additionally, the effect of unfavourable $\frac{L_{\text{wd}}}{V}$ is more prominent for the less air tight sealing techniques. Figure 1 implies that there are deviations among the total lengths of joints of the various buildings, even though the gross area and $A_{\text{wd}}/A_g$ are virtually the same. Although the data collection is scanty, it can to some extent illustrate the importance that the number of doors and windows can have on $C_{\text{wd}}$. From this it is seen that a certain prediction of $L_{\text{wd}}$ cannot be done with basis in $A_{\text{wd}}/A_g$. One needs to know the geometry and numbers of the windows also. Big $L_{\text{wd}}/V$ therefore is likely to be unfavourable. For a given $A_{\text{wd}}$ therefore bigger windows should be chosen in preference to smaller.

From figure 1, the fact is illustrated that higher volume of a building reduces the $C_{\text{wd}}$ ratio. Therefore a building with unfavourable number and geometries of windows can compensate by increasing the ceiling height. If the volume of Marion was reduced to similar values as for the other buildings, it would get the highest $C_{\text{wd}}$. This illustrates a possible conflict with energy efficient architecture. For design purposes a useful ratio taking this into consideration could be $L_{\text{wd}}/A_c$.

In practice there are many contributions to the total air leakage of a building. Air leakages from joints are only one of them. In order to forecast if a building will fall within the air change requirements in practice, one needs to know all the contribution coefficients $C_i$ of the entire building envelope for the specific building. In sum these have to be less than 1 as stated in equation (5).

$$C_{50\text{max}} = \sum_{i}^{\text{building envelope}} \frac{q_i}{n_{50\text{max}}V} = \sum C_{\text{walls}} + C_{\text{floor}} + C_{\text{roof}} + ... + C_{\text{wd}} \leq 1 \quad (5)$$

$C_{\text{wd}}$ can theoretically be determined in a design phase of a specific building. But the magnitude of the other terms in equation (5) is unknown. Therefore $C_{\text{wd}}$ cannot be used to forecast which buildings that will fall within the air change rate requirement and which that will not.
Finally, it should be mentioned that it is common to install mineral wool insulation in the joints. From figure 2 it is seen that this will contribute considerably to the air tightness. In low-energy and passive houses, the depth of the joints can exceed the ones in Relander (2008). It is therefore clear that this will reduce the air leakages from the joints.
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SUMMARY:
Against a background of advancing climate change, brought about by CO₂ emissions, and rising energy prices, it becomes ever more important to use renewable energy sources and, above all, to improve the energy performance of existing buildings. A significant step in this connection is the introduction of energy certificates for buildings within the EU, which must be accompanied by recommendations for the cost-effective improvement of the building’s energy performance.

The upcoming introduction of this Energy Performance Certificate was the key reason for a research project of the Department of Building Physics at the Technische Universität München. The project’s primary aim is the development of design principles that will lead to a reduction of energy consumption and carbon dioxide emissions in the built stock, using renewable and sustainable materials such as timber and timber derived products. The resulting manual provides technical support for energy consultants in helping them to choose ecological and reasonable energy refurbishment measures. Technical drawings of the particular measures are rounded off with explanation of the main structural and physical aspects as well as cost-effectiveness.

1. Energy savings potential in existing buildings in Germany

In Germany around 30% of end-use energy consumption – and therefore approx. 20% of CO₂ emissions – is accounted for by private households. The main portion of this, at around 76%, falls on space heating (Figure 1).

Against a background of advancing climate change, brought about by CO₂ emissions, and rising energy prices, it becomes ever more important not only to use renewable energy sources and, above all, to improve the energy performance of existing buildings. A comparison between the energy savings that can be gained through targeted

FIG. 1: Left: Breakdown of end-use energy consumption. Right: Breakdown of energy consumption in private households. Figures for 2005 [BMWi]
improvements to existing buildings and the amount of energy currently generated from renewable sources illustrates the potential in this field. In 2006, for example, the estimates for residential buildings alone exceed many times the total figures for energy generated from renewable sources (Figure 2).

There is therefore tremendous potential for saving energy in buildings – primarily through improving thermal insulation, but also through a range of other targeted measures.

2. Energy performance certificates for buildings

A significant step in this connection is the introduction of energy certificates for buildings (Figure 3). Of interest to property owners, buyers and tenants, this certificate sets out in compact form the annual energy requirements of the building in question. It also comes with recommendations on how to modernise the building (structure and installations) with the aim of reducing energy consumption. One problem with this new system is that the persons involved in issuing these certificates come from a range of technical backgrounds, as provided for in the Energy Conservation Regulations 2007 (Energieeinsparverordnung 2007) [BMVBS]. An important aspect of the research was therefore not only to develop sensible eco-friendly improvement strategies as regards a building’s structure and physical properties, but also to produce a practical manual that would give professional support to those persons whose job it is to issue the energy certificates, but whose core competence does not lie directly in the field of construction (e.g. installations engineers, chimney sweeps etc.)

3. Manual of energy-efficiency improvements in buildings

Because of the above-mentioned issue of rising energy costs, many property owners are willing to undertake measures to reduce the energy consumption of their buildings. Yet often there is great uncertainty about what measures to take and how these changes will impact on the look of the building. Worries about possible complications, e.g. damp, also affect decisions, as do concerns about the actual cost-effectiveness of any measures taken.

This frequently leads to owners opting for conventional solutions, such as a composite thermal insulation system based on rigid foam polystyrene. A central aim of the study was to identify sensible alternatives to conventional
modernisation approaches, alternatives that are based on the use of a material that has good ecological, structural and physical properties, is also easy to work and in addition offers great scope in terms of design such as timber and derived timber products.

Timber is an ideal construction material for energy refurbishment measures, not only for the positive carbon dioxide balance (Figure 4) and good recyclability but also for its technical qualities. As a lightweight but strong material, timber is an excellent material for facade cladding [Wegener G., Zimmer B.] [Herzog T., Krippner R., Lang W.].

The resulting manual takes a detailed look at the various options for modernisation, and as such is intended for both energy-certificate issuers and building owners who are interested in more in-depth information. The main aspects covered in the manual are: how to assess the energy performance of an existing building; a review of the requirements that have to be met; a presentation of the options for modernisation; the criteria for selecting options; an itemisation of the expected building costs; and an investigation of the cost-effectiveness of the individual measures.

FIG. 3: Display of energy demand according to the energy certificate for residential buildings, according to the Energy Conservation Regulations 2007 (Energieeinsparverordnung 2007) [BMVBS]

FIG. 4: Energy balance for timber production, white circles showing the cumulated fossil energy demand in comparison to the amount of energy stored within the material (grey circle) [Wegener G., Zimmer B.]
4. Fact sheets

The manual is accompanied a series of fact sheets on the recommended measures (Figure 5) which set out, on a double page, what is involved in each case. They are directed primarily at the property owner and can be included with an energy certificate to provide further information on the recommended modernisation measures. The fact sheets contain a short description of the proposed measure, illustrations to represent the situation before and after measures are taken, a summary of the advantages and disadvantages, an explanation of the main structural and physical aspects such as thermal insulation, thermal bridges, damp proofing, acoustic insulation and fire protection. To conclude the main parameters affecting the cost-effectiveness of the particular measures are set out in a table.

5. Cost-effectiveness analysis

The cost-effectiveness of each individual measure to improve energy efficiency is illustrated in the form of a table (Table 1) which compares the mean costs of carrying out building work to save one kilowatt-hour of heating energy with the mean energy costs to be expected in the future. A range of energy parameters (U-value in the existing building, heating system) is taken into account. An individual modernisation measure is thus only considered cost-effective when the costs for the kilowatt-hour saved lie below the mean energy costs in the time period. This table can help in the initial assessment of the cost-effectiveness of a particular modernisation measure.
6. Conclusion

As the investigation of the individual modernisation strategies showed, the cost-effectiveness of the individual measures varies considerably according to the particular situation of the building in question. Future developments in energy prices also play an important role. The investigation showed that it is certainly possible within the life cycle of the property (here: 20 years) to recoup the initial investment costs, even in difficult situations. This is only achievable, however, with proper professional advice and planning for property in question. Many modernisation strategies, however, such as insulating the uppermost floor, are so simple and cheap to carry out that they are always cost-effective. The resulting manual of energy-efficiency improvements in buildings will be published as soon as the research project is finished and accepted by the sponsor. It is also planned to make the study available for consultation in digital form on the website of ‘Holzbau der Zukunft’ (Timber Structures for the Future) (www.holzbauderzukunft.de).

<table>
<thead>
<tr>
<th>Building costs</th>
<th>from €/unit</th>
<th>to €/unit</th>
<th>unit m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaffolding</td>
<td>6.40</td>
<td>11.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Mineral fibre insulation (λ = 0.040 W/mK)</td>
<td>9.60</td>
<td>15.00</td>
<td>21.00</td>
</tr>
<tr>
<td>Cladding on frame, wood, varnished</td>
<td>82.00</td>
<td>90.00</td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>116.00</strong></td>
<td></td>
<td><strong>m²</strong></td>
</tr>
<tr>
<td>minus base costs ¹)</td>
<td><strong>70.00</strong></td>
<td></td>
<td><strong>m²</strong></td>
</tr>
</tbody>
</table>

**TABLE. 1: Cost-effectiveness (sample table): Insulating a monolithic exterior wall by fitting a ventilated façade.**

<table>
<thead>
<tr>
<th>Cost-effectiveness ²)</th>
<th>from</th>
<th>to</th>
<th>unit W/m²K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing U-value</td>
<td>0.9</td>
<td>1.7</td>
<td></td>
</tr>
</tbody>
</table>

Mean savings in heating energy for building component

<table>
<thead>
<tr>
<th></th>
<th>from</th>
<th>to</th>
<th>kWh/m²a</th>
</tr>
</thead>
<tbody>
<tr>
<td>• old system</td>
<td>71</td>
<td>174</td>
<td></td>
</tr>
<tr>
<td>• modern system</td>
<td>62</td>
<td>153</td>
<td></td>
</tr>
</tbody>
</table>

Mean costs per kWh saved ³)

<table>
<thead>
<tr>
<th></th>
<th>from</th>
<th>to</th>
<th>ct/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>• old system</td>
<td>7.3</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>• modern system</td>
<td>8.3</td>
<td>3.4</td>
<td></td>
</tr>
</tbody>
</table>

Mean energy price ³)

<table>
<thead>
<tr>
<th></th>
<th>from</th>
<th>to</th>
<th>ct/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assuming 6.0 ct/kWh ⁴) and an inflation-adjusted rise in energy prices of...</td>
<td>1%</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4%</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7%</td>
<td>14.6</td>
<td></td>
</tr>
</tbody>
</table>

¹) Costs that would have been incurred anyway during necessary maintenance, e.g. scaffolding, cleaning and where needed renovation of existing render and painting the façade. These are deducted from the total.

²) The cost-effectiveness calculation is based on mean building costs, taking into account any costs that would in any case have been incurred on necessary maintenance (base costs), and an assumed interest rate on the loan of 4%. The measure is deemed to be cost-effective when within the chosen time period the costs of the kWh saved are below the mean energy price.

³) Within the chosen time period of 20 years.

⁴) Date: August 2006.
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SUMMARY:
This article presents measurements and calculations for a prototype counter flow heat exchanger designed for cold climates. A dynamic model of a counter flow air to air heat exchanger taking into account condensation and freezing and melting of ice has been developed and the results of the model are compared to measurements on a heat exchanger prototype. During the measurements freezing occurred in the heat exchanger and the measurements showed that the applied defrosting strategy worked. The calculations show no ice formation but the calculated temperatures are in general close to the measured values. The results show that further improvements in both the computational model and the measurements are necessary to improve the accuracy of the calculations.

1. Introduction
In cold climates heat recovery in the ventilation system is important to reduce heating energy demand in buildings. The efficiency of the heat exchanger is essential to achieve low energy demand and it is now possible to get commercial products for comfort ventilation with efficiencies close to 90%. Ventilation systems for comfort ventilation in houses remove air with a considerable content of water vapour. In Denmark a typical family of four people produces 10 kg of water vapour per day, which has to be removed through ventilation. In the heat exchanger, the exhaust air is often cooled below its dew-point temperature and water condenses. If the surface temperature is below the freezing point, the condensate freezes. Increased efficiency and application in cold climates results in temperatures below the freezing point in the heat exchanger. Frost formation typically reduces the efficiency; the heat transfer rate is reduced and the exhaust air side of the heat exchanger experiences increased pressure drops, as the frost growth blocks the air flow passage. Unless defrosting mechanisms are initialized at this point, the exhaust air flow is eventually blocked by ice. Therefore, there is a need to analyze the possibilities of efficient methods to avoid or remove frost in heat exchangers. In order to analyze the possibilities of avoiding/removing frost formation, models that can predict the dynamic performance of heat exchangers are necessary.

Condensation and frost formation in heat exchangers, with special focus on the heat transfer mechanisms that these phenomena imply, has been the subject of numerous investigations in the past. Heat and mass transfer in situations with condensation are described in Terekov et al. (1998), Jilek and Young (1993) and Brouwers and van der Geld (1996). Iragorry et al. (2004) published a review and comparative analysis of the different methods and approaches for frost formation put forth during the last 20 years of research in the field. Much of the research on condensation and frost formation is mainly focused on applications in the refrigeration industry and therefore previous findings are not necessarily applicable for air to air heat exchanges for comfort ventilation.

The purpose of the presented work is to show the validity of a computational model by comparison of measured and calculated temperature profiles for a prototype heat exchanger with a dynamic defrosting strategy for cold climates. Calculations are performed using a dynamic computational model of heat flow in counter flow air to air
heat exchangers taking into account condensation and frost formation. The model is developed to investigate defrosting strategies. The results show that the calculated temperatures in the heat exchanger are reasonable compared to the measured values, but also shows that further improvements are necessary.

2. Experimental heat exchanger

A new heat exchanger with continuous defrosting for cold climates has been developed and tests of the defrosting strategy shows promising results (Kragh et al., 2007). The heat exchanger consists of two identical sections for cyclic defrosting of one of the sections as shown in figure 1. This design ensures the possibility to remove frost from one section at a time by switching the airflows between the two sections. In that way one section is active and one section is passive regarding the heat exchange. Two electrical valves control the airflows to the two sections. The flow rate of extracted room air is adjusted so the flow through the active and passive section is 90% and 10% respectively. After an adjusted time interval the airflows switch. For the presented results the air flows switch by an interval of 56 minutes. The inlet airflow also switches between the two sections but is always 100% or 0%. The idea is that 10% of airflow of warm extracted air is used to defrost the passive part of the heat exchanger. In warm periods where no freezing occurs, both sections are used simultaneously, maximizing the heat transfer area and thereby the efficiency of the heat exchanger. The heat exchanger is designed for a typical single-family house with a floor area of 100 m² to 140 m². Fulfilling the demands of the Danish building code the necessary air change rate should be 0.5 h⁻¹, which is approximately 150 m³/h.

The heat exchanger made of 5 mm double polycarbonate plates with a wall thickness of 0.5 mm. The final heat exchanger was made of 10 plates placed with a distance of 4 mm as shown in figure 2. The inlet air (cold air) flows in rectangular ducts of the polycarbonate plate and the exhaust air (warm air) flows between the plates. The calculated values of heat transfer coefficients on the exhaust side (warm air) and inlet side (cold air) are 26.3 W/(m² K) and 22.9 W/(m² K) (Kragh et al., 2007). A prototype of the heat exchanger is tested in a test facility that is able to supply air at temperature approximately -10 °C in order to investigate the defrosting strategy. The layout of the test facility is shown in figure 3. Temperature, air flow and relative humidity are measured at inlet and outlet conditions for the two air streams. On the exhaust side temperature is measured five places inside the heat exchanger. Figure 3 shows the position of the thermocouples and measurement of the airflows.

FIG. 1: Heat exchanger principle with defrosting strategy for cold climates
FIG. 2: Layers of 5mm double polycarbonate plates are placed with a distance of 4 mm to provide ducts for inlet and exhaust air. The final exchanger was made of 10 plates where the inlet air (cold air) flows in rectangular ducts of the polycarbonate plate and the exhaust air (warm air) flows between the plates.

FIG. 3: Layout of prototype test facility. The positions for measurements of temperature, flow rate and relative humidity are indicated.
3. Heat exchanger model

A dynamic model of counter flow air to air heat exchangers for comfort ventilation taking into account condensation and freezing has been developed and implemented in Simulink (Nielsen et al., 2008). The heat exchanger model is developed in a 2-D time dependent formulation where the heat exchanger is divided into a number of control volumes as shown in figure 4. The heat exchanger is split into a finite number of segments perpendicular to the flow directions and each segment contain control volumes for the warm air stream, wall material and the cold air stream. The temperature nodes for the air streams are placed at the border where the air leaves the control volume and the temperature node for the heat exchanger wall material is placed in the centre of the wall material.

![Discretization of the heat transfer problem. Segments are indexed with capital letter N and segment borders are indexed with small letter n as shown.](image)

The warm air side is characterized by an inlet temperature $T_{wa,in}$, inlet moisture content $x_{wa,in}$, outlet temperature $T_{wa,out}$, outlet moisture content $x_{wa,out}$, mass flow of dry air $m_{wa}$, and heat capacity of the control volume $C_{wa,N}$. The water (condensate and water from a previous control volume) is characterized by an inlet temperature $T_{w,in}$, inlet mass flow $m_{w,in}$, outlet temperature $T_{w,out}$, and outlet mass flow $m_{w,out}$. The mass flow of water leaving the control volume is calculated from a mass balance based on the moisture entering and leaving the control volume, the water that enters from the previous control volume and the rate of ice mass change, $\dot{M}_{ice,N} \cdot H_{water}$. The heat exchanger wall material divides the two airstreams and is characterized by the wall temperature $T_{wall}$ and wall heat capacity $C_{wall}$. The cold air side is characterized by an inlet temperature $T_{ca,in}$, inlet moisture content $x_{ca,in}$, outlet temperature $T_{ca,out}$, outlet moisture content $x_{ca,out}$, mass flow of dry air $m_{ca}$, and heat capacity of the control volume $C_{ca,N}$. The energy flows for each control volume in the segments and the mass balance for water are given by

\[
C_{wa,N} \frac{dT_{wa,n}}{dt} = \left(h_{wa,n-1} - h_{wa,n} \right) \cdot m_{wa} + \Phi_{wa,N} + c_{pw} \cdot \left(m_{wa,n-1} \cdot T_{wa,n-1} - m_{wa,n} \cdot T_{wa,n} \right) \tag{1}
\]

\[
C_{ca,N} \frac{dT_{ca,n-1}}{dt} = \left(h_{ca,n} - h_{ca,n-1} \right) \cdot m_{ca} + \Phi_{ca,N} \tag{2}
\]

\[
C_{p,N} \frac{dT_{p,N}}{dt} = -\Phi_{wa,N} - \Phi_{ca,N} + H_{a} \cdot \left(T_{p,N-1} - T_{p,N} \right) + H_{a} \cdot \left(T_{p,N+1} - T_{p,N} \right) + \dot{M}_{ice,N} \tag{3}
\]

\[
0 = m_{wa,n-1} - m_{wa,n} + \left(x_{wa,n-1} - x_{wa,n} \right) \cdot m_{wa} - \dot{M}_{ice,N} \tag{4}
\]

where $h_{wa}$ and $h_{ca}$ are the enthalpy of the moist air in the warm and cold air streams, $H$ is the heat transfer coefficient for the heat flow in the wall material perpendicular to the air flows and $c_{pw}$ is the heat capacity of water. Heat is transferred to the heat exchanger wall material by convection and phase changes and in the axial direction through the heat exchanger material. Phase changes only occur on the warm side of the heat exchanger where the air is cooled. It is assumed that the phase changes occur on the surface of the wall material and that the heat related to the phase change is absorbed directly in the wall material. Condensation occurs when the saturation moisture content of the air leaving the control volume is lower than the moisture content of the air entering the control volume. In this situation it is assumed that the air leaving the control volume is saturated.
with moisture otherwise the moisture content is unchanged. Freezing takes place when the wall temperature is below 0 °C. During freezing it is assumed that all water flowing into the control volume and all condensate produced in the control volume freezes. During melting it is assumed that the temperature of the wall material is 0 °C until all the ice in the control volume is melted. Further details on the model and implementation in Simulink are described in Nielsen et al. (2008).

4. Results

Calculated and measured results are compared for two experiments where freezing was observed during the experiments. During the experiments the conditions of the air flows were very constant and the conditions for the simulations are based on average values from the experiments. The conditions used in the simulations for the two experiments are given in table 1. The heat exchanger is modelled using 10 segments. The segments are placed so the boundaries of five segments are located at temperature measurement points in the experimental setup. Table 2 summarises the size of each segment, their location from the top (where exhaust air enters the heat exchanger) and temperature measurement points. The segments are not of equal size. Condensation and frost will mainly occur in the bottom part of the exchanger and the heat exchanger is therefore divided into smaller segments in the lower part.

**TABLE 1: Temperatures, moisture content and air flows used as input to the computational model for the two experiments.**

<table>
<thead>
<tr>
<th></th>
<th>Ex. 1</th>
<th>Ex. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor air temperature, °C</td>
<td>21.5</td>
<td>20.6</td>
</tr>
<tr>
<td>Indoor moisture content, kg/kg</td>
<td>0.0096</td>
<td>0.0076</td>
</tr>
<tr>
<td>Outdoor air temperature, °C</td>
<td>-6.0</td>
<td>-6.4</td>
</tr>
<tr>
<td>Air flow on exhaust (warm) air side, m³/s</td>
<td>0.0330</td>
<td>0.0222</td>
</tr>
<tr>
<td>Air flow on inlet (cold) air side, m³/s</td>
<td>0.0306</td>
<td>0.0218</td>
</tr>
</tbody>
</table>

**TABLE 2: Size and location of each segment in the model of the heat exchanger. Distances are given from the top where exhaust air enters the heat exchanger. Points where temperatures are measured in the experimental setup are marked by X.**

<table>
<thead>
<tr>
<th>Segment nr.</th>
<th>Area, m²</th>
<th>Distance, m</th>
<th>Temperature measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5 · 2.18</td>
<td>0.22</td>
<td>X (Extracted air)</td>
</tr>
<tr>
<td>2</td>
<td>1.98</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.48</td>
<td>0.67</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>4.46</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.97</td>
<td>1.42</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td>1.49</td>
<td>1.57</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.49</td>
<td>1.72</td>
<td>X</td>
</tr>
<tr>
<td>8</td>
<td>1.49</td>
<td>1.87</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.49</td>
<td>2.02</td>
<td>X</td>
</tr>
<tr>
<td>10</td>
<td>0.5 · 2.18</td>
<td>2.24</td>
<td>X (Outlet air)</td>
</tr>
</tbody>
</table>
Only one section of the heat exchanger is modelled and the results show temperatures for both the active and inactive period. The air flow of exhaust air switches between 90% and 10% of the total flow given in table 1 during the active and inactive period. The air flow of inlet air switches between 100% and 0% of the total flow given in table 1 during the active and inactive period. The air flows switch with an interval of 56 minutes.

Figure 5 shows the measured and calculated temperature profiles through the heat exchanger at the end of the active period for the two experiments. The temperature at $x = 0$ m is the boundary condition of the exhaust air. The measured results are shown for three different active periods and are very similar. The calculations are performed with the moisture content from the experiments and for a case with no moisture in the exhaust air. It is seen that the moisture content of the exhaust air has a large influence on the temperature profiles. The calculated and measured temperature profiles in the heat exchanger are in good agreement but a large deviation is found for the outlet temperature at $x = 2.24$ m in experiment 1. In both cases, the calculated outlet temperatures are higher than the measured values. During the experiment freezing was observed in the heat exchanger. The calculations at the other hand show no freezing in the heat exchanger at the given conditions.

The model calculates the dynamic development of temperatures in the heat exchanger as a function of time. The measured and calculated temperatures at the five measurement points inside the heat exchanger are shown in figure 6 for the two experiments. The figure starts with an active period and shows four periods of 56 minutes. During the active periods the calculated and measured temperatures are in good agreement. During the inactive periods the measured temperatures rise more rapidly than the calculated temperatures. At the end of the active period all the measured temperatures end up close to the temperature of the exhaust air with the exception of the lowest measured temperature. The calculated temperatures show a slower rise and are further from the exhaust conditions at the end of the inactive period. The results for experiment 1 in figure 6 (top) shows that all the calculated temperatures are close to the exhaust conditions at the end of the active period and a large deviation is found compared to the measured temperatures for the lowest point in the heat exchanger. The results for experiment 2 in figure 6 (bottom) shows that only the two top most calculated temperatures are close to the exhaust conditions at the end of the active period. The results show a larger deviation compared to the measured values in the middle of the heat exchanger, but for the lowest measurement point the calculated and measured values are in good agreement at the end of the inactive period.
FIG. 6: Measured (dotted lines) and calculated (full lines) temperatures inside the heat exchanger. The curves show from the top down the exhaust air temperatures at distances 0.22m, 0.67m, 1.42m, 1.72m and 2.02m from the top of the heat exchanger. Top: Experiment 1. Bottom: Experiment 2.

During the inactive period there is no flow of inlet air (cold air) in the heat exchanger and in the model it is assumed that there is no heat transfer between the heat exchanger plate and the inlet air stream during this period. In the real situation heat transfer due to natural convection is present, which may account for some of the deviations between the measured and calculated temperatures during the inactive period.

Several of the measured values are uncertain. The measurement of temperatures on the exhaust side inside the heat exchanger is done by thermocouples on a string running through one duct. The distance between the plates in the duct is 4 mm and the thermocouples can be in more or less contact with the heat exchanger wall. In addition, the temperatures are only measured in one duct, so non uniform conditions in the heat exchanger may influence the results. The flow distribution of the exhaust air between the active and inactive side is approximately 90% versus 10%. The actual flows in the two directions are not measured. The influence of different flow distributions on the calculated temperatures is shown in figure 7 for experiment 2. Figure 7 (left) shows the temperature profile at the end of the active period and figure 7 (right) shows the temperature profile at the end of the inactive period for three different flow distribution situations where the total exhaust flow is distributed with 95%, 90% and 80% in the active side and respectively 5%, 10% and 20% in the inactive side. It is seen from figure 7 (left) that the flow distribution has only a small influence on the temperature profile in the active period. From figure 7 (right) it is seen that the flow distribution has a significant influence on the temperature profile at the end of the inactive period.

In general, the model shows reasonable agreement with the measured values. The largest errors are found during the inactive period and to further improve the calculations it is necessary with a better model of the inactive period. In order to improve the model it is necessary to have more controlled experiments for validation. The uncertainties regarding temperature and flow measurements are quite large and especially the flow distribution is important for the results during the inactive period.
5. Conclusion

A dynamic computational model of heat flow in counter flow air to air heat exchangers taking into account condensation and frost formation is evaluated. The results of the model are compared with measured temperature profiles for a prototype heat exchanger with an active defrosting strategy for application in cold climates. The calculated results show reasonable agreement with the measured values considering large uncertainties on the measured values. The results also show that it is necessary to improve the calculation model for more precise estimation of temperatures and frost formation in the heat exchanger and that it is necessary with more controlled experiments in order to validate improvements in the model.
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SUMMARY:
The performance of an inexpensive floor heating system is studied by means of a numerical simulation tool. The study deals with an energy efficient detached single-family house. A building with such low space heating demand (25-30 kWh/m²/year) yields a low floor surface temperature and this in turn means that the so-called self-regulating effect is significant. Initially, the design of the pipe circuits is studied. Especially the allocation of heat between different rooms are studied; the purpose is to find a design where the set-up of required fluid supply temperatures are as uniform as possible among the pipe circuits. Detailed simulations of the heating season is conducted for two simulation cases, one with a constant supply temperature, derived from the initial simulations; and a second case with a variable supply temperature. The results yield an apparent effect of self-regulation; the heat flux from the embedded floor heating pipes increases when the indoor air temperature declines and can be totally blocked when high indoor temperatures arise. Furthermore, excess heat is transferred from over-tempered zones towards the manifold assembly in the hydronic system. The occurrence of heat extraction trough floor heating pipes in certain zones has a levelling effect of the indoor temperature distribution.

1. Introduction

1.1 Background
This paper considers the combination of a hydronic floor heating system and a detached single-family house with a low energy demand for space heating. The idea is to explore the possibility to use an inexpensive and uncomplicated hydronic heat supply system that operates with as low supply temperature as possible. Heat losses from the building are kept down by means of a well-insulated building envelope and balanced mechanical ventilation system with an efficient air-to-air heat recovery unit.

Any floor, wall or similar low temperature heating system, that utilise large internal areas to supply space heating are influenced by the so-called self-regulating effect. The self-regulating quality of a low temperature heating system operates entirely without any active control system. A typical floor heating system today has a thermostatic control system that regulates the mass flow of warm water to each individual room. The control system consists of temperature sensors in each room and valves that are either fully open or fully closed. These valves are situated at the manifold assembly at the return side of the pipe circuits. The cost for temperature sensors, valves and so on are significant in comparison with the cost for the entire floor heating system. Thus, if thermostatic valves and temperature sensors were excluded in the design, the cost for floor heating would decrease. When the active control system is excluded, the self-regulating process would be the only instrument that in some sense regulates the rate of heat supply.

Low energy residential buildings have been an issue for research and a major concern for the construction industry for many years. In recent years, the so-called passive house concept was introduced in the Nordic countries. A number of passive house projects have been conducted. The cornerstone in the passive house concept is a very low space heating demand. Furthermore, the heat demand is entirely supplied by means of an electric or hydronic heat battery situated within the supply air duct. This supplementary heating of the supply air is preferred since the method is supposed to be the most cost-effective method to supply such small amount of heat into the building. Passive houses do not have any hydronic heating system or floor heating system. Extra costs for a supreme building envelope, which is necessary to lower conductive and air infiltration heat losses, is partly paired off against the fact that a traditional heat supply system is excluded.
Newly built detached single family houses in Sweden and Denmark are almost entirely designed with a floor heating system. In bathrooms, where bare feet are placed on top of a ceramic floor, the heated floor is necessary in order to ensure a comfortable contact temperature. Floor heating is preferred because of many subjective qualities, such as thermal comfort, aesthetic and fashion, rather than technical and economical qualities.

A low energy concept for a house equipped with an inexpensive floor heating system, combines customer demands and the ambition to build energy efficient residential houses. By constructing the house with a genuine, but still inexpensive, space heating system ensures that the inhabitants can adjust the indoor temperature according to their preferences. Thus, a genuine space heating system will rule out the possibility that inhabitants e.g. set up electric heaters to uphold thermal comfort.

1.2 Self-regulation process

In the case of a floor heating system, heat conducts from embedded pipe circuits upwards through the concrete slab towards the floor surface. However, the heat balance at the surface will influence the upward heat flux from the pipe circuit towards the surface. The indoor temperature may deviate from the required indoor temperature due to time variations in heat gains and losses. The heat flux density at the floor surface changes instantly whenever the room conditions change. In essence, when the indoor temperature increase - the heat supply from the warm floor decreases; or the opposite, when the indoor temperature decrease - the heat supply increases. These backlash reactions indisputably control the heat supply from the floor heating system in accordance to the present conditions within the room. The surface heat flux density may change due to variations in solar radiation intensity at the floor surface, convective heat transfer between the indoor air volume and the floor surface or by means of long wave radiation exchange between internal surfaces within the room enclosure. These heat transfer modes are all transient and interconnected to each other.

A small total heat loss from a building with floor heating yields in a low supply temperature for all pipe circuits that runs all along the floor construction. Thus, the surface temperature of the heated floor is just a few °C above the desired room temperature. A small difference between floor surface and room temperature results in a large potential for self-regulation of the heat supply to the room. In the case of a residential building, the main advantage achieved by the self-regulation effect is to ensure that the heat supply to the room stops or decreases when high heat gains, such as solar radiation, are present.

2. Method

The concept of a low energy residential house with a simplified floor heating system is explored by means of numerical simulations. Karlsson (2006) developed a comprehensive numerical simulation model for embedded building integrated heating systems. The simulation model allows for a detailed thermal system analysis of a building equipped with building integrated heating, in this case floor heating. Especially the interior surface heat balance and the heat exchange process that takes place along embedded hydronic pipes is computed in detail. The net radiation exchange method (Hottel et al. 1967; Karlsson et al. 2005) allows for a transient computation of long wave radiation exchange within enclosures. The distribution of solar radiation within each zone is computed according to the method given by Judkoff (1995). All transmitted solar radiation hits initially the floor surface evenly. It is assumed that a diffuse reflection take place at the floor surface. Hence, the reflected part from the floor surface is allocated to walls, windows and to the ceiling. For the convective heat transfer at the heated floor surface, an empirical model derived by Awbi et al. (1999) is applied. In this paper, the model by Karlsson (2006) is developed further to comprise multi-zone simulations.

3. Description of the studied building

The plan of the building is inspired from a newly built existing detached single-family house. The total floor area is 105m². This building is broken up in seven rooms, see Figure 1. Based on the plan from the existing building, extra insulation is added in all parts of the building envelope, windows with lower U-values are also applied. Furthermore, the ventilation principle is changed from a mechanical exhaust air system with an exhaust air heat pump to a balanced mechanical ventilation system with air-to-air heat recovery. The building is located in Gothenburg at the south-west coast of Sweden, climate data with hourly resolution from the year of 1991 is applied in all simulation cases.
3.1 Building envelope

All external walls are made of a conventional wooden frame structure with thermal insulation, which are covered with internal gypsum boards and external wooden cladding. The U-value of the walls, roof and ground is 0.203, 0.101 and 0.117 W/m$^2$/K respectively. All U-values includes the effect of thermal bridges in the thermal envelope. The entire building envelope including windows has an average U-value of 0.196 W/m$^2$/K.

3.2 Windows and shading

Energy efficient windows with triple glazing panes, inert gas and a low emission layer are used; the U-value is 1.1 W/m$^2$/K for the entire window including thermal bridges. The simulation tool takes into account transmittance of solar heat trough windows according to orientation, tilt and transmittance of the windowpanes. The climate file includes both direct and diffuse solar radiation with one-hour resolution. The terrain around the building is considered not causing any shading of the façade at any time of the year. In order to estimate a realistically influence from solar heat gains, the use of shading devices such as blinds or curtains is included; the shading coefficient is set to 0.48 for all windows. All interior materials have a solar absorptivity of 0.6.

3.3 Mechanical ventilation, infiltration and cross ventilation

A mechanical ventilation system supply 40 l/s of air to the building. The heat recovery unit preheats the airflow before the supply air enters room 3, 5, 6 and 7. Exhaust air is taken from room 1, 3 and 4. The air-to-air heat recovery unit has a bypass function that is activated each time the common exhaust air temperature (before the heat recovery unit) exceeds +24°C. When the heat recovery unit is disabled, the supply air temperature equals the outdoor air temperature. The bypass function is enabled until the common exhaust air temperature has declined under +21°C. The heat recovery unit has a temperature efficiency equal to 0.85.

The assumed infiltration of outdoor air is 0.025h$^{-1}$. All leakage paths are distributed evenly within the building. The assumed air tightness represents a very well planed and skillfully constructed building. A correct operation of a balanced ventilation system is ensured when the building envelope is sufficiently airtight. It is important to reduce heat losses due to infiltration when low energy buildings are considered.

Controlled cross ventilation is assumed whenever heat gains give rise to high indoor air temperatures. Every time the air temperature exceeds +25°C, an extra outdoor airflow of 1 h$^{-1}$ is supplied to a single room in the building. This extra airflow is supplied to the room until the air temperature has declined under +22°C.

3.4 Internal heat gains

A daily profile that takes into account daily variations in the use of household electricity is applied in order to estimate internal heat gains. Besides the daily profile, a yearly variation is also accounted for; Bagge et al. (2006) and Bennich (2008) give the applied yearly and daily profiles. The average supply of domestic electricity is 4.5 W/m$^2$ for the entire year, 70% of the electric energy is assumed to contribute to the heating of the building. The average heat supply from persons is estimated to 1.0 W/m$^2$. 

---

Figure 1 Plan of the studied building.
4. Detailed description of floor heating system and studied simulation cases

4.1.1 Basic design of the floor heating system

An embedded hydronic floor heating system is installed in the lower part of a 100mm thick concrete slab foundation. The system is made of flexible cross linked polyethylene pipe loops where warm water is circulated. Over the entire concrete slab, the centre-to-centre distance between the pipes is 300mm. Each room is connected to a central manifold assembly with one or two pipe circuits, depending on the heat demand and the size of the room. Zone 3 and 4 have 12mm ceramic plates as floor covering, all other zones has 12mm parquet floor.

4.1.2 Allocation of heat between zones

Commonly, there are differences in heat demand between rooms in a building. The heat flux injected by the floor heating system in a certain room depends on the supply fluid temperature, the fluid flow rate in the pipe circuit and thermal properties of the floor heating construction. These parameters are adjusted during the design of the floor heating system in order to match the heat demand for each room. However, in practice only flow rate and thermal properties of the floor heating system, such as centre-to-centre distance between the pipes and floor covering, are adjustable on zone level. Since the design proposal does not permit thermostatic valves and the fact that the supply temperature is common for all pipe circuits, the variation in supply temperature demand between zones should be as homogeneous as possible. Otherwise, it is not possible to attain a uniform indoor temperature.

A potential problem is rooms where the heat demand is comparatively much higher (or lower) than the rest of the zones in the building. Although a high flow rate, tightly packed pipes and high conductive floor covering is applied, the needed supply temperature may still be too high in comparison to the supply temperature demand in other zones. A possible solution is to reduce the heat losses since these are the origin to the problem.

4.1.3 Finding an appropriate system design - simulation case 1, 2 and 3

Simulation case 1, 2 and 3 consider the month of February. The general design of the floor heating system and especially zone 7 is decided by means of a simplified steady-state calculation. The steady-state calculation is based on the thermal conductivity for a representative two-dimensional cross-section of the floor heating system, which is easily pre-calculated in a separate software, and the heat loss factor for of the building. For this steady-state calculation, the temperature decline that takes place along the pipe circuits is assumed linear. The choice of design parameters is afterwards verified by means of the detailed simulation tool.

The design procedure focus on the coldest month taking all climatic parameters as monthly average values; in February, the average outdoor temperature is -3.3°C and the average solar gain is 1.32 W/m² (floor area). The heat loss factor, 74 W/K, for the entire building and an assumed temperature decline of 0.75°C between supply and return fluid flows yields the total fluid flow (0.338 l/s). The total fluid flow is allocated between the zones in relation to the heat loss factors on zone level. The distribution of fluid flows is set to be constant throughout all simulation cases, see category axis within Figure 2.

For each zone, a simplified steady-state calculation yields the required $\Delta T_{\text{supply}}$ (difference between supply fluid temperature and indoor air temperature), see Figure 2. The common supply temperature for all zones is found by using the floor-area-weighted $\Delta T_{\text{supply}}$, which equals +3.1°C for case 1. Thus, +23.1°C is selected as fluid supply temperature in simulation case 1-3.

The required $\Delta T_{\text{supply}}$ in zone 7 (case 1) is significantly higher than the mean $\Delta T_{\text{supply}}$, see Figure 2. Therefore, the centre-to-centre distance between the pipe loops is tightened in zone 7. Thus, zone 7 is now heated with two evenly sized pipe circuits (centre-to-centre distance of 150mm). The new design (case 2) lowers the needed supply temperature by almost 1.0°C. However, in order to reduce the heat demand in zone 7, a final modification (case 3) is applied; the north-orientated window is excluded and the insulation of the exterior wall is improved. The enhanced wall has a U-value of 0.130 W/m²/K. Finally, zones 3, 5 and 7 has a uniform supply temperature demand, see case 3 in Figure 2.

4.1.4 Study of the heating season – simulation case 4 and 5

The heating season is studied by means of two different control strategies. The heating season starts the 1st October and ends the 1st May. In case 4, the same configuration as in simulation case 3 is applied, only the
length of the simulation is changed. The supply temperature is still constant and based on the average conditions during the coldest month of the heating season.

In case 5, the concept of a constant supply temperature is changed in favour for a variable supply temperature. For each day throughout the heating season, the area-weighted ∆T_supply is pre-calculated in a similar manner as in case 1-4. The applied supply temperature curve is given by a running mean value, which is based on the past four days; see right-hand side in Figure 2. The selected period of the past four days is related to the intrinsic time-scale for the whole building, which is approximately 4 days.

Figure 2 Left-hand side: Range of variation of ∆T_supply based on simplified steady-state calculations (average heat gains and losses throughout February). The horizontal line represents the area-weighted ∆T_supply from simulation case 1. The right-hand side illustrates conditions applied in simulation case 5; ∆T_supply for the area-weighted running mean (4 day period) during the entire year.

5. Results from detailed transient simulations

5.1 Study of zone 7 during February - case 1, 2 and 3

The simulation of case 1 yielded an indoor air temperature in zone 7 less than +20°C for approximately 88% of the time in February, see Figure 3. In comparison with case 1, the indoor air temperature in zone 7 increases with roughly 0.6°C for the entire period when case 2 is studied. The same observation is evident when the heat flux from the pipe circuit towards the concrete slab in case 2 is compared with case 1; see right-hand side in Figure 3. This increase is particularly obvious when conditions in zone 7 allows for the highest heat fluxes; when the heat flux is smaller the difference between case 1 and 2 is marginal. However, the heat flux from the pipe is still not enough to supply the room with the sufficient amount of heat; the indoor air temperature is less than +20°C for three quarters of the time in February. When the reduction of the transitive heat loss is applied in case 3; the indoor air temperature has evidently increased. The value of +20°C is exceeded for more than half the time. The minimum temperature is around +18°C during a very limited period. The heat flux density from the pipe circuit has simultaneously decreased; see Figure 3. While changing the construction in zone 7, the simulated indoor air temperature in the adjacent room (zone 6) is more or less unaffected, see left-hand side in Figure 3.

5.2 Study of the heating season with constant supply temperature – case 4

The simulation yielded a heat supply of 30.8 kWh/m² to the floor heating system. According to Figure 4, the indoor air temperature is above +20°C for all zones during approximately 80-95% of the heating season. Temperatures above +24°C occur rarely in all rooms. However, over-temperatures appear more frequent in zone 1, 3 and 7 mostly due to higher solar gains in these three rooms compared to zone 5 and 6. This is also the cause behind the fact that the embedded pipes extract heat from these three zones during approximately 7-10% of the period, see right-hand side of Figure 3.

The total heat flux, injected into the system at the manifold assembly, is studied in conjunction with the area-weighted indoor air temperature; see the left-hand side in Figure 6. The lower the indoor temperature is, the higher the heat flux rate is. During the heating season, the heat supply is occasionally blocked although the indoor air temperature is as low as +22°C. A similar relation is found when the outdoor temperature in conjunction with the heat flux is studied; see the right-hand side in Figure 6.
5.3 Study of the heating season with pre-calculated supply temperature – case 5

A heat supply of 24.9 kWh/m² is found when the heat fluxes are summed up. Compared to case 4, the indoor temperatures decrease in case 5, which is a patently obvious result due to the decreased supply temperature, see Figure 5. Furthermore, the heat exchange between pipe and concrete has manly decreased when the heat flux is relatively low; see right-hand side Figure 5. Heat is never supplied to the floor heating system when the outdoor temperature exceeds +13°C. In addition, the maximum heat supply occurs during the coldest day of the heating season; at the same time, the indoor air temperature is the lowest, see Figure 7.

![Figure 3 Duration diagrams illustrating differences in air temperature and heat flux density from the floor heating system (per m² floor) between the different simulation cases.](image1)

![Figure 4 Duration diagrams for simulation case 4 during the entire heating season. On the left-hand side: Indoor air temperatures. On the right-hand side: Heat flux from the floor heating pipes towards the concrete slab.](image2)
Figure 5 Duration diagrams for simulation case 5 during the entire heating season. On the left-hand side: Indoor air temperatures. On the right-hand side: Heat flux from the floor heating pipes towards the concrete slab.

Figure 6 Point diagram illustrating the supplied heat flux to all pipe circuits and air temperatures. On the left-hand side is the area weighted indoor air temperature for the entire house applied. On the right-hand side is the outdoor air temperature applied. Each point represents the average conditions for one hour. The figure is valid for simulation case 4.

Figure 7 Point diagram of heat supply and indoor air temperature as a function of the outdoor temperature. The figure is valid for simulation case 5.
6. Discussion and conclusion

In simulation case 4 is the supply temperature not influenced by external climate variations; although, whenever the indoor temperature decline, the heat supply increases and vice versa, see Figure 6. It can be concluded that the heat extraction from the floor pipes is adapted to the heat demand of the building. Furthermore, the point diagram given by Figure 6 gives a clear illustration of the self-regulating quality of the studied building. The greater the slope of the scatter is the more significant is the self-regulation effect.

Variation of several factors in the design of the heating system is not included in this paper. Presumably are the thermal resistance and the heat capacity of the floor covering important quantities in the context of self-regulation. Another interesting factor is the area of the tempered building component in relation to the heat demand. The prospect to use internal walls as building integrated heating components is believed to contribute to a more significant self-regulation.

Another quality of a low temperature floor heating is the fact that a small heat flux can be extracted from over-tempered rooms. The peak value of the extracted heat flux is in the same range as the supplied heat flux; however, the duration of the heat extraction is relatively short. Thus, this quality contributes to an equalization of indoor temperatures. Furthermore, airflows between rooms that are driven by temperature differences are not included in the simulation model. Thus, the equalization of indoor air temperatures is actually more significant than the simulation results yields.

In simulation case 5 falls the indoor temperature below +20°C quite regularly despite the outdoor temperature, see right-hand side in Figure 7. The results indicate a problem with the selected control method. The more simple method in case 4 yields overall higher indoor temperatures. However, the supply temperature is too high in the beginning and the end of the heating season. An enhanced and simple control method is essential in order to apply the concept of a low temperature floor heating system in an existing building.

If the building concept includes a simplified low temperature floor heating system, engineers and architects must consider restrictions related to the heating system. For instance, simulation case 1-3 illustrate the importance of an integrated design process; the plan of the building cannot contain zones where the heat demand is significantly larger than the rest of the building. In addition, the choice of floor covering material is an aesthetic factor that strongly influences the function of the floor heating system.
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SUMMARY:
In the house that has a crawl space with the insulated foundation walls and non-insulated floor over the crawl space, if all the crawl space can be heated, then the entire floor will be heated, and as the result whole the space of the first floor will become the radiant heating environment. We call this heating system ‘Crawl-space heating’. In this paper, the crawl-space heating system combined with the thermal storage using an air source heat pump as a heat source is introduced. To verify the efficiency of this heating system, field test was carried out in an experimental house and following facts were revealed. In the period from 23:00 to 7:00, that is off-peak electrical load period in Japan, the heat pump generates about 80 MJ heat and supplies the heat to the thermal storage equipments. In the same period, about 40 % of the supplied heat was stored in the thermal storage equipments and the balance 60 % was used to heat the crawl space. In the period from 7:00 to 23:00, that is peak period, the stored heat in the thermal storage equipments was released to the air coming from the fans and was used to heat the crawl space. Under the condition of the crawl-space heating, the radiant heating environment was obtained in the room. In the environment, vertical temperature distribution was small and floor-surface temperature was higher than the space. Furthermore, the difference between the room temperature in the first floor can be minimized as far as the adequate circulation of the warm air in the crawl space is secured and also the thermal conductivity of the floor material is good enough to transmit the heat in the crawl space to the above room.

1. Introduction
There are many ways for heating for detached houses. They can be divided into roughly two ways, one is convective air heating and the other is radiant heating. Convective air heating has some disadvantages compared with radiant heating. Convective air heating tends to make the temperature of the lower part of the room lower than that of the upper part. The moving dry air that blows to the body makes the people in the room uncomfortable. On the other hand, radiant heating does not have such disadvantages and it is becoming preferable.

As to the heating area of a house, there are roughly two ways. One is partial heating and the other is whole house heating. Partial heating has high risks of causing condensation and vascular disorders such as cerebrovascular disease, whereas whole house heating has low risks of them. To warm up whole house, it is needed to build well-insulated and highly airtight house and install the suitable heating system.

At the house that has a crawl space with the insulated foundation walls and non-insulated floor over the crawl space, if all the crawl space can be heated, then the entire floor will be heated, and as the result whole the space of the first floor will become the radiant heating environment. We call this heating system ‘Crawl-space heating’. To make the same heating environment in the first floor using the general floor heating system, it is
needed to install the system in the whole floor of the first floor. On the other hand, in the case when using the
crawl-space heating, it is only needed to install the heating system in the crawl space.

To heat the crawl space, several heat sources such as an electric-resistance heater or a gas boiler can be
considered. If the climatic condition of the area is suitable for using a heat pump (Schibuola 2000), more
efficient heating can be expected by using it because it has ability to output several times more thermal energy
than the inputted electrical energy. The heat source the coefficient of performance (COP) of which is over 1 is
only the heat pump. In Japan, which is comparatively warm climate, the heat pump can be used as a heat source
for heating.

Furthermore, combining the crawl-space heating with the thermal storage would bring about some benefit in the
countries where electrical energy consumption varies greatly during day and night. If some of the peak load
could be shifted to the off-peak load period, better power generation management can be achieved. In order to
narrow the gap between the peak and the off-peak electrical demand, the electric price in the peak load period is
usually set higher than that in the off-peak load period in many countries. Then the shift of electrical
consumption from the peak load period to the off-peak load period by using the thermal storage will provide
significant economic benefit.

In this paper, the crawl-space heating system combined with the thermal storage using the air source heat pump
for space heating as the heat source is presented. The schematic diagram of this heating system is shown in Fig.
1. A heat pump, a fun and thermal storage equipment are installed in the crawl space. The heat pump supplies
heat to the thermal storage equipment by using cheap off-peak electricity. The thermal storage equipment
consists of sensible thermal storage materials and spaces through which air from the heat pump or the fan flows
exchanging the heat with the materials. At the off-peak period, some of the heat from the heat pump is stored in
the thermal storage materials and the heat not stored is used to heat the crawl space. At the peak period, the
stored heat in the thermal storage materials is released to the air coming from the fan and is used to heat the
crawl space.

There have been some studies of floor heating system combined with thermal storage (For example, Lin et al.
2005). However, heat pump has not been used as the heat source in those studies. There have been some studies
of heat pump combined with thermal storage. Badescu (2003) used the thermal storage to store the collected
solar energy that was used to operate a solar assisted heat pump system. Long and Zhu (2008) used the thermal
storage in a heat pump water heater. Fujita (2007) developed a model to study the thermal performance of the
crawl-space heating combined with thermal storage using a heat pump as a heat source. However, experimental
study about the heating system has not appeared so far.

The objective of this work is to verify the efficiency of this heating system experimentally. Specifically, the
indoor thermal environments such as vertical and horizontal temperature distributions were measured and the
quantities of the stored and the released heat in the thermal storage equipment were estimated by the field tests
that were carried out in an experimental house in Osaka, Japan.
2. **Experimental Set-up**

Field tests were carried out at the west end of an experimental house in Osaka, Japan from December 18 to 28, 2006. Figure 2 and Figure 3 show the foundation plan and the first-floor plan together with the temperature measurement points. Figure 4 shows a cross section.

*FIG. 2: Foundation plan showing measurement points.*

*FIG. 3: First floor plan showing measurement points.*

*FIG. 4: Cross section.*
The house was two-storied with other rooms to the east of the experimental section separated by a 1 m wide corridor running from north to south. The wall of the section facing the corridor had the same specifications as the outer walls. The crawl space of the corridor was connected with outdoor through openings of the foundation walls and the corridor was not heated. Therefore, the experimental section could be considered thermally as a detached house.

The floor of the experimental section consisted of sleepers, joists, plywood 12 mm thick, and wooden flooring 12 mm thick. The ground surface of the crawl space was covered with concrete 200 mm thick. The foundation walls of the crawl space were insulated by extruded polystyrene 100 mm thick. The edge parts of the slab concrete were insulated by extruded polystyrene of 50 mm thick and 500 mm width. The heat loss from the experimental section to the outdoor per floor area was estimated 2.3 W/m²K.

A 6.0 kW heat pump was installed in the Northwest section of the crawl space. Two fans were installed also in the Northwest section of the crawl space. Two thermal storage equipments were installed in the west section of the crawl space and they were connected to the heat pump and also to each fan respectively by insulated ducts.

Figure 5 and Figure 6 show a horizontal cross section of the thermal storage equipment and a vertical cross section of that. The thermal storage equipments consist of sensible thermal storage materials and spaces through which air from the heat pump or the fan flows exchanging the heat with the materials. The physical properties of the materials are shown in Table 1.

The heat pump was set to 30 °C and operated from 23:00 to 7:00 that is off-peak period in Japan. The fans to promote the release of the stored heat were operated from 7:00 to 23:00.

Three auxiliary fans producing airflow 650 m³/h respectively were operated to control the air current in the crawl space. As shown in Fig. 2, they were installed to move the air from the West to the Southwest, from the West to the East and from the Southwest to the Southeast respectively.

<table>
<thead>
<tr>
<th>TABLE. 1: Physical properties of sensible thermal storage materials.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific heat</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Thermal conductivity</td>
</tr>
</tbody>
</table>
3. Results and discussions

Figure 7 shows the vertical temperature distributions at each point shown in Fig. 3 at 12/21 14:00. The temperatures at 50 mm and 1,200 mm above the floor were almost the same and the floor-surface temperatures were higher than the space temperatures. From these results, it was verified that the radiant heating environments were formed in the room by the crawl-space heating.

![Figure 7: Vertical temperature distributions at each point shown in Fig. 3.](image)

Figure 8 shows the temperatures at 1,200 mm above the floor in the room on the respective points shown in Fig. 3. The differences between the temperatures of each measuring points were less than 2 °C except for the East and the Northeast. Figure 9 shows the temperatures of the respective points of the floor-surface. The temperatures were higher than 18 °C except for the East and the Northeast. The low temperatures at the East were due to the low thermal conductivity of the floor material, i.e. Japanese mat called ‘tatami’, the thickness of which was 50 mm and its thermal conductivity was about 0.1 W/mK. Figure 10 shows the crawl space temperatures at 300 mm below the floor under-surface in the crawl space on the respective points shown in Fig. 2. The temperatures of the Northeast were lower than the other points. Following reasons are considered. There was no auxiliary fan at the opening of the partitioning foundation wall between the East section and the Northeast section and there was no adequate opening in the partitioning foundation wall between the Northeast section and the Northwest section. Consequently, the warm air from the thermal storage equipment could not circulate to the heat pump or to the fans through the Northeast section.

![Figure 8: Temperatures at 1,200 mm above floor in room on respective points shown in Fig. 3.](image)
These results prove that the difference between the room temperature in the first floor can be small by applying the crawl-space heating as far as the adequate circulation of the warm air in the crawl space is secured. Furthermore, the thermal conductivity of the floor material must be good enough to transmit the heat in the crawl space to the above room.

Table 2 shows the quantities of generated heat by the heat pump and those of stored and released heat in the thermal storage equipments. The quantities of generated heat were estimated from the difference between the entering air temperature to the heat pump and the leaving air temperature from the heat pump with the specific heat of the air and the flowing air volume using the Equation (1).

\[ Q_g = \sum_{t=23}^{7} \left\{ \rho_a C_p V_a \left( T_{out,t}^{HP} - T_{in,t}^{HP} \right) \Delta t \right\} \]  

where

- \( Q_g \): quantity of generated heat by heat pump from 23:00 to 7:00 (J)
- \( \rho_a \): density of air (kg/m\(^3\))
- \( C_p \): specific heat at constant pressure (J/kgK)
- \( V_a \): flowing air volume through heat pump and thermal storage equipments (m\(^3\)/s)
- \( T_{out,t}^{HP} \): leaving air temperature from heat pump (K)
- \( T_{in,t}^{HP} \): entering air temperature to heat pump (K)
- \( \Delta t \): measurement interval (s), (=300s)

and \( \sum_{t=23}^{7} \) means sum from 23:00 of previous day to 7:00.
The quantities of stored and released heat were estimated from the difference between the entering air temperature to the thermal storage equipments and the leaving air temperature from the equipments with the specific heat of the air and the flowing air volumes using the Equations (2) and (3).

\[
Q_s = \sum_{t=7}^{23} \left( \rho_a C_p V_a \left( T_{in,t}^{TS} - T_{out,t}^{TS} \right) \Delta t \right)
\]

(2)

\[
Q_R = \sum_{t=7}^{23} \left( \rho_a C_p V_a \left( T_{out,t}^{TS} - T_{in,t}^{TS} \right) \Delta t \right)
\]

(3)

where \( Q_s \) : quantity of stored heat in thermal storage equipments (J)
\( T_{in,t}^{TS} \) : entering air temperature to thermal storage equipments (K)
\( T_{out,t}^{TS} \) : leaving air temperature from thermal storage equipments (K)
\( Q_R \) : quantity of released heat in thermal storage equipment (J)

From 23:00 to 7:00, the quantity of generated heat was about 80 MJ and that of stored heat was about 30 MJ, and the balance 50 MJ was used to heat the crawl space. From 7:00 to 23:00, the heat pump was not in operation, and the stored heat of 30 MJ was released to the air coming from the fan in order to heat the crawl space. Figure 11 shows the quantities of released heat at each hour from 12/24 7:00 to 22:00. From these results, it was verified that about 40 % of the generated heat was stored in the thermal storage equipments from 23:00 to 7:00 and this stored heat could be used to heat the crawl space from 7:00 to 23:00.

<table>
<thead>
<tr>
<th>Period</th>
<th>Generated heat (MJ)</th>
<th>Stored heat (MJ)</th>
<th>Released heat (MJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/19 23:00 – 12/20 7:00</td>
<td>77</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>12/20 7:00 – 12/20 23:00</td>
<td></td>
<td></td>
<td>28</td>
</tr>
<tr>
<td>12/20 23:00 – 12/21 7:00</td>
<td>78</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>12/21 7:00 – 12/21 23:00</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>12/21 23:00 – 12/22 7:00</td>
<td>76</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>12/22 7:00 – 12/22 23:00</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>12/22 23:00 – 12/23 7:00</td>
<td>76</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>12/23 7:00 – 12/23 23:00</td>
<td></td>
<td></td>
<td>29</td>
</tr>
<tr>
<td>12/23 23:00 – 12/24 7:00</td>
<td>77</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>12/24 7:00 – 12/24 23:00</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>12/24 23:00 – 12/25 7:00</td>
<td>79</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>12/25 7:00 – 12/25 23:00</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>12/25 23:00 – 12/26 7:00</td>
<td>77</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>12/26 7:00 – 12/26 23:00</td>
<td></td>
<td></td>
<td>29</td>
</tr>
<tr>
<td>12/26 23:00 – 12/27 7:00</td>
<td>75</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>12/27 7:00 – 12/27 23:00</td>
<td></td>
<td></td>
<td>28</td>
</tr>
</tbody>
</table>
4. Summary and Conclusions

In the house that has a crawl space with the insulated foundation walls and non-insulated floor over the crawl space, if all the crawl space can be heated, then the entire floor will be heated, and as the result whole the space of the first floor will become the radiant heating environment. We call this heating system ‘Crawl-space heating’.

A crawl-space heating system combined with the thermal storage using the air source heat pump as the heat source was introduced. To verify the efficiency of this heating system, field test was carried out in an experimental house in Osaka, Japan.

A heat pump, two fans and two thermal storage equipments were installed in the crawl space. In the period from 23:00 to 7:00, that is off-peak electrical load period in Japan, the heat pump generates about 80 MJ heat and supplies the heat to the thermal storage equipments. In the same period, about 40% of the supplied heat was stored in the thermal storage equipments and the balance 60% was used to heat the crawl space. In the period from 7:00 to 23:00, that is peak period, the stored heat in the thermal storage equipments was released to the air coming from the fans and was used to heat the crawl space.

Under the condition of the crawl-space heating, the radiant heating environment was obtained in the first floor. In the environment, vertical temperature distribution was small and floor-surface temperature was higher than the space. Furthermore, the difference between the room temperature in the first floor can be minimized as far as the adequate circulation of the warm air in the crawl space is secured and also the thermal conductivity of the floor material is good enough to transmit the heat in the crawl space to the above room.

5. References


Accuracy of the Calculation of Heating and Cooling Energy Needs in Nordic Conditions

Timo Kalema, professor, 
Department of Mechanics and Design, Tampere University of Technology; 
timo.kalema@tut.fi

Petri Pylsy, M. Sc. Student, 
Department of Mechanics and Design, Tampere University of Technology; 
petri.pylsy@tut.fi

KEYWORDS: Buildings, heating, cooling, energy, calculation.

SUMMARY:
In a joint Nordic research – Nordic Thermal Mass – it was compared calculation results for energy need obtained with six simulation programs and one program based on the monthly energy balance method of EN 832. The level of complexity of these programs was different. The calculations were made for a single-family house and for an apartment flat fulfilling the Finnish building regulations and using the weather data of Helsinki. The inaccuracy in the calculated needs for heating energy approximately was 5 kWh/m²/a (8 %). In the cooling energy the inaccuracy was much higher, 5 kWh/m²/a (50 %) for the single-family house and 20 kWh/m²/a (45 %) for the apartment flat.

The monthly energy balance method ISO FDIS 13790 gives accurate results for heating energy when the building’s time constant is at least approximately 50 h. For smaller time constants there is an error in the utilisation factor leading to too high heating energy needs. This error can be seen by comparing the utilisation factors of ISO FDIS 13790 with those calculated by the simulation programs of our study. On the other hand the utilisation factor of ISO FDIS 13790 seems to be correct, when the building’s time constant is at least 50 h. This means that the building should include at least one massive surface, e.g. a massive floor.

1. Introduction

There are in principle two levels in the energy analysis of buildings. It can be used thermal simulation programs or calculation methods based on a monthly energy balance. A simulation program here means a program which uses a short time-step in calculations (typically one hour) and which calculates at the same time heating and cooling energy needs and the interior temperature. There are many buildings’ thermal simulation programs having different principles and complexity e.g. in calculating convection, thermal radiation between rooms’ surfaces and transient conduction. In this study six simulation programs were used.

An energy balance method calculates only monthly heating and cooling needs. From these the perhaps best known method is the standard proposal ISO FDIS 13790, Thermal Performance of Buildings – Calculation of Energy Use for Space Heating and Cooling (2005). This is a modification and an addition to the standard EN 832 Thermal Performance of Buildings – Calculation of Energy Use for Space Heating. The latest version of ISO FDIS 13790 also includes a calculation method for monthly cooling energy and a simplified hourly calculation method for heating and cooling energy.

The role of buildings’ energy analysis using calculations is coming more important also due to new regulations. The directive on the energy performance of buildings (EPBD, 2002) demands, that the energy efficiency (e.g. energy consumption/floor area) must be calculated for new buildings in the design phase. EPBD also demands the use of an energy certificate for buildings, when they are sold or rented. This certificate is based for new buildings on calculations. It is naturally important that these calculations are made in an accurate way.

The accuracy of buildings’ energy calculations depends on three issues:

1. On the skills of the modeller to describe the reality into a calculation model
On the reliability of physical input data (e.g. dimensions of surfaces, values of materials’ thermal properties, heat transfer coefficients) and on the calculation method used.

The first two issues are not handled here. It is clear that the more skilled and experienced the modeller is and the more reliable input data is obtainable the more reliable results he/she can obtain. However, interesting is to find out if more complex analysis methods give more accurate results and if there are some faults in the simplifications used in the monthly calculation method. E.g. the correctness of the gain utilisation factor of ISO FDIS 13790 has been questioned sometimes, partly therefore that its origin and background is unclear.

The accuracy of buildings’ energy analysis is a much studied issue in international co-operation (e.g. IEA work of Lomas (1994, 1997)). However, there is no much information on the reliability of the accuracy of energy calculation in Nordic climate and for Nordic buildings and what is the accuracy of the standard proposal ISO FDIS 13790.

The results of this study are based on the research Kalema & al (2006). This was a joint Nordic research, which was financed by the building material industry. There were involved researchers from Finland, Sweden and Norway from two universities (Tampere University of Technology and Kungliga Tekniska Högskolan), two research institutes (VTT and Sintef) and three companies (maxit energy Ab, Cementa Ab and Ax-Consulting Oy). Six thermal simulation programs CONSOLIS ENERGY (Jóhannesson, 2005), IDA Climate and Energy (2006), SciaQpro, VIP (2002), VTT House model (Tuomaala, 2002) and TASE (Kalema, 1992) and a monthly energy balance method (maxit energy (2006) based on EN 832) were used. From the six simulation programs CONSOLIS ENERGY and VIP are less complex than the four other.

2. Utilisation factor for heat gains and heat losses

The central idea in ISO FDIS 13790 is to take into account the useful part of internal and solar heat gains in the energy need for heating by using the gain utilisation factor. Correspondingly the useful heat loss can be taken into account in the energy need for cooling by using the loss utilisation factor. The utilisation factor is a correlation equation based on thermal simulations. It has been studied e.g. in the PASSYS project (1989). However, its exact background is ambiguous.

We have compared in this study two forms of gain utilisation factors; those of EN 832 and ISO FDIS 13790 (Eqs. 3 and 4) and those presented by van Dijk & Arkestejn (Eq. 9). Parameters $a_0 = 1.0$ and $\tau_0 = 15$ h of ISO FDIS 13790 are the same both in the calculation of monthly heating energy using the gain utilisation factor as well as in that of monthly cooling energy using the loss utilisation factor.

The gain utilisation factor for heating (subscript H) is defined by Eq. 1 and the loss utilisation factor for cooling (subscript C) by Eq. 2:

$$ Q_{NH} = Q_{LG} - \eta_{GH} Q_{GH} $$  \hspace{1cm} (1)  
$$ Q_{NC} = Q_{LC} - \eta_{LC} Q_{LC} $$  \hspace{1cm} (2)  

$Q_N$ is monthly energy need (H heating, C cooling)  
$Q_L$ is monthly heat loss  
$Q_G$ is monthly heat gain (internal and solar gains)  
$\eta_G$ is monthly gain utilisation factor for heating  
$\eta_L$ is monthly loss utilisation factor for cooling

The standard proposal ISO FDIS 13790 gives for the gain utilisation factor for heating ($\eta_{GH}$) Eq. 3 as a function of the gain/loss ratio ($\gamma_{GH}$). Correspondingly, for the loss utilisation factor for cooling ($\eta_{LC}$) Eq. 4 is given as a function of the loss/gain ratio $\lambda_{LC}$. In addition there are equations for the special case when the gain/loss ratio is exactly 1:

$$ \eta_{GH} = \frac{1 - \gamma_{GH} a_H}{1 - \gamma_{GH}^{a_H + 1}} $$  \hspace{1cm} (3)
\begin{align}
\eta_{LC} &= \frac{1 - \lambda_{LC}^{aC}}{1 - \lambda_{LC}^{aC+1}} \quad (4) \\
\gamma_{GH} &= \frac{Q_{GH}}{Q_{LH}} \quad (5) \\
\lambda_{LC} &= \frac{Q_{LC}}{Q_{GC}} \quad (6)
\end{align}

The total heat loss \( Q_L \) is the sum of transmission (\( Q_T \)) and ventilation heat losses (\( Q_V \)) and the total amount of heat gains (\( Q_G \)) consists from the internal heat gains (such as lighting and heat from appliances and persons) (\( Q_i \)) and from the solar heat gains (\( Q_S \)), which mainly consists from the solar radiation transmitted trough windows.

The dimensionless parameters \( a_H \) and \( a_C \) in Eqs. 3 – 4 are calculated from Eq. 7, which is the same for heating and for cooling:

\[ a = a_H = a_C = a_0 + \frac{\tau}{\tau_0} \quad (7) \]

\( a_0 \) is parameter, which is \( a_0 = 1.0 \) for continuously heated buildings and for monthly calculations

\( \tau_0 \) reference time constant, which is \( \tau_0 = 15 \) h for continuously heated buildings and monthly calculations

The time constant of a building or its zone is

\[ \tau_H = \frac{C_m}{H_L} \quad (8) \]

\( C_m \) is internal heat capacity of the building or its zone

\( H_L \) heat loss coefficient of the building or its zone

van Dijk & Arkesteijn (1987) report as a result of the PASSYS project some gain utilisation factors. From the equations they have studied the best fit for the gain utilisation factor for the cases of our study seems to be obtainable with Eq. 9:

\[ \eta_{GH} = 1 - e^{-K} \quad (9) \]

with the values \( K = 1.35 \) and \( D = 0.27 \) for a massive building and \( K = 1.19 \) and \( D = 0.0 \) for a light building.

When evaluating the validity of the monthly utilisation factors of Eq. 3 and Eq. 9 reference utilisation factors of this study are calculated monthly from two simulations using Eq. 10. Simulation 1 is made using a fixed interior temperature (both the heating and the cooling set point temperatures are 21 \( ^\circ \)C), which gives a heat loss comparable with that of ISO FDIS 13790. Simulation 2 is made using real set-point temperatures (21 \( ^\circ \)C for heating and 25 \( ^\circ \)C for cooling in this study). The latter calculation gives a real heating energy need. With these two simulations twelve monthly values for the gain utilisation factor are obtained from Eq. 10:

\[ \eta_{GH} = \frac{Q_{L1} - Q_{NH2}}{Q_{GH}} \quad (10) \]

\( Q_{L1} \) is monthly heat loss from simulation 1 calculated at a fixed interior temperature

\( Q_{NH2} \) monthly heating energy need from simulation 2 with real set point temperatures

\( Q_{GH} \) monthly total heat gain (same in both simulations)

In this study the utilisation factors were mainly analysed using TASE and CONSOLIS ENERGY programs.
3. Input data of calculations

Calculations were made for a 162 m$^2$ single-family house and for apartment flats having either a single-zone 57 m$^2$ flat or a double-zone 78 m$^2$ flat. The flats are located on the second or on the third floor of a four-storey building, so that the floor and the ceiling are interior surfaces. The basic model for both building types is a double-zone model, but also single-zone modelling is used. In addition the single-family house is also calculated as a 15 room model with the VTT House model.

The basic direction of the exterior facade of the single-family house is east – west. The main windows (45 % from the total window area) are facing towards south and the total window area/floor area is 12 %. The basic direction of the exterior facade of the double-zone model of the apartment flat is north – south. The main windows (84 % from the total window area) are facing towards west and the total window area/floor area is 25 %. For the single-zone flat the window is facing towards west and its size/floor area is 21 %.

The single-family house is a ridge roofed building having alternatively four structures; the extra light, the light, the semi-weight and the massive ones. Their thermal capacities per floor area are 45 - 560 kJ/K/m$^2$ and their time constants 15 – 190 h, when the building is modelled as a single-zone one (TABLE 1). The U-values of the corresponding components of the exterior envelope are exactly the same for all structures and fulfil the present Finnish building regulations (2003). For the sake of simplicity and unambiguity the floor is assumed to be a ventilated floor, below which exterior temperature prevails.

The apartment flat has two constructions; the extra-light and the massive one. Their thermal capacities and time constants for the double-zone case are 55 and 1330 kJ/K/m$^2$ and 17 and 410 h, respectively. In the extra-light flat all constructions (floor, ceiling, exterior wall and interior walls) are light and in the massive one they are heavy (concrete). Because we have studied only one light apartment flat structure, it is later called also the light one.

The set point temperature for heating is 21 °C and that for mechanical cooling 25 °C. Mechanical cooling was used to prevent the overheating of rooms in summer and to describe the natural ventilation used during summer time. The ventilation air change rate was for the single-family house 0.58 1/h and 0.75 1/h for the flat. Correspondingly the efficiency of the heat recovery system was for the single-family house 0.50 and 0.30 for the flat. The internal heat gains of both building types were 5 W/m$^2$ calculated per floor area on the average. They were 50 % convective and 50 % radiative. The weather data used was the synthetic weather of Meteonorm for Helsinki (Meteonorm, 2005).

Also in order to avoid unambiguity as far as possible due to different modelling principles in different simulation programs the long-wave radiation and the absorption of solar radiation on exterior walls and roofs was neglected as it also usually is neglected in calculations made by ISO FDIS 13790.

4. Accuracy of calculating of heating and cooling energy

The absolute inaccuracy in calculating the annual heating energy is approximately 5 kWh/m$^2$ for the single-family house as well as for the apartment flat, when the evaluation is made using the results of 4 or 3 programs (TABLES 2 and 3). For the annual cooling energy the corresponding inaccuracy for the single-family house is approximately 5 kWh/m$^2$, but for the flat clearly poorer, approximately 20 kWh/m$^2$. As relative inaccuracies these are 8 – 55 %. The relative inaccuracy in cooling energy is high due to the small absolute energy need.

If the calculation results for the annual energy need of the single-family house are compared by neglecting the effects of the zoning (single-zone, double-zone or a detailed 15- zone model) and those of the thermal mass (an extra-light or a massive building) the heating energy needs calculated are 58 – 76 kWh/m$^2$ and the cooling energy needs 4 – 20 kWh/m$^2$ (FIG. 1). The clearly highest energy needs are obtained with the 15 zone VTT House Model with closed interior doors. In this case, simultaneous heating and cooling increases both heating and cooling energy needs. Thus from the point of the accuracy of the results it is extremely important that the specification of the calculation is made detailed enough.

The calculation of the cooling energy of a flat is really a challenging task. Part of the great differences of TABLE 3 can be due to various ways to utilize outdoor air for cooling in the simulation programs. However, this does not change the fact, that the calculator obtains very different results.

The monthly calculation method of ISO FDIS 13790 gives for the cooling energy of the extra-light and the massive single-family houses approximately 7 and 1 kWh/m$^2$a, which are slightly lower than the values obtained.
with IDA and TASE programs (TABLE 2). Thus, it can be stated that the results obtained with ISO FDIS 13790 for cooling energy are comparable with those of the simulation programs, when the total inaccuracy of all calculations is taken into account.

**TABLE 1:** Thermal capacities and time-constants of the single-family house studied.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Structure</th>
<th>Thermal capacity</th>
<th>Time constant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>kJ/Km$^2$</td>
<td>h</td>
</tr>
<tr>
<td>ExL</td>
<td>Extra-light, all structures light</td>
<td>45</td>
<td>15</td>
</tr>
<tr>
<td>Lig</td>
<td>Light, concrete floor, other structures light</td>
<td>190</td>
<td>64</td>
</tr>
<tr>
<td>SWe</td>
<td>Semi weight, block walls, concrete roof and floor</td>
<td>430</td>
<td>150</td>
</tr>
<tr>
<td>Mas</td>
<td>Massive, all structures concrete</td>
<td>560</td>
<td>190</td>
</tr>
</tbody>
</table>

**TABLE 2:** Maximum differences in the energy needs of the double-zone case of the single-family house. Results of IDA, CONSOLIS ENERGY, TASE and SciaQPro.

<table>
<thead>
<tr>
<th>Thermal mass</th>
<th>Energy</th>
<th>Energy need</th>
<th>Difference between max and min energy needs</th>
<th>Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max. kWh/m$^2$/a</td>
<td>Min. kWh/m$^2$/a</td>
<td>Absolute kWh/m$^2$/a</td>
</tr>
<tr>
<td>Mas</td>
<td>Heating</td>
<td>63.8</td>
<td>58.8</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>Cooling</td>
<td>7.8</td>
<td>3.5</td>
<td>4.3</td>
</tr>
<tr>
<td>ExL</td>
<td>Heating</td>
<td>66.5</td>
<td>61.2</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>Cooling</td>
<td>12.5</td>
<td>7.0</td>
<td>5.5</td>
</tr>
</tbody>
</table>

* Calculated from the greater energy consumption

**TABLE 3:** Maximum differences in the energy needs of the double-zone case of the apartment flat. Results of CONSOLIS ENERGY, TASE and SciaQPro.

<table>
<thead>
<tr>
<th>Thermal mass</th>
<th>Energy</th>
<th>Energy need</th>
<th>Difference between max and min energy needs</th>
<th>Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max. kWh/m$^2$/a</td>
<td>Min. kWh/m$^2$/a</td>
<td>Absolute kWh/m$^2$/a</td>
</tr>
<tr>
<td>Mas</td>
<td>Heating</td>
<td>68.2</td>
<td>63.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>Cooling</td>
<td>42.0</td>
<td>22.0</td>
<td>20.0</td>
</tr>
<tr>
<td>ExL</td>
<td>Heating</td>
<td>71.8</td>
<td>66.0</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>Cooling</td>
<td>49.5</td>
<td>28.0</td>
<td>21.5</td>
</tr>
</tbody>
</table>

* Calculated from the greater energy consumption
5. Gain utilisation factor

The accuracy of the gain utilisation factor of Eqs. 1 and 3 is essential in the accuracy of the calculation of energy need according to ISO FDIS 13790. The background and the validity of Eq. 3 is somehow ambiguous. FIG.2 shows the gain utilisation factor for the extra-light single-family house calculated with TASE and CONSOLIS ENERGY programs and those calculated with Eqs. 3 and 9. Each point presents one monthly calculation result. The utilisation factors of ISO FDIS 13790 as well as that of van Dijk & Arkesteijn give clearly too low values for the extra-light building. This error can also be seen from FIG. 1 in which the heating energy of the extra-light building is approximately 15% higher than that of the massive building, when the energy need is calculated using EN 832. The right value for this difference is approximately 3% according to the simulation models of this study.

On the other hand FIG. 3 shows that the gain utilization factor of ISO FDIS 13790 gives a good fit for the massive house compared with the simulation results obtained with TASE and CONSOLIS ENERGY. This good fit is obtained also for the light and the semi weight houses. The practical validity area for the use of ISO FDIS 13790 is that the building must have at least one massive surface (usually floor) when its time constant and thermal capacity are at least 50 h and 150 kJ/Km$^2$. However, the exact validity area was not tried to find out in this study.

Same results as for the single-family house were obtained for also for the apartment flat. The utilization factor of ISO FDIS 13790 was valid for the massive apartment flat but gave too low values for the extra-light flat without any massive surfaces.
FIG. 2: Gain utilisation factor for the extra-light single-zone, single-family house according to TASE, CONSOLIS ENERGY, ISO FDIS 13790 and van Dijk & Arkesteijn (IEA).

FIG. 3: Gain utilisation factor for the massive single-zone, single-family house according to TASE, CONSOLIS ENERGY, ISO FDIS 13790 and van Dijk & Arkesteijn (IEA).
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SUMMARY:
External climatic conditions such as outdoor air temperature and solar radiation fluctuate randomly with time, and cause the random fluctuation of room air temperature, humidity and heating/cooling load. So far, the authors have presented a method which analyzed the stochastic properties of room air temperature, humidity and heating/cooling load assuming that the probability distribution of the external parameters is Gaussian (Normal). In this paper, a new method is proposed which gives the (probability) density function of room air temperature and heating/cooling load taking into account non-Gaussian external climates. This method is a simple extension to the second-order analysis already shown in previous papers. A thermal system composed of one mass (node) is used to examine the relationship between the eigenvalue of the system and the degree of non-Gaussianity. Next, the similar calculation using a simple room clarifies the influence of non-Gaussianity on room air temperature and heating/cooling load. The utility of the second-order calculation method, which gives only the mean and variance, is discussed through comparison with the present results.

1. Introduction

Exact estimation and prediction of heating/cooling load is required for an energy saving design and operation of both a building and its air-conditioning systems. For this purpose, an appropriate meteorological data and a method of thermal calculation are necessary. Since the external conditions such as outdoor temperature and solar radiation change randomly, it has to be considered in the load calculation. In this regard, we have been investigating calculation methods of the room temperatures and loads mainly in case of intermittent heating/cooling. In these analyses, the means and variances of the room air temperature and load were calculated based on the assumption that the outdoor temperature and solar radiation are the sum of the deterministic and random components, and the random components can be expressed as linear models with white noises as inputs. When the system dealt with is linear and the input noise is white noise with Gaussian distribution (Normal distribution), the room temperature and load also become Gaussian, thus the (probability) density function (“pdf” hereafter) of them can be obtained by using the calculated means and variances (called “second-order method”, hereafter). Based on the pdf, the maximum load and the cumulative distribution of the heating/cooling load can be determined easily. The results of the past studies on the climatic data show that the outdoor temperature and humidity ratio have almost Gaussian distributions. Although the solar radiation is not distributed as Gaussian, an approximation as Gaussian gives a reasonable result from a practical point of view. However, there are several cases where the Gaussian approximation may not be appropriate. For example, since the incident solar radiation through the windows becomes the cooling load without affected by the thermal buffering of the walls, the pdf’s of the cooling load reflects the non-Gaussianity of the solar radiation. In this case, the approximate Gaussian distribution may not be appropriate, and thus the exact pdf is required. This may be especially important when the nonlinear nature of the partial load of the equipment plays an important role. From this point of view, the present study proposes a thermal method of calculating pdf of the room temperature and heating/cooling load when the input variables are non-Gaussian, and investigates its influence.

2. Method of Analysis
2.1 State space expression of system, and mean and variance
A linear building thermal system building can be described by the following state space expression, when the outdoor temperature and solar radiation are expressed by ARMA (Auto-Regressive Moving Average) time series models.

\[ x^{j+1} = [A]^j x^j + [B]^j g^j + [C]^j e^j \]  \hfill (1)

where,

- \( x^j \): state variable vector of order \( n \) representing room and wall temperatures and heating/cooling load etc.
- \( g^j \): vector of order \( m \) representing deterministic components of outdoor temperature and solar radiation etc.
- \( e^j \): vector of order \( k \) representing random components of outdoor temperature and solar radiation etc.
- \([A]^j, [B]^j, [C]^j\): matrices of order \((n \times n), (n \times m), (n \times k)\), respectively. These are derived from thermal characteristics of room, walls and ARMA models of outdoor temperature and solar radiation.

By averaging Equation (1), the equations regarding the mean and variance of \( x^{j+1} \) can be obtained.

\[ m^{j+1} = [A]^j m^j + [B]^j g^j \]  \hfill (2)


where, \( m^j \) is the mean vector of \( x^j \), \([A]^j_m\) and \([A]^j_e\) are the variance matrices of \( x^j \) and \( e^j \), respectively. By solving these equations, the means and variances of the state variables are calculated. In this level of calculation, only the mean and variance of the random component \( e^j \) of the climatic variables are used, and there is no need for \( e^j \) to be Gaussian. Of course, the pdf’s of the room temperature and heating/cooling load cannot be calculated without the pdf of \( e^j \). When \( e^j \) is Gaussian, the room temperature and the heating/cooling load also distribute as Gaussian, and thus the information only about the mean and variance is sufficient to calculate pdf.

In the following section, a method of calculating pdf’s of the room temperature and heating/cooling load when the white noise \( e^j \) is not Gaussian.

### 2.2 Transformation of probability density function and characteristic function

In this section, the fundamentals is given about the pdf and the characteristic function of a random variable when it is linearly transformed, for the theoretical development in section 2.3.

#### (1) Density function of random variable after linear transformation

Consider the situation where a random variable vector of order \( n \ x \) is transformed to a new vector of order \( n \ z \) by the following linear equation.

\[ Z = [A] x + [B] g \]  \hfill (4)

where, \( G \) is a deterministic vector of order \( m \), and \([A] \) and \([B] \) are matrices of order \((n \times n)\) and \((n \times m)\), respectively. Then the pdf of \( Z \), \( f_Z(z) \), is expressed in terms of pdf of \( X \), \( f_X(x) \) as follows.

\[ f_Z(z) = \left| J \right| f_X(x = h^{-1}(z)) = \frac{\partial x^T}{\partial z} f_X([A]^{-1}(z - [B] g)) \]  \hfill (5)

where superscript \( T \) and -1 are transpose and inverse of function and matrix, respectively. \( h \) is an inverse function of Equation (4). The Jacobian \( J \) of Equation (4) is given as,

\[ J = \frac{\partial x^T}{\partial z} = \left| [A]^{-1} \right| \]  \hfill (6)

Thus, it becomes a (time dependent) constant under this transformation.

#### (2) Transformation of characteristic function

Given the characteristic function of \( X \), that is a Fourier Transform of \( X \), as \( \phi_X(u) \),

\[ \phi_X(u) = \int f_X(x) e^{iu^T x} dx \]  \hfill (7)

where, \( i \) means unit imaginary number. Then, the characteristic function of \( Z \), \( \phi_Z(u) \), is given as follows by using Equation (5).
\[ \phi_Z(u) = \int \cdots \int f_Z(z) e^{iu'z} \, dz = \int \cdots \int \left| J \right| f_X \left( [A]^{-1}(z-[B]g) \right) e^{iu'z} \, dz \]  

(8)

Then, the following transformation of variable

\[ y = [A]^{-1}(z-[B]g) \quad (z = [A]y + [B]g) \]  

(9)

is introduced to Equation (8).

\[ \phi_Z(u) = \int \cdots \int \frac{\partial x^T}{\partial z} f_X(y) e^{i[\{A\}y+[B]g]y'} \frac{\partial z^T}{\partial y} \, dy = \int \cdots \int f_X(y) e^{i[A]y} u \, dy \]  

(10)

(3) pdf of sum of two independent random variables

The pdf of random variable \( Q \), the sum of independent two random variables \( Z \) and \( W \) of \( n \)-th order, is given as

\[ f_Q(q) = \int \cdots \int f_Z(q-s) f_W(s) \, ds \]  

(11)

The characteristic function of this pdf is,

\[ \phi_Q(u) = \int \cdots \int f_Q(q) e^{iu'q} \, dq = \int \cdots \int \left| \int \cdots \int f_Z(q-s) f_W(s) \, ds \right| e^{iu'q} \, dq \]  

(12)

Thus, it can be expressed as the product of two characteristic functions.

(4) Different dimensions of random variables before and after transformation

In general, the dimensions of \( X_{i+1} \) and \( E \) in Equation (1) are different. That is,

\[ W = [C]E \]  

(13)

In this case, since the inverse of the matrix \([C]\) does not exist, the manipulations in sections (2) and (3) cannot be applied. Thus, this equation is first extended to \( n \)-dimension by introducing a small number \( \varepsilon \) and white noises \( E_{k+1}, \ldots, E_n \) independent of \( A \), \( E \).

\[ W \Rightarrow [C']E' = [C, D] \begin{bmatrix} E_1 \\ E_k' \\ E_{k+1}' \\ \vdots \\ E_n' \end{bmatrix} = [C, D] \begin{bmatrix} E_A \\ E_B \end{bmatrix} \]  

(15)

By setting \( \varepsilon \rightarrow 0 \), the vector \( W' \) will be changed to \( W \) at the final stage. Since the inverse matrix of \([C']\) exists, Equation (10) can be applied. Since this corresponds to the case where \([A] \rightarrow [C']\), \([B] \rightarrow [0] \) in Equation (4),
\[ \phi_w(u) = \phi_{E'}([C']^T u) \]  

(16)
can be obtained. At this stage, by setting \( \varepsilon \to 0 \), \( \phi_w \to \phi \) and \( [C'] \to [C] \to [0] \) result. Thus, Equation (16) becomes as follows.

\[ \phi_w(u) = \phi_{E'}([C] [0]^T u) \]  

(17)

Dividing \( E' \) into two independent components \( E_A \) (with order \( k \)) and \( E_B \) (with order \( n-k \)), whose pdf's are \( f_{e_A}(e_A) \) and \( f_{e_B}(e_B) \) respectively, then Equation (16) becomes,

\[
\phi_{E'}([C']^T u) = \int \cdots \int f_{E_A}(e_A) f_{E_B}(e_B) EXP(i \left( e_A^T \cdot e_B \right)^T [C] [0]^T u)de_A de_B
\]

(18)

\[
= \int \cdots \int f_{E_A}(e_A) f_{E_B}(e_B) EXP(i e_A^T [C] u) \cdot f_{E_B}(e_B) EXP(i e_B^T [0] u) de_A de_B
\]

\[
= \phi_{E_A}([C']^T u) \phi_{E_B}([0]^T u) = \phi_{E_A}([C']^T u) \delta_{E_B}([0]^T u) = \phi_{E_A}([C']^T u) = \phi_{E'}([C']^T u)
\]

where, \( e_A \) and \( e_B \) are two vectors with orders \( n \) and \( n-k \), respectively. Also, the relationship \( \phi([0])=1 \) for any characteristic function was used. By inserting Equation (18) into Equation (17),

\[ \phi_w(u) = \phi_{E'}([C']^T u) \]  

(19)
is obtained. This means that Equation (10) is applicable even in this case.

### 2.3 Characteristic function of \( X_{j+1} \)

By making use of the relationships obtained in section 2.2, pdf of \( X_{j+1} \) will be calculated, given the pdf of \( X_j \) in Equation (1). First, by making use of Equation (10), the characteristic function \( \phi_A(u) \) of \( Z \),


(20)
can be expressed as follows.

\[ \phi_Z(u) = e^{u^T [n]^T} \phi_{X_j}([A]^T u) \]  

(21)

Next, the characteristic function of \( W = [C] E' \) can be given as,

\[ \phi_W(u) = \phi_{E'}([C]^T u) \]  

(22)

by making use of Equation (19). Since \( W \) and \( Z \) are independent each other, the characteristic function of \( X_{j+1} \) can be obtained by inserting Equations (21) and (22) into Equation (12), as

\[ \phi_{X_{j+1}}(u) = e^{i \left( u^T [n]^T - \frac{1}{2} \left( [A]^T u \right)^2 \right)} \]  

(23)

### 2.4 In case of Gaussian distributions

By making use of the characteristic function of \( X_{j+1} \) obtained in section 2.3, the pdf of \( X_{j+1} \) is calculated in this section by giving a concrete form of the pdf of the random component \( E' \). First of all, the case where the pdf's of all variables are Gaussian is examined. The characteristic function of a Gaussian distribution is given as \( e^{i \mu u^T u - \frac{1}{2} \left( u^T [A] u \right)^2} \),

\[ \phi(u) = e^{i \mu^T u - \frac{1}{2} \left( u^T [A] u \right)^2} \]  

(24)
where, \( \mathbf{m} \) is the mean vector and \([ \mathbf{A} ]\) is the variance matrix. This equation shows that the mean and variance of a random variable \( \mathbf{u} \) can be obtained easily by expressing its characteristic function in a form of Equation (24), where the exponent part is a quadratic function of \( \mathbf{u} \). Since the initial states \( \mathbf{X}^0 \) and the noise \( \mathbf{E}^0 \) are Gaussian distributed they are expressed as follows.

\[
\phi_E (\mathbf{u}) = e^{\mathbf{m}_E^0 \mathbf{u}^T \mathbf{A}_E^0 \mathbf{u} / 2} \\
\phi_X (\mathbf{u}) = e^{\mathbf{m}_X^0 \mathbf{u}^T \mathbf{A}_X^0 \mathbf{u} / 2}
\]

where, subscript 0 was omitted in \( \mathbf{E}^0 \) since the noise \( \mathbf{E}^0 \) is assumed not to change with time. Setting \( j = 0 \) in Equation (23), and using Equations (25) and (26),

\[
\phi_X (\mathbf{u}) = e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} \phi_X^{0T} ([\mathbf{A}]^{0T} \mathbf{u}) \phi_E ([\mathbf{C}]^{0T} \mathbf{u})} \\
= e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} e^{\mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u}} [\mathbf{A}] \mathbf{u} / 2 e^{\mathbf{m}_0^T \mathbf{u}^T [\mathbf{C}]^{0T} \mathbf{u}} [\mathbf{C}] \mathbf{u} / 2} \\
= e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u} - \mathbf{u}^T [\mathbf{A}] \mathbf{u} / 2 \mathbf{u}^T [\mathbf{C}] \mathbf{C}^T \mathbf{u}} [\mathbf{C}] \mathbf{u} / 2} \\
= e^{\mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}] \mathbf{u} / 2}
\]

where, \( \phi_X (\mathbf{u}) \) is the pdf of \( \mathbf{X} \), \( \phi_E (\mathbf{u}) \) is the pdf of \( \mathbf{E} \), \( \phi_X^{0T} ([\mathbf{A}]^{0T} \mathbf{u}) \) is the pdf of \( \mathbf{X}^0 \), and \( \phi_E ([\mathbf{C}]^{0T} \mathbf{u}) \) is the pdf of \( \mathbf{E}^0 \). Since the pdf of \( \mathbf{X} \) is equal to the pdf of \( \mathbf{X}^0 \), it is obtained by the following transformation.

\[
\phi_X (\mathbf{u}) = e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u}} [\mathbf{A}] \mathbf{u} / 2 e^{\mathbf{m}_0^T \mathbf{u}^T [\mathbf{C}]^{0T} \mathbf{u}} [\mathbf{C}] \mathbf{u} / 2} \\
= e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u}} [\mathbf{A}] \mathbf{u} / 2 \mathbf{u}^T [\mathbf{C}] \mathbf{C}^T \mathbf{u}[\mathbf{C}] \mathbf{u} / 2} \\
= e^{\mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}] \mathbf{u} / 2}
\]

Therefore, the mean and variance of \( \mathbf{X}^1 \) (at the next time step \( j=1 \)) are given as follows.

\[
\mathbf{m}_{X1} = (g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_0^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u})^T \\
\Lambda_{X1} = [\mathbf{A}]^0 [\mathbf{A}]^0 + [\mathbf{C}]^0 [\mathbf{C}]^0
\]

\section{2.5 Noise \( \mathbf{E}^j \) composed of two Gaussian distributions}

In this case, Equation (26) becomes as follows.

\[
\phi_E (\mathbf{u}) = d_1 \phi_{E1} (\mathbf{u}) + d_2 \phi_{E2} (\mathbf{u}) = d_1 e^{\mathbf{m}_1^T \mathbf{u}^T [\mathbf{A}_1] \mathbf{u} / 2} + d_2 e^{\mathbf{m}_2^T \mathbf{u}^T [\mathbf{A}_2] \mathbf{u} / 2}
\]

where, \( d_2 = 1-d_1 \). The same procedure as that in section 2.4 gives the following result.

\[
\phi_X (\mathbf{u}) = e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} \phi_X^{0T} ([\mathbf{A}]^{0T} \mathbf{u}) \phi_E ([\mathbf{C}]^{0T} \mathbf{u})} d_1 \phi_{E1} ([\mathbf{C}]^{0T} \mathbf{u}) + e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} \phi_X^{0T} ([\mathbf{A}]^{0T} \mathbf{u}) \phi_E ([\mathbf{C}]^{0T} \mathbf{u})} d_2 \phi_{E2} ([\mathbf{C}]^{0T} \mathbf{u})
\]

\[
= d_1 e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_1^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u}} [\mathbf{A}] \mathbf{u} / 2 \mathbf{u}^T [\mathbf{C}] \mathbf{C}^T \mathbf{u}[\mathbf{C}] \mathbf{u} / 2} \\
+ d_2 e^{g^{0T} \mathbf{B}^{0T} \mathbf{u} + \mathbf{m}_2^T \mathbf{u}^T [\mathbf{A}]^{0T} \mathbf{u}} [\mathbf{A}] \mathbf{u} / 2 \mathbf{u}^T [\mathbf{C}] \mathbf{C}^T \mathbf{u}[\mathbf{C}] \mathbf{u} / 2} \\
= d_1 e^{\mathbf{m}_1^T \mathbf{u}^T [\mathbf{A}] \mathbf{u} / 2} + d_2 e^{\mathbf{m}_2^T \mathbf{u}^T [\mathbf{A}] \mathbf{u} / 2}
\]

By Inverse Fourier Transform of Equation (31), the pdf of \( \mathbf{X}^1 \) can be calculated. Since \( \phi_{X1} \) is expressed as the sum of two characteristic functions of Gaussian distributions, the pdf of \( \mathbf{X}^1 \) becomes the sum of two Gaussian distributions with the mean and variances, \( \mathbf{m}_{X11}, [\mathbf{A}_{X11}] \) and \( \mathbf{m}_{X12}, [\mathbf{A}_{X12}] \) (Thus, the pdf can be expressed explicitly). In a similar manner, \( \phi_{X2} \) can be obtained. Since the pdf of \( \mathbf{X}^1 \) is expressed as the sum of two Gaussian distributions, the pdf of \( \mathbf{X}^2 \) becomes the sum of four Gaussian distributions. In this method of calculation, thus, the number of the terms increases twice with one time step. It is quite simple to generalize the present method to the case where the pdf of the noise is expressed by a several number of Gaussian distributions.

\section{3. Example Calculations}

\subsection{3.1 Case of one variable (node)}

In this section, a system with one variable is dealt with in order to examine the validity of the proposed method and to clarify the influence of non-Gaussian nature. The basic Equation (1) in section 2 is simplified as follows.

\[
\mathbf{X}^{j+1} = \mathbf{A} \mathbf{X}^j + \mathbf{E}^j
\]
Regarding $X'$ in Equation (32), the room temperature is meant in this section. Consider a room enclosed by a thermally thin wall. The room temperature is assumed to be influenced by the outdoor temperature via the heat transmission through the walls and ventilation. Then, the room temperature $\theta_r$ is given as follows,

$$C \frac{d\theta_r}{dt} = (\sum S_i) + c \gamma n (\theta_o - \theta_r)$$

(33)

where, $\theta_o$ is outdoor temperature, $C$ is heat capacity of room, $K_i$ and $S_i$ are overall heat transfer coefficient and surface area of wall i, $c \gamma$ is heat capacity of air, $V$ is room volume and $n$ is air exchange rate.

Equation (33) is discretized with time increment $\Delta t$ as follows.

$$C \frac{\theta_r^{j+1} - \theta_r^j}{\Delta t} = \bar{K} S (\theta_o^j - \theta_r^j)$$

(34)

where, $\bar{K} S = \sum K_i S_i$ + $c \gamma n$. By setting $a = 1 - \bar{K}S \Delta t / C$, Equation (36) can be rearranged as,

$$\theta_r^{j+1} = a \theta_r^j + (1 - a) \theta_o^j$$

(35)

Thus, if $\theta_r^j$ fluctuates randomly, Equation (35) takes the form of Equation (32).

The parameter “a”, determined by the heat capacity of the room and heat loss factor, determines the rate of the room temperature change. The closer to 1 the value of “a” is, the more the room temperature receives the past influence. The relationship between the value of “a” and the influence that the non-Gaussian nature of the input noise $E_j$ has on the $X_j$ is focused in the following.

It is assumed that the pdf of the input noise is given by the following equation.

$$f_{e_j}(e^j) = b \frac{1}{\sqrt{2\pi}\sigma_{e_1}} \exp[-\frac{(e^j - m_{e_1})^2}{2\sigma_{e_1}^2}] + (1 - b) \frac{1}{\sqrt{2\pi}\sigma_{e_2}} \exp[-\frac{(e^j - m_{e_2})^2}{2\sigma_{e_2}^2}]$$

(36)

The noise $E_j$ is assumed to have the pdf shown as the broken line ($j=1$) in Figure 1. This distribution with two peaks is quite different from any Gaussian distribution.

**Figure 1** (a) shows the time profile of the pdf of $X'$ in case of $a=0.99$. Although the input noise has strong non-Gaussianity, the pdf of $X'$ becomes very close to a Gaussian distribution after time step 3 ($j=3$). This corresponds to Central Limit Theorem, that is, $X'$ is calculated as the sum of the non-Gaussian variable in the previous time step and that at the present step with nearly the same distribution since the influence in the previous time remains almost as it was because the value of “a” is close to 1 with no attenuation. The results in the case of $a=0.99 \times 0.5$
are shown in Figure 2 (b). The shape of the distribution curves after \( j = 3 \) remains almost the same. Although the two peaks disappear, the deviation from a Gaussian distribution is larger than that in the case of \( a = 0.99 \).

Figure 3 (c) shows the result when the value of “a” is \( 0.99 \times 0.1 \). Contrary to the case of \( a = 0.99 \), the influence from the previous step almost disappears, and thus the non-Gaussian nature of the noise remains.

From these calculations, the non-Gaussian character remains in the rapidly decaying system, while the pdf of the state variable is close to Gaussian distribution in a slowly changing system.

### 3.2 Example calculation of simple building

**1) Building and input conditions**

The calculated simple building is \( 8 \times 5 \times 2.5 \) m\(^3\) with a 5 m\(^2\) window on the south facing wall. The walls are made of concrete (12cm thick) and the floor is assumed to be adiabatic. The hourly mean values of the outdoor temperature and solar radiation in Tokyo\(^5\) are shown in Figure 2 along with their standard deviations. The random components of them, \( z_j \) and \( y_j \), are obtained based ARMA and ARMAX models\(^4\) as follows.

\[
\begin{align*}
    z^j &+ a_1 z^{j-1} + a_2 z^{j-2} + a_3 z^{j-3} = e^j + b_1 e^{j-1} + b_2 e^{j-2} + b_3 e^{j-3} \\
    y^j &+ c_1 y^{j-1} + c_2 y^{j-2} + d_0 z^{j} + d_1 z^{j-1} + d_2 z^{j-2} = e'^j + g_1 e'^{j-1} + g_2 e'^{j-2}
\end{align*}
\]

(37) (38)

where, \( z'^j = \sigma(f(j)) z^j \) and \( \sigma(f(j)) \) is hourly standard deviation of solar radiation with a period of 24 hours. The pdf’s of the input noises \( e^j \) and \( e'^j \) are approximated as a sum of two Gaussian distributions (Figure 3) and a Gaussian distribution, respectively.

2) Probability density functions of solar radiation and outdoor temperature

The pdf’s of the random components \( z^j \), \( y^j \) of the solar radiation and outdoor temperature were calculated based on the method in section 2, regarding Equations (37) and (38) as the basic equations with \( e^j \), \( e'^j \) as inputs and \( z^j \), \( y^j \) outputs. The results are shown in Figure 4. In the solar radiation, non-Gaussianity remains, although the degree of the non-Gaussianity is less than the noise \( e^j \).
(3) Probability density functions of room temperature and cooling load

Figure 5 shows the calculated density functions of the room air temperature and the cooling load. Since the calculated time of the day is from 9:00 to 14:00 (air-conditioned times), the room temperature remains within a narrow range of 1 degree. Thus, an approximation as a Gaussian distribution is allowable from a practical point of view. On the other hand, the cooling load increases with time, because the outdoor temperature and the solar radiation increase with time. The pdf of the cooling load has asymmetrical forms. This is because the system response during air-conditioning time is very quick and the pdf of the cooling load directly reflects the characteristics of the solar radiation in Figure 4. Since the deviation from a Gaussian distribution is not so large, however, the error may be small even if approximated as Gaussian with the mean and standard deviation calculated by second-order method. Furthermore, judging from the results in section 3.1, pdf in the non-air-conditioned time will be almost Gaussian since the time change is very slow.

![Density Function of Room Temperature and Cooling Load](image)

(a)Room temperature
(b)Cooling load

**FIG. 5: Density Function of Room Temperature and Cooling Load**

### 4. Conclusion

A thermal method of calculating the density functions of the room temperature and the heating/cooling load was proposed, in case where the building thermal system, outdoor temperature and solar radiation are expressed as linear system and the random components of the outdoor temperature and the solar radiation are non-Gaussian. This method can deal with the random input expressed by the sum of several Gaussian distributions, and thus it is an extension of the second-order method calculating the mean and the standard deviation. By using one node case, the relationship between the thermal inertia of the system and the degree of the non-Gaussian nature was clarified. That is, the influence of the non-Gaussianity of the input noise is small when the response of the system is slow, and thus the second-order method giving the mean and standard deviation can be effective. Next, based on the analysis on a simple building structure, the influence of non-Gaussianity was examined. Non-Gaussian distribution of the cooling load was shown, although it was not so significant.
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SUMMARY: Simulation of energy consumption of buildings on hourly basis is closely connected to the thermal indoor climate. The operative temperature can be used as a simple measure for thermal environment. The operative temperature is a function of the air temperature, the mean radiant temperature and the relative air velocity. However, in many programs the model for calculating the mean radiant temperature has traditionally been based on the calculation of an area weighted mean value independently of the location in the room. In practice the location of the person in the room has a significant influence and inhomogeneous radiation plays an important role for the usability and functionality of the room. In order to calculate the mean radiant temperature as function of the person’s location in the room one needs to calculate the angular factor between the person and the surfaces. The angular factor between surfaces can easily be calculated; however the angular factor between a person and a surface cannot be found directly from a formula, but needs to be approximated in order to be used in computer simulations. The paper describes different kinds of validations that have been done to compare different models for calculating the angular factor and shows how a matrix solution for the angular factor can easily be implemented in programs for dynamic building thermal analysis.

1. Introduction

Nowadays many new and old buildings have large glass surfaces, which create a lot of consequences for the thermal indoor climate. Designing rooms with big glass areas has a great effect on the thermal comfort in the rooms. The outside air temperature is closely related to the temperatures on the surface of the walls and the windows. Since the insulation of walls in Scandinavia is 4 to 15 times better than the insulation of the glass, the inside surface temperature is much more affected on the inside of the glass than on the inside of the wall. On a cold day this will result in the surface temperature of the glass being quite lower than the rest of the surfaces and occupants being exposed to inhomogeneous radiation. Many other effects can result in inhomogeneous radiation, by way of example may be cited solar radiation transmitted through glass, hot radiators, hot floor/roof, etc, and the consequences of this can be that the functionality and productivity of the room can be reduced.

When calculating the consequences for the thermal indoor climate, the operative temperature can be used as a simple measure for the heat loss from a person. The operative temperature is a function of the air temperature, the mean radiant temperature and the relative air velocity.

In most of the programs for dynamic building thermal analysis, the model for the operative temperature has traditionally been based on a relatively simple model independently of the location of the person in the room. In reality this model will not be able to give a correct picture of the thermal condition for a person in a room since the person’s location plays an important role. Another factor is the real consequences of shading devices. A person behind a window directly exposed to the direct sun light will have a completely different operative temperature than a person behind a shading device. The author has made many simulations with different programs and the indication is that this effect is not being taken into account in the right way, since the effect of a shading device only shows minor effect on the results of the air-and operative temperature.

The air temperature and the temperature on the surfaces can easily be calculated. When one wants to find the angular factor between two surfaces, one can find a specific equation for the angular factor to be used in the calculations. However, the real problem is calculating the mean value of the angular factor between a sedentary/standing person and a vertical/horizontal rectangle since there are no direct formula for calculation of the angular factor between the surface and a person.

This paper describes the background for the calculation of the angular factor between a sedentary/standing person and a vertical/horizontal rectangle. From this study a model for calculation of the operative temperature dependent on the location of the person in the room will be set up, and from this make a proposal for an improvement of the computer
program package BSim used for analyzing indoor climate and energy consumption. Since the improvement has not yet been implemented in BSim it has not been possible to make any simulation showing the effect on operative temperatures and energy consumption.

2. Description of the computer program package BSim

As part of the author’s Ph.D. study from 1982 to 1987 at the Thermal Insulation Laboratory, Danish Technical University, with the subject utilization of passive solar energy under Danish climate conditions, the author used the software BLAST (Hittle, 1979) and SUNCODE (Palmiter et al., 1985). One of the important differences between the two programs is the solution of the in stationary heat conduction through walls.

In BLAST the response factor method has been used to make the approximation to Fourier’s equation. The method is fast, once the response factors have been calculated. The calculations of the factors are, however, complicated. In SUNCODE an explicit difference method was used for solving Fourier’s equation which resulted in limits on the time step, especially for thin light materials.

One of the advantages of using a difference method rather than the response factor method is that the solution model is much simpler and gives the user much better possibility to follow the process inside the constructions, this being of importance for example in floor heating and combined hygrothermal simulation in buildings/walls. From an overall aspect it was decided to use the principles from SUNCODE for the heat balance model and combine it into a Danish program tsbi2. For the in stationary heat conduction through the wall a full implicit solution model was chosen and the program was developed into the tsbi3 program released in 1990 (Johnsen et al., 1993; Johnsen et al., 1994). Later the program has been incorporated as tsbi5 into the computer program software package (BSim, 2005).

BSim is being used for research and commercial calculations by consulting engineers in the field of heating and air-conditioning. The program provides means for detailed, combined hygrothermal simulations of buildings and constructions. BSim can be used for analyzing indoor climate, energy consumption, passive solar energy, automatic control functions, etc. in connection with the planning and design of buildings, energy-conservation measures, renovation of buildings, and heating and air-conditioning systems. The program is the most used program in this field in Denmark. The BSim package (BSim, 2005) consists of several modules:

- SimView – Graphic model editor and input generator
- tsbi5 – Hygro-Thermal building simulation core
- Simligth – Tool for analysis of daylight conditions in simple rooms
- XSun – Graphical tool for analysis of direct sunlight and shadowing
- SimPV – a simple tool for calculation of the electrical yield from PV systems
- NatVent – Analysis of single zone natural ventilation
- SimDxf – a simple tool which makes it possible to import CAD drawings in DXF format

In the module tsbi5 it is possible to make a combined transient thermal and transient indoor humidity and surface humidity simulation. This paper deals with a suggestion on how to improve the model in tsbi5 for the operative temperature for a specific location in the room, since tsbi5 only calculates the mean radiant temperature as an area mean parameter.

3. The operative- and mean radiant temperature

To find a simple measure for the heat loss from a person and a simple measure for the thermal indoor climate, the operative temperature can be calculated, (ISO 7730, 1994):

\[ t_o = A \cdot t_a + (1 - A) \cdot t_r \]  \hspace{1cm} (1)

Where \( t_o \) is the operative temperature [°C], \( t_a \) is the air temperature [°C], \( t_r \) is the mean radiant temperature [°C], \( A \) is a factor accordance to the relative air velocity (\( A=0.5 \) for \( v_{ar}=0.2 \) m/s, \( A=0.6 \) for \( v_{ar}=0.2-0.6 \) m/s, \( A=0.7 \) for \( v_{ar}=0.6-1.0 \) m/s).

The mean radiant temperature between a person and the surrounding surfaces:

\[ \bar{t}_r,p = F_{p-1} \cdot t_1 + F_{p-2} \cdot t_2 + \ldots \ldots + F_{p-n} \cdot t_n \]  \hspace{1cm} (2)

Where \( t_{r,p} \) is the mean radiant temperature for a person [°C], \( t_i \) is the temperature of surface \( i \) [°C], \( F_{n,i} \) is the angular factor between a person and surface \( i \) [–]
The surface temperature can easily be measured or calculated. However, the angular factor between a sedentary/standing person and a rectangle on the wall, floor or ceiling is far more complicated calculating. In most cases the angular factor is read from a figure since there is no exact formula for calculation of the angular factor between a person and a surface. In the following a proposal for solving this problem shall be discussed.

4. The projected area factor and the angle factor

In order to calculate the angle factor between a person and a surface $F_{P-A}$ it is necessary to use the projected area factors $f_p$ (Fanger, 1970):

$$f_p = \frac{A_p}{A_{eff}} \quad \wedge \quad F_{P-A2} = \text{function} (f_p)$$

(3)

Where $A_{eff}$ is the effective radiation area of the subject, $F_{P-A2}$ is the angle factor between the person and the sphere ($A_3$), $A_p$ is projected area of a person on a plane perpendicular to the direction to $d_{A2}$

At the time when this theory (Fanger, 1970) was developed it was only possible to find a person’s projected area $A_p$ from experiments. Later in this paper newer methods will be described in which the human body has been modelled by using a detailed 3D geometry and radiation model.

$f_p$ as a function of $(\alpha, \beta)$ can be determined from experiment or from 3D geometry and radiation models. The angle factor $F_{P-A2}$ is a function of the dimensionless relationship $a/c$ and $b/c$, figure 1. In this way a simple diagram can be used to find the angle factor for a rectangle of any size, placed as shown in figure 1 with the normal at the corner point passing through the centre of the person.

FIG. 1: The geometric principle for development of the evaluation of the angle factor between a person and a rectangle (Fanger, 1970).

To find an angle factor in a room in which a person is facing one of the walls, there will, according to the book (Fanger, 1970), be 6 cases, which means that 6 diagrams have to be drawn: 4 vertical surfaces and 2 horizontal surfaces. In most cases the location of the person in the room will be known, however the person’s orientation will change from time to time. This means that it will be natural to find the mean value of the angle factor for a person rotating around himself $\bar{F}_{P-A}$ ($0 < \alpha < 2\pi$), meaning that for a vertical rectangle the angle factor can be found by using formulary (4) (Fanger, 1970):

$$\bar{F}_{P-A} = \frac{1}{2\cdot\pi} \int_{x/y=0}^{x/y=a/c} \int_{z/y=0}^{z/y=b/c} f_p(\alpha) d(\frac{x}{y}) d(\frac{z}{y}) d\alpha$$

(4)
Since we now calculate the mean value of the angle factor between the person and the rectangle, where the person now is rotating around his own axis, we need to mark the angle factor as an average: \( \bar{F}_{p,A} \). This simplification reduces the number of diagrams which need to be drawn from 6 to 2 – one for horizontal rectangles and one for vertical.

5. Experiments to predict projected area factor

Several researchers have used different kinds of photographic methods to find the projected area factors \( f_p \). Fanger (Fanger, 1970) is the researcher who did the most extensive experiments to determine \( f_p \). Fanger performed his experiments for measuring \( A_p \) using a photographic technique of the persons from many different directions. From a given viewing angle each photo provided the projected area of the body. By taking photos it was possible to find the projected area of the body for all these angles – and then the projected area factors \( f_p \) can be calculated. In the study ten males and ten females participated in standing and sedentary positions for azimuth (\( \alpha \)) and altitude (\( \beta \)) angles between 0º to 180º and 0º to 90º, respectively. The persons were a fair sample of the adult population.

In the experiment Fanger wanted for solar radiation to determine the projected area factor \( f_p \), which is why the radiation rays should be as close as possible to be parallel, meaning that the distance between the person and the camera has to be infinite. In Fanger’s case he positioned the camera in a distance of about seven meters and was then able to make his experiment with quite a good approximation to the simulation of parallel rays from the subject to the radiant source. Fanger presented his results as a form of graphs.

Fanger showed that the projected area factor \( f_p \) can be used in practice independently of the clothing, size and sex of the person, however one has to distinguish between a standing and a sedentary human body. The consequence of this is that all the mean values of the \( f_p \)-values can be plotted into one diagram, e.g. for a sedentary human body, see figure 2.

![FIG. 2: Projected area factor for seated persons, nude and clothed to an infinitely small surface (Fanger, 1970).](image)

The diagram in figure 2 for the projected area factor shows the factor as a function of the azimuth \( \alpha \) and the altitude \( \beta \) to an infinitely small surface. Since equation (4) uses the projected area factor \( f_p \), it is impossible to solve the equation exact since \( f_p \) is a function of the azimuth \( \alpha \) and the altitude \( \beta \) in an irregular way because it is based on experimental measurement from the human body. However it is possible from the actual measured data to make integration using equation (4) over all the angles for the azimuth \( \alpha \) and the altitude \( \beta \) and draw a diagram for the angle factors between a human body and vertical or horizontal rectangles based on the mean values of \( f_p \) shown for a sedentary person in figure 2. If we look at the case with a fixed position for a person in a room but the facing of the person is unknown, the mean
value of the angle factor can be found when the person rotates around a vertical axis. An example of the mean value of the angle factor between a sedentary human body and a vertical rectangle is shown in figure 3. Since the figure shows the mean value for the person rotating around his own axis, only one diagram is necessary. If the orientation for the person has been fixed it will be necessary to use four diagrams.

FIG. 3: Mean value of angular factor between a sedentary person and a vertical surface when the person is rotated around a vertical axis. (Fanger, 1970).

6. Geometry model and numerical simulation model used to predict projected area factor

In the last ten years computer animation programs have been developed for cinemas and computer games for which detailed 3D models have been developed for the human body geometry. This means that body posture can be generated in the general case from these software tools in order to make detailed modelling of the human radiation heat exchange with the surrounding surfaces. As a consequence of this experimental investigation of the thermal radiation from the human body will be used less since the computerized models are superior. This will create a new world of investigations in which the possibilities are nearly unlimited.

In the paper (Kubaha et al., 2004) they made a detailed study for human projected area factors for detailed direct and diffuse solar radiation analysis using commercial software (Curious Labs, 2000) in which they modelled persons in
standing or sedentary posture. The software was used to generate a detailed 3D model of the human body. The model of the human body was extremely detailed and consisted of 10,995 small surface elements, which made it possible to make a radiation simulation with sufficient details.

In order to compare the 3D geometry model with a simulation model – the human body was transformed to 3D humanoid geometries that were imported into a thermal analysis software package (ThermoAnalytics, 2001). The software uses ray tracing technique to predict the absorbed short-wave radiation energy for all the surface elements.

This method (Kubaha et al., 2004) gives the possibility for a detailed analysis of the human projected area factors. The authors made an impressive verification and validation process in which they first verified the new 3D geometry model against simulation results from the thermal analysis software package (ThermoAnalytics, 2001). The comparison showed that the predictions with the 3D geometry model agreed well with the results of the ray tracing simulations in the whole range of angles for the azimuth ($\alpha$) and altitude ($\beta$). This comparison will not be described further in this paper since the importance in this matter is a calculation of the angle factor between the whole human body in a standing/sedentary position and the surrounding surfaces.

Since experimental data are only available for the whole body it is necessary, in order to make a comparison with these measurements, to make integration over the whole body surface for the 3D geometric model. Since Fanger (1970) produced the most experimental data with the best details these have been the best materials for the comparison. The validation shows that for the most altitude and azimuth angels the relative error has only been approximately five percent. The agreement has been good for both standing and sedentary postures, however for the sedentary posture the projected area factors were higher than ten percent relative error for an altitude angle of $\beta = 15^\circ$ and $\alpha < 60^\circ / \alpha > 300^\circ$.

One of the reasons for differences in results could be that the experiments were performed in a finite distance between the camera and the persons (7 m) – as opposed to the predicted results that was using an infinite distance between the radiant source and the human being, which resulted in parallel rays.

### 7. Selecting of model for calculation of the angle factor

Since the results have shown such fine agreement comparing the two models developed by (Kubaha et al., 2004) with Fanger’s data (Fanger, 1970) it has been decided to use Fanger’s data in this study.

However, since the projected area factor for a seated person in figure 2 cannot be used directly to solve equation (4), for the case illustrated in figure 3, it is necessary to go through an integration of the projected area factor to find the angular factor. Seeing that the data were only in an irregular form in figure 2 and the data behind were not available, it was not possible to find the value for $f_p$ directly. To solve this problem it was decided to find $f_p$ in a reverse process, in which the data from figure 3 were being used to find the solution for the angular factor $F_{PA}$ from the diagram for a specific case, depending on the position of the seated person, the size of the window, and the distance from the window.

These results were then entered into equation (4), and iterations have been used to find a solution for the projected area factor $f_p$. This value of $f_p$ could only be used for this one special case. For other values, the error becomes increasingly larger. In order to solve this problem, a 20 by 26 matrix was created for the specific case in figure 3, and iterated solutions for all the projected area factors $f_p$. In this way, the error was reduced to less than one per cent.

Equation systems can then be created for the operative temperature for a general case. Real data for the specific case can be entered to calculate the thermal indoor climate, without having to spend time reading tables and making calculations. If the results show that the operative temperature under special winter conditions will be too low, the user can quickly make alternative calculations with other assumptions. For example, the glass in the window can be changed to a better quality with a lesser loss of heat. However the purpose for this paper is not to make a small program for analysing a stationary situation but to implement the final model including more features in (BSim, 2005). By looking at different stationary results under different climate and building conditions it will be possible to get a good idea about what kind of features will be wanted.

As a platform for setting up the equations the mathematical program software (Mathcad 14, 2007) and (Matlab version 7.5, 2007) have been used. It is the plan that – when the model has been created to the wanted form – the model can be rewritten to C++, which is being used in the BSim package. In this model other kinds of features have to be included in a more specific way in order to find the operative temperature depending on the location of the person in the room: direct solar radiation to a sedentary/standing human body, effect from shading devices, hot radiators, hot floor/roof, air velocity, etc.
8. Practical example – The operative temperature in an office

As a little demonstration of the principles an office has been simulated during winter conditions. The office is facing south and has the following dimensions (inside measurements): area 12 m$^2$, width 2.8 m, height 3.0 m and depth 4.4 m. The U-value of the exterior wall is 0.6 W/m$^2$K and of the glass in the window changed to, respectively, single glass (6.0 W/m$^2$K), double glass (3.0 W/m$^2$K) and triple glass (1.6 W/m$^2$K). The outside temperature is fixed to -12 ºC and the inside air temperature as well as the temperature on the inside surfaces set to 21 ºC. The simulations have been done for a person situated in the middle line of the room 0.4 m from the window and to the far side of the room. A picture and a plan of the room are shown in figure 4.

FIG.4: To the left a picture of the room and to the right a plan of the room.

The results of the calculations of the mean radiant temperature (left) and the operative temperature (right) have been shown in figure 5. The figure to the left shows 3 pairs of curves for the three different kinds of glass types: The mean radiant temperature respective as 1) a function of the distance from the window and 2) an area weighed mean value independently of the distance – fixed value. As expected the mean radiant temperature is lower near the window and increasing as the distance from the window is being increased. Better U-value of the glass reduces the inconvenience from the cold radiation of the window. These results will give a more correct picture of the thermal condition in the office in which the location of the person has been taken into account. This is as opposed to what has been done in many programs for dynamic building thermal analysis, in which the mean radiant temperature has been calculated as an area weighted mean value independently of the location in the room – see the three curves with fixed values (horizontal curves). If a person is seated 0.4 m from a double glassed window the difference between the mean radiant temperature as function of distance (18.6ºC) and independently of the distance (20.1ºC) will be 1.5ºC. For the operative temperature the similar numbers will be (19.8ºC), (20.6ºC) and 0.8ºC, respectively. Increasing glass area and lower U-value will increase the differences.

FIG.5: The mean radiant temperature and the operative temperature as a function of the distance from the window.
In practice it will be natural for people to have a higher air temperature in the room if they are situated nearby a cold window in order to compensate for being exposed to the inhomogeneous radiation and the lower operative temperature. As a result of this the energy consumption for heating will be increased in order to keep satisfactory indoor thermal environment.

This problem could have been shown already in the design phase, if the simulation had taken into account the specific location of the person in the room. One can argue that this will complicate the calculations of the energy / thermal indoor climate too much, since the location will often be changed in the life time of the building. However it is natural for human beings to wish to sit nearby the window and have the view and daylight, and if it is too cold the person can easily solve part of the problem by turning up the heat and by this way increase the air temperature. The individuals in the building will normally only have very little or no idea about the total heating demand in the building and will more focus on their own personal comfort.

9. Conclusion

The possibility to simulate the operative temperature depending on the location of the person in the room has been a neglected topic in many simulation programs for thermal simulation. The result can be a deviation of the operative temperature with up to several degrees Celsius near for example a large window compared to a mean operative temperature based on the calculation of the mean radiant temperature as an area weighted mean value. The energy consumption in the winter situation can also be increased significantly if the persons in the room turn up the thermostat in order to increase the air temperature as compensation to cold radiation from a glass surface. The consequences energy wise of the inhomogeneous radiation could have been analysed in the design phase, if the necessary design tool had been available where the exact location of the person could have been used as input to the program.

The paper shows a possible way to calculate the angular formula using a matrix model. The matrix model is based on Fanger’s data (Fanger, 1970) since the validation done by (Kubah et al., 2004) has shown such fine agreement comparing the two models developed by (Kubah et al., 2004) with Fanger’s data (Fanger, 1970). The model has been set up in the software (Mathcad 14, 2007) and (Matlab version 7.5, 2007), which have shown to be a good platform for performing the necessary equations in the right order and built up knowledge on how the model is working. The model can later on be rewritten to for example to C++ and implemented to the BSim package. The model needs more development in order to take into account direct solar radiation through windows, airflow, PMV-values, etc. In addition the model will need more testing of other possible models for calculation of the angular factor.
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SUMMARY:
Since the Energy Performance for Buildings Directive (EPBD) was accepted and implemented over the course of the last years, buildings are audited energetically to receive the necessary construction licenses. This augmented the already high attention for research on innovative (passive) energy saving system concepts even further. Validation of the viability – energetical, economical, ecological, comfort wise … - of these innovative systems thus became an important issue.

In this paper, the energetic feasibility of mechanically driven night ventilation, combined with an earth-air heat exchanger (EAHX) and a heat wheel, as an active cooling replacement is assessed through a performance evaluation of the concept in a high profile office building in Nazareth (Belgium).

First results indicate that both the EAHX and the heat wheel deliver substantial energy savings, whereas the mechanically driven night ventilation seems incapable of doing the same. Supplementary ventilator energy at night is within the range of the avoided cooling energy in both measurements and simulations.

By means of more detailed modeling of variants, this problematic balance is investigated further in order to analyze the sensitivity of the system to more effective control parameters. This bares more nuanced insight into the value of the concept.

1. Description of the test case Building

As stated in the introduction, the reported research investigates the energy saving potential of (passive) systems introduced in a high profile office building in Nazareth, Belgium. It is home to the Omega Parma Belgian head quarters.

1.1 Geometric characteristics

The building consists of a ground floor with reception desk, three office floors on top and a basement containing technical installations. Figure 1 shows the front façade, which is oriented almost exactly to the east. Figure 2 depicts the typical plan of the office floors.
FIG. 1: Front façade of the building

Some characteristic numbers for this building are:

- Netto floor area: 2112 m²;
- Netto volume: 5803 m³;
- Budget: 3.300.000 € (VAT excl.).

It has been completed in December 2005. The measurements used for this research were conducted in the summer of 2006 and the winter of 2006-2007. They are based on data from the building management system combined with additional logger data and electric load measurements.

FIG. 2: Office floor plan

FIG. 3: Ghent climatogram
1.2 Climatisation approach

1.2.1 Included systems

The high percentage of glazing in the Eastern and Western façade subject the building to large sun gains, giving rise to superheating problems in summer. Several techniques are implemented to minimize this effect:

- Reflective glazing is used throughout, with a g-value of 0.26;
- Concrete ‘balconies’ act as fixed shading devices for the façade. (depth: 0.5 meter);
- An earth to air heat exchanger (EAHX) to precool (summer) and -heat (winter) all ventilation air;
- A ‘heat wheel’ heat recuperation system to further precool and -heat ventilation air;
- Mechanically driven intensive night ventilation.

Except for the heat wheel and the mechanically driven night ventilation, these techniques have are passive and do not need additional working energy. Figure 3 is a graphical representation of how the night ventilation flows circulate through the building. Extraction fans pull fresh air in through electronically controlled valves in the technical floors. The air then circulates through the offices and corridors and is extracted in the kitchenette area.

FIG. 4: Section through the building showing night ventilation principle

1.2.2 Energy use

Taking all these measures into account, the building performs rather well in comparison to other low energy office buildings and office buildings in general, as can be seen in table 1.

TABLE. 1: This table shows energy/floor area ratio data for the building concerned compared to others.

<table>
<thead>
<tr>
<th>[kWh/m² floor*year]</th>
<th>Omega Pharma</th>
<th>SD Worx (low energy)</th>
<th>Flemisch office building stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity</td>
<td>51.20</td>
<td>65</td>
<td>140</td>
</tr>
<tr>
<td>Natural Gas</td>
<td>242.11</td>
<td>57</td>
<td>40-350</td>
</tr>
</tbody>
</table>
The very large use of natural gas is due to bad commissioning of the systems during the winter period. Problems reported include malfunctioning of the heat wheel, constant ventilation at high volume of the kitchen area, activation of mechanical night ventilation during winter period. In addition to all of this, the high percentage of glass in the façades (over 90%) induces large heat losses.

The mechanical night ventilation is activated when the following conditions are cumulatively met:

- Time control: between 22h and 6h, 7 days a week;
- Indoor temperature > 23 °C;
- Temperature difference inside-outside > 2 °C;
- Outdoor temperature > 15 °C;
- Max. outdoor temperature over the last day > 22°C
- Wind speed < 50 km/h
- Max. indoor temperature over the last day > 23°C

These parameters were based on the BSRIA Night Cooling Strategies final report. Soon after the completion, an eighth parameter was introduced, limiting activation to cases where the indoor relative humidity was below 70%.

As stated before, some commissioning problems caused the system to malfunction during the winter period, activating the night ventilation and causing large heat losses.

### 1.3 Comfort assessment

First the realised comfort for the original constellation was assessed. To analyse measurement data, the ATG method was used because it provides a nuanced image of the comfort that is reached. Figure 5 clearly shows that both superheating and subcooling occur quite regularly, while Figure 3 demonstrates the typical climate for the region of Ghent, where the building is situated.

![Graph showing ATG comfort assessment for different periods, showing minima and maxima](image)

**FIG. 5: ATG comfort assessment for different periods, showing minima and maxima**

This discomfort is mainly caused by the night ventilation. To achieve acceptable temperatures during office hours, the night ventilation has to be activated for a long period at night, even with cold outdoor temperatures, causing the low minima in the morning. Even with this long activations, superheating at the end of workday can not be prevented.
2. Energy balance for mechanical night ventilation

The effectiveness of the EAHX and the heat wheel are well described in literature. As the measurements are coherent with it, the energy saving potential of these systems will not be discussed further, except for mentioning that to ensure maximal rendability of the EAHX a bypass is absolutely necessary. This is particularly the case in this building because of the high superheating risk especially in springtime.

To assess the energy saving potential of the mechanical night ventilation, the trade off between saved active cooling and consumed electrical energy needs to be evaluated. For this purpose a TRNsys model was constructed that represents one bay of the building. As can be seen on the plan, this model comprises three zones: a southside office, a corridor zone and a northside office.

2.1 Assumptions of the model

Walls separating the bay from neighbouring bays and both floor and ceiling were treated as adiabatic surfaces. This makes the model representative for the middle office floor of the building. Although this strategy neglects possible energy flows between the different floors and bays, it accurately models the physically present thermal mass in the bay and with it, the thermal capacitance available for night cooling.

A few of the geometrical and numerical constraints are listed below:

- Glass surface of the bay: 9.36 m², U-value: 1.1 W/m²K, g-value: 0.26;
- Gains: 280W per office, from 8 to 22h;
- Separations between offices and corridor: single glass pane: U-value: 6.75;
- HVAC set points: heating 20 °C, cooling 26 °C;
- HVAC operation hours: 8 to 22h.

The activation algorithm respects all criteria described above. The convective heat transfer coefficients towards the concrete ceiling are changed in relation to the activation of the night ventilation. Although in reality they depend on the temperature difference between air and concrete, implementation of this lead to divergence of the model. Because of the fact that one of the activation criteria dictates that outdoor air must be cooler than indoor temperature and the adiabatic conditions assumed, it is concluded that this strategy is acceptable.

To ensure that an acceptable comfort is reached in the simulation cases, active heating and cooling is introduced in the model. These installations have unlimited maximal power and are configured to the set points indicated above. Furthermore, it is assumed that the fans for mechanical night ventilation, once activated, always run at maximum capacity and consume 130 W of electrical energy per office. With the design air flow rate, these fans have a Specific Fan Power of 811 Ws/m³ or SPF category 3, which fairly good. These data are deducted from on site electricity consumption measurements, as can be seen in figure 6. Two fans serve eleven bays.

FIG. 6: Graph showing power consumption (kW) and number of activated ventilators (-)
2.2 Used criteria
To assess the energy saving potential of the mechanical night ventilation under different activation criteria, a year long simulation is run for each variant, integrating sensible heat demand for cooling and heating. This data is then compared to a base case without mechanical night ventilation. The activation time of the extraction fans is then multiplied by their nominal electric load to assess additional power consumption of the system. The ratio of the saved cooling and heating demand to this additionally required energy should not exceed the COP of a modern cooling unit for this technique to be energetically interesting.

In the model, four parameters were varied over the following ranges:
- Time control: 7 days a week, starting at 20, 22 and 24h and stopping at 4, 6, 8, 10h;
- Indoor temperature > 25, 23, 20 °C;
- Outdoor temperature > 20, 15, 10 °C;
- Temperature difference indoor / outdoor > 0, 2, 4 °C

2.3 Analysis
Together, all possible combinations with these values represent 324 different configurations, ranging from very stringent to very tolerant. In the graph below, the resulting ‘SPF’ values for these strategies are plotted.

![Graph showing fan energy (x axis) vs. saved energy (y axis)](image_url)

The realised SPF of the mechanical night ventilation for these different assumptions falls in three main categories, from 2.5 over 3.5 to 4. The major differentiating parameter is the actual outdoor temperature. Since lowering it allows for greater maximal temperature differences, the SPF can be significantly higher. All other parameters vary the activation time, but have a much smaller impact on the SPF.

Moreover, the next graph shows that in general, more stringent control strategies – and thus shorter activation time – result in a higher SPF. Of course, these control strategies also limit the cooling capacity of the night ventilation, so a trade off between cooling demand and performance needs to be made.

Given the height glazing factor of the façades, the cooling season starts very early. Simulations show that around the beginning of March, the first cooling demand occurs. Since the outside temperature limit states that there can be no night cooling unless the outside temperature of the previous day reached at least 20 °C, no night cooling will be applied in this season.
Although the best strategy would undoubtedly be to reduce solar gains, this was unacceptable for aesthetic reasons. Therefore, this barrier was lowered to 15 degrees, producing the following results (grey dots):
3. Conclusions

The results of the different analysis show that mechanical night ventilation does not deliver significant energy savings in comparison to regular active cooling systems in this case where a high cooling demand is to be satisfied.

It further demonstrates that control strategies have a large impact on both seasonal performance factor and cooling capacity of the system. Of course this is relative to system parameters like specific fan power, which are determinant for the performance of the base case.

The trade off between consumed energy and saved active cooling demand, is especially influenced by the allowed minimal outdoor temperature. Special care needs to be given to this factor – in combination with the minimal allowed indoor temperature – to avoid undercooling discomfort in the morning.

Because of the tight energetical trade off, the impact of other factors (for example investment costs) is all the more important to assess the feasibility of a mechanical night ventilation system in comparable circumstances. The implementation of this system is certainly not cheap – think of mechanical supply valves, transit openings, fans… - and are highly complex to commission.

Further research that is done on the subject could concentrate on the performance of mechanical night ventilation in combination with lowered ceilings and controllable openings.
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SUMMARY:
Supermarkets consume high amounts of energy, mainly electricity to power the freezers and lights. Strict laws for the conditions for selling food exist, demanding low temperatures to ensure the quality of the food. At the same time however the customer asks for comfortable conditions while shopping. This conflict of conditions has to be solved in one room, as a fragmentation into several more specialized rooms is contrary to the core supermarket concept. Often cooling and heating takes place in the same market at the same time, generated by two separated systems. As the surrounding conditions can not by changed, a flexible house technical system was developed, that is able to use the possible synergies by attaching the different components to one main system and therefore is able to transport heat energy within the market, causing cooling in one place and heating in another. Four markets have already been built using this system, two of them with the specific purpose of gathering data on the performance of the concept.

1. Introduction

Energy-efficient supermarkets offer a challenge mainly because of an ongoing conflict between marketing research of user behaviour and the demands of the German laws for selling food. The current limits by law for temperature and humidity are listed below.

<table>
<thead>
<tr>
<th>aimed for conditions</th>
<th>customer temperature</th>
<th>frozen food temperature</th>
<th>fresh fruit and vegetable temperature</th>
<th>cooled food temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>air temperature</td>
<td>19°C – 21°C</td>
<td>-18°C</td>
<td>15°C</td>
<td>4°C</td>
</tr>
<tr>
<td>relative humidity</td>
<td>40% - 70%</td>
<td>70%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td>absolute humidity</td>
<td>6,5g/m³ - 12,8g/m³</td>
<td>0,9g/m³</td>
<td>11,5g/m³</td>
<td>5,7g/m³</td>
</tr>
<tr>
<td>condensation point</td>
<td>5,1°C -15,3°C</td>
<td>-22,1°C</td>
<td>13,4°C</td>
<td>2,5°C</td>
</tr>
</tbody>
</table>

Table 1: Guidelines for temperatures in supermarkets

These differences in aimed for conditions are already high and are further enlarged due to presentation measures. Food is, as an example, often presented by light spots generating heat directly on and inside the food. Simplified, every measure to save energy is directly opposing the situation deemed optimal by the marketing specialists:
• Slide doors on freezers are good in regard of keeping a temperature difference, but pose a hindrance for the customer to touch the food – lowering the chance of buying.
• Heating the space in front of the freezers by radiant heating raises comfort for the customer, but lowers the efficiency of the heat pump based freezer.

Problematic are situations where heating and cooling takes place at the same time or when there are intern heat sources inside the market during summer, requiring additional cooling.

Two cases have to be taken into account when designing a sound concept for markets – summer and winter. In winter the intern heat sources can be used to lower the need for heating, so a certain amount of intern gain is acceptable or even aimed for. During summer the intern gains to be countered by cooling measures. The development of more insulation and a growing number of freezers per market result in a growing number of yearly cooling days and a constantly shrinking number of heating days. Most modern markets do not need a separate heating system at all instead having a constant need for cooling.

# 2. Current standard of supermarkets

## 2.1 Internal heat sources

The following table lists average sources of internal heat in a market of average size.

<table>
<thead>
<tr>
<th>light</th>
<th>output (W)</th>
<th>7°-20° (day)</th>
<th>20°-7° (night)</th>
</tr>
</thead>
<tbody>
<tr>
<td>light</td>
<td>number</td>
<td>total (W)</td>
<td>ED AKTIV</td>
</tr>
<tr>
<td>AEG Maxos TL 5 80 W EVG</td>
<td>183.0</td>
<td>80W</td>
<td>14.640</td>
</tr>
<tr>
<td>AEG Maxos TL 5 86 W EVG</td>
<td>25.0</td>
<td>56W</td>
<td>1.400</td>
</tr>
<tr>
<td>Phillips MRS 702 70</td>
<td>29.0</td>
<td>70W</td>
<td>2.030</td>
</tr>
<tr>
<td>Phillips MRS 702 100</td>
<td>40.0</td>
<td>100W</td>
<td>4.000</td>
</tr>
<tr>
<td>Phillips MRS 430 150</td>
<td>15.0</td>
<td>150W</td>
<td>2.250</td>
</tr>
<tr>
<td>AEG Maxos FR 50 W EVG</td>
<td>14.0</td>
<td>50W</td>
<td>700</td>
</tr>
<tr>
<td>Phillips MPK 630 70</td>
<td>37.0</td>
<td>70W</td>
<td>2.590</td>
</tr>
<tr>
<td>AEG Isolux PCF 58 W EVG</td>
<td>16.0</td>
<td>58W</td>
<td>928</td>
</tr>
<tr>
<td>Phillips TBS 331 42</td>
<td>6.0</td>
<td>42W</td>
<td>252</td>
</tr>
<tr>
<td>Phillips Opal 60 W</td>
<td>6.0</td>
<td>60W</td>
<td>360</td>
</tr>
<tr>
<td>bakery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ofen Debak 18.9</td>
<td>1.0</td>
<td>18900W</td>
<td>18.900</td>
</tr>
<tr>
<td>GährSchrank 2.4</td>
<td>1.0</td>
<td>24000W</td>
<td>2.400</td>
</tr>
<tr>
<td>Phillips MRS 702 70</td>
<td>16.0</td>
<td>70</td>
<td>1.120</td>
</tr>
<tr>
<td>Phillips TBS 331 42</td>
<td>6.0</td>
<td>42</td>
<td>252</td>
</tr>
<tr>
<td>PRE Back DEBAK Mini R8</td>
<td>1.0</td>
<td>12800</td>
<td>12.800</td>
</tr>
<tr>
<td>electr. freezer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stolper Truhen</td>
<td>16.0</td>
<td>1500</td>
<td>24.000</td>
</tr>
<tr>
<td>AHT 210</td>
<td>26.0</td>
<td>495</td>
<td>12.870</td>
</tr>
<tr>
<td>AHT 175</td>
<td>4.0</td>
<td>495</td>
<td>1.980</td>
</tr>
<tr>
<td>Getränke KS</td>
<td>2.0</td>
<td>1000</td>
<td>2.000</td>
</tr>
<tr>
<td>house technik</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>radiator</td>
<td>10.0</td>
<td>150</td>
<td>1.500</td>
</tr>
<tr>
<td>venting</td>
<td>2.0</td>
<td>3500</td>
<td>7.000</td>
</tr>
<tr>
<td>heating</td>
<td>1.0</td>
<td>1000</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Table 2: internal sources of heat in a medium sized supermarket

<table>
<thead>
<tr>
<th>Cooling devices</th>
<th>30,0</th>
<th>-1400</th>
<th>-42,000</th>
<th>0,2</th>
<th>-8,400</th>
<th>0,1</th>
<th>-4,200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>72,972 W</td>
<td></td>
<td>63,918 W</td>
<td></td>
<td>31,784,2 W</td>
</tr>
</tbody>
</table>

The building service system currently consists of four basic components:

- A heating system – most often based on natural gas or heat from a district heating network
- A venting system – most often without heat exchanger, either regulated manually or by CO₂-sensors
- A cooling system – in many markets
- Lights – consisting of a basic lighting by fluorescent tubes with spotlights in event areas (fresh fruit etc.)

The freezers form a system within the system. Two kinds have to be viewed separated:

- Plug – freezers, that are directly linked to wall sockets (because of the reliability of these systems they are preferred over the wall freezers when situation allows for both)
- Wall-Freezers that are linked to a fluid circulation and regulated by a central heat pump

These established systems are working less and less well because the internal gains (number of freezers, lights) are increasing as well as the opening hours. 15 years ago supermarkets where open 45-50 hours per week, while currently most markets open for approximately 90 hours every week. The strategy of regulating the inside conditions especially during the hot summer months by venting in the night in combination with thermal mass ceases to work, as the time outside the opening hours is filled with the delivery of supplies and other logistical tasks.

Another reason is the growing strictness of the laws regarding the necessary conditions for the sale of food. This is the case for the temperature conditioning of the food as well as for the air quality inside the market. With CO₂ sensors regulating the air conditioning the situation has grown worse in many markets especially in summer when outside temperature rises above 25°C, the critical temperature inside the market for the heat pumps of the freezers. The constant warm air stream causes the foods temperature to rise above the allowed mark – a situation under which the market has to be closed, which means a great economical and marketing loss for the company.

The main point of a concept for saving energy in supermarkets is a need for internal gains during winter and a need for avoiding internal gains in summer. A flexible system is needed that can flexibly apply the heat energy inside the market when needed and outside the market when not needed.

3. Flexible System for Conditioning in Supermarkets

During the concept phase several proposals for a reduction of the consumption of supermarkets where made. The main proposals where:

- Reduction of internal heat gain by reducing the heat generated by lights and the number of freezers in combination with more insulation in the outer hull.
- Flexible transfer of heat by house technical measures
- Flexible transfer of heat by constructive measures (by placing the heat-pump in a separate room, open to the market in winter and to the outside in summer).
- General improvement of energy-efficiency by adding slide doors to wall-freezers, adding a space between the freezers in order to prevent heat accumulation near the heat pumps

The reduction of internal heat gain by reducing lights, number of freezers etc. was found to be unrealistic. The amount of profit to be made by more freezers could not economically be countered by saving energy and the marketing specialists insisted on the current lighting concept.
The general improvement of energy-efficiency was partially successful. While the lights are near the limit of current technology, the heat accumulation near the plug-freezers could be countered by placing them more apart.

For the flexible transfer of heat the house technical solution was chosen, mainly out of economical reasons. The current system uses one closed loop on which most of the components (plug-freezers remain) are docked on to. In places cooling and heating is required during the year the system can either densify the fluid or expand it, lowering or raising its temperature level and therefore generation the aimed for conditions by transporting energy within the market and to the outside.

Calculation under lab-conditions reductions the system will yield a reduction in CO2 Emissions by app. 20 tons per market in comparison to conventional systems. Under field-conditions 16 tons is deemed realistic.

![Diagram of the house technical system](image)

**Picture 1: Schematic of the house technical system**

A – The system uses a triple pipe system (-10°C for normal cooling, +7°C for airconditioning and up to +55°C for heating).

B – The core of the system consists of three compressors, one inverter compressor (INV) and two standard compressors. The inverter compressor is assigned to the normal cooling; the standard 2 (STD2) compressor is assigned to the conditioning cycle. The system develops its flexibility out of the standard 1 compressor (STD1) that is mainly assigned to normal cooling but can be assigned to the conditioning cycle case by case.

C – Additional satellite compressor for the freezer units.

D – The heat exchanger of the outer unit is adjustable and can flexibly serve as compressor and evaporator.

E – Valves, taking care of the distribution inside the system

F – Valves responsible for the configuration of the compressors. As emergency solution the standard 2 compressor can be assigned to normal cooling as well, leaving the market without air conditioning but reducing the risk of loosing food due to insufficient normal cooling.

From the economical point of view the system currently costs about 10% more than a conventional system. In this calculation the omission of space for the central heating room is included. With the reduction of energy consumption taken into account the concept might pay off in about three years, depending mainly on the outer climate. A change towards the synergetic system is economically especially sound if a change in system asked for out of other reasons. An example for this is the current change in cooling fluids due to legislative changes in Germany.
4. Prototype markets and consumption data

Two supermarkets are equipped with the above described system. One of them (Oberweißbacher Strasse) is a new market, the other one (Ulzburger Strasse) is a renovated market whose complete house technical system was changed, while the outer hull remained the same. Both markets concrete frame constructions with lime sand bricks (Ulzburger Strasse)/ gas concrete (Oberweißbacher Strasse), adding to the thermal mass of the building. Both markets are about 800m² in size. Data on the market in Ulzburger Strasse is shown below.

To the disappointment of all developers involved this year’s winter was a rather warm one. As the concept relies on a heat-pump system the more extreme conditions are of special interest.

The other key point of interest was the amount of energy saving possible with the synergetic system. Comparison of similar days before and after the renovation in the market in Ulzburger Strasse shows a reduction in heat energy consumption of about 90%. Taking into account the change from a natural gas based system without cooling towards an electrical based system a reduction of prime energy consumption of about 50% to 60% is realistic, depending on climate conditions. However as the amount of data is rather small at the moment this comparison takes into account only the outer air temperature, not the number of customers and other relevant frame conditions.

Measured were the overall consumption of the market as well as the inner temperature and the consumption on several critical points of the system. The shown peakload is only available for the synergetic system in 2008. The daily consumption from 2007 is a calculated value as the traditional system is composed of electricity based heat pumps and a gas heating system. The main energy saved is the gas that is no longer needed for heating.

![Energy consumption chart](chart.png)

**FIG. 1: Energy consumption / peak load of the supermarket Ulzburger Strasse**

Longer term evaluations are available for other countries however. The following figure shows the monthly energy consumption of an average convenience store in central Japan. As these are average consumption values, the deviation of many actual markets is rather high (as high as 15%), mainly due to differences in the number of customers and microclimate.

It can be clearly seen, that during the very hot Japanese summer, the synergetic system is consuming about 20% energy less than traditional concepts. The difference however is increases during the colder seasons where up to 75% less energy are consumed. This makes the synergetic system extremely attractive for supermarkets in Germany where the summer conditions are less extreme than in Japan.
5. Conclusion

As there is no long term data under German climate conditions available yet, evaluating the performance of supermarkets outfitted with the synergetic system is difficult. Long term data from several convenience shops in Japan show that the difference in performance between traditional and synergetic systems is dropping considerably when the outer temperature is rising above 12°C. At lower outer temperatures the synergetic system is clearly superior, as no additional energy is needed for heating – it is just moved within the market. The exact relation towards the outer temperature is dependant on the design of the market however. German markets (mostly with areas above 800m²) will differ from the Japanese example (mainly 400m²).

First prototype markets in Germany show a consumption that matches the expectations based on the comparable winter conditions in central Japan and central Germany. The consumption of the market in Ulzburger Strasse (800m²) that was equipped with the synergetic system in autumn 2007, was about 60% lower in January 2008 (average monthly temperature 5.3 °C) compared to January 2007 (average monthly temperature 5.9 °C). Additional long term evaluations are needed to more clearly describe the potential reduction in energyconsumption under German climate conditions, as there are several other parameter to be taken into account that differ a lot from Japanese conditions (humidity, market size, number of customers/ m²/month).

As last remark, the energy saved is mainly the gas as no separate heating system is needed. Dependant on the generation process of the applied electricity the primary energy balance will vary.
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SUMMARY:
During the last years research on the design of cost-efficient lowest energy houses had been finalized and in September 2006 the occupation of the first multifamily house started. The paper describes the general rules of the design strategies, the tools used to calculate energy performance and indoor comfort. Especially the question, if a flat can be heated only by heating the ventilated air, is discussed. Regarding the energy performance, different methods for calculating the energy demand for heating are discussed. Using a whole building simulation tool with 300 zones, the monthly energy balances for each of the 39 flats and the monthly energy balance for the whole house are compared. Finally the results of the optimisation process is presented for the building Vienna-Utendorfgasse.

1. Multifamily houses in Vienna

The first certificated lowest energy multifamily houses in Vienna – Utendorfgasse are social tenements. There are 39 flats in the complex of three houses. The buildings are made of reinforced concrete. The balconies are in the south so the projecting slabs are shading the windows. There are little windows in the north. Occupation had started in September 2006.

In the following paper the focus will be on the freestanding house of Vienna-Utendorfgasse.

FIG. 1: Complex of the three lowest-energy houses in Vienna – Utendorfgasse (left) and wire frame model of the second investigated complex Dresdnerstraße (right)
The second example is also a multifamily house in Vienna – Dreherstrasse with 27 flats. The longitudinal axis is orientated north-south. The building has a partial basement and the surrounding neighbours shade the building partly. Occupation had started in December 2007. Both buildings had been investigated regarding the possibility to use the ventilation system for heating and therefore avoiding radiators.

1.1 General rules of the design strategies

The general rules for the design result from the passiv house standards and from the building promoter. The design objectives were:

- cost efficiency
  - limited extra costs for passive house standard
  - limited building costs to receive funding from the state for social housing (<1055€/m²)
- low energy consumption – lowest energy house
  - heating demand \( \leq 15 \text{ kWh/m²a} \)
  - heat load \( \leq 10 \text{ W/m²} \)
  - airtightness \( n_{50} \leq 0.6 \text{ h}^{-1} \)
  - primary energy demand \( \leq 120 \text{ kWh/m²a} \)
- high indoor comfort
  - controlled air change, high surface temperatures during winter
  - high acoustic and hygienic standards for ventilation system

1.2 Limits of the heating by ventilation system

The main points for indoor comfort are the temperature, the air humidity and the temperature asymmetry.

The heating load in lowest energy houses of this type is limited because of the possibility to supply the heating demand by warmed input air via the ventilation system. The limiting factors therefor are the maximum input air temperature with 50°C due to the smouldering and the air change rate focusing on low indoor air moisture contents. The higher the air change rate the lower is the air humidity in the flat. In FIG. 2 the absolute humidity against air change rate and the minimal absolute humidity for indoor comfort is presented. In the Figure is also shown the range concerning the the air change rate when the utilisation and so the humidity production varies. The assumption of 300 g/h humidity production is from a family with three members and cooking, bathing, clothes drying and plants. The humidity can vary because of the utilization by the inhabitants. The intersection of the curve and the limit is at the air change rate of about 0.4 l/h. This air change rate is used to calculate the maximum of heat input.

The calculation of the curve was done with the following parameters:

<table>
<thead>
<tr>
<th>TABLE 1: Parameters for the curve of absolute humidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Temperature (monthly average january)</td>
</tr>
<tr>
<td>relative humidity</td>
</tr>
<tr>
<td>( u_{\text{outdoor}} )</td>
</tr>
<tr>
<td>moisture production p</td>
</tr>
</tbody>
</table>
FIG. 2: Absolute humidity against air change rate and the minimum limit of the absolute humidity for indoor comfort at 20°C and 40% relative humidity

TABLE 2: Maximum heat input by warmed input air

<table>
<thead>
<tr>
<th></th>
<th>m²</th>
<th>W</th>
<th>W/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>flat area (A)</td>
<td>70</td>
<td>693.00</td>
<td>9.90</td>
</tr>
<tr>
<td>ceiling height (h)</td>
<td>2.5</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Volume (V)</td>
<td>175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>air change rate</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_{input: air}$</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_i$</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>heat input</td>
<td>646.00</td>
<td>9.24</td>
<td></td>
</tr>
</tbody>
</table>

\[
= 0.33 \cdot n \cdot V \cdot (t_{input\: air} - t_i)
\]

The maximum possible heat input by warmed air of 9.9 W/m² must supply the losses by transmission and infiltration. That is the base for the boundary conditions for the calculation of the heat load. This heat load must be verified flat by flat.

1.3 Heating load - Parameters for steady state calculations

The heat load is the decisive factor in the question if a heating only by warmed input air is possible. The passive house works because of the fact that heat losses and heat gains are taken into account.

The simulation of a building delivers the most exact results for the heat load but they need some time and resources to calculate. With a steady state calculation it is easier and faster to get results. The following formula is for the steady state calculation of the heat load on the relevant day at the location.

The steady state calculation includes the transmission losses to the exterior and to unheated neighbours, ventilation losses because of infiltration and ventilation, solar gains and internal energy gains. The unknown parameters in the calculation for the maximum heat load are the outdoor temperature for transmission losses $T_{ext}$, air temperature of input air (infiltration, ventilation) $T_{in}$, and the solar energy gains $P_{solar, k}$.

The calculations of the unknown parameters were made by separating the parts of the formula. By simulating the heat load for different shoe box shaped rooms with the Programm BSIM 2000 the heat load could be determined.
and the equation could be used to determine the unknown parameters. The box models where light and heavy constructions and different window sizes and orientations. Details can be found in Höfer 2006.

\[
\text{HeatingLoad} = \left[\sum_{n} A_n \cdot U_n + \sum_{m} l_m \cdot \psi_m \right] \cdot (T_i - T_{\text{ET}}) + \sum_{n} A_n \cdot U_n \cdot (T_i - T_{\text{ev}}) \\
+ 0.34 \cdot (V_{\text{inf}} + V_{\text{mech,in}} + n_{\text{Anlage}} \cdot (1 - \eta) \cdot V) \cdot (T_i - T_{\text{elec}}) \\
- \sum_{k} A_{g,k} \cdot g_k \cdot \text{versch} \cdot P_{\text{Solar,k}} \cdot 0.9 \\
- P_{\text{intern}}
\]  

\begin{align*}
A_n &= \text{structural element area, internal dimension} \quad [\text{m}^2] \\
U_n &= \text{thermal transmission coefficient} \quad [\text{W/m}^2\text{K}] \\
l &= \text{internal length thermal bridge} \quad [\text{m}] \\
\psi &= \text{thermal bridge losses coefficient} \quad [\text{W/mK}] \\
T_i &= \text{indoor temperature} \quad [\text{°C}] \\
T_{\text{ET}} &= \text{outdoor temperature for transmittance losses} \quad [\text{°C}] \\
A' &= \text{joining area to neighbour} \quad [\text{m}^2] \\
U' &= \text{thermal transmission coefficient to neighbour} \quad [\text{W/mK}] \\
T_{\text{in}} &= \text{temperature in neighbouring room} \quad [\text{°C}] \\
V_{\text{inf}} &= \text{volume flow by infiltration} = n_{\text{inf}} \cdot V \quad [\text{m}^3/\text{h}] \\
V_{\text{mech,in}} &= \text{volume flow by underpressure caused by the ventilation system} \quad [\text{m}^3/\text{h}] \\
n_{\text{Anlage}} &= \text{volume flow through the ventilation system} \quad [\text{h}^{-1}] \\
\eta &= \text{efficiency factor of the heat recovery} \\
V &= \text{volume, internal dimension} \quad [\text{m}^3] \\
T_{\text{cl}} &= \text{air temperature of input air (infiltration, ventilation)} \quad [\text{°C}] \\
A_{g,k} &= \text{window area} \quad [\text{m}^2] \\
g_k &= \text{solar heat gain coefficient} \\
\text{versch} &= \text{shadowing effects by projecting elements, adjoining buildings} \\
P_{\text{Solar,k}} &= \text{solar energy gains} \quad [\text{W/m}^2] \\
P_{\text{intern}} &= \text{energy gains by internal heat sources} \quad [\text{W}]
\end{align*}

\begin{table}[h]
\caption{Temperatures and solar energy gains for the heat load relevant days for Vienna}
\begin{center}
\begin{tabular}{cccccc}
\hline
& $T_{\text{ET}}$ & $T_{\text{cl}}$ & P south & P east/west & P north \\
\hline
01. Feb & -14.5°C & -14.0°C & 60 $\text{W/m}^2$ & 23 $\text{W/m}^2$ & 9 $\text{W/m}^2$ very cold, sunny \\
21. Jan & -4.0°C & -4.0°C & 6 $\text{W/m}^2$ & 6 $\text{W/m}^2$ & 6 $\text{W/m}^2$ mild, cloudy \\
\hline
\end{tabular}
\end{center}
\end{table}

The validation of these parameters was made with the passive house Vienna-Dreherstrasse. The building hosts 27 flats and alltogether there are 244 rooms. The heat load of the building was simulated with the program buildopt developed at the center of building physics and the steady state calculations were done with the same program so the input data of the constructions are the same.
FIG. 3: Comparison of simulation and steady state calculation

Figure 3 shows the comparison of the results by simulation and steady state calculation. The difference between the steady state calculation and the simulation is less than 1 W/m² on average.

1.4 Calculation method – Heating load

The boundary conditions to calculate the heat load to check the possibility of heating only by ventilation system are:

<table>
<thead>
<tr>
<th>$T_i$</th>
<th>Neighbours</th>
<th>$q_i$</th>
<th>A_{nettoarea}</th>
<th>$n_{A_{nettoarea}}$</th>
<th>$\eta$</th>
<th>$n_{mech}$</th>
<th>$n_{50}$</th>
<th>$n_{Inf\text{-}rooms}$</th>
<th>$n_{Inf\text{-}flats}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td>W/m²</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
</tr>
<tr>
<td>22</td>
<td>heated</td>
<td>1.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>$n_{50} \cdot e$</td>
<td>$n_{50} \cdot e$</td>
<td></td>
</tr>
</tbody>
</table>

As the heating by input air must only cover the transmission and infiltration losses in flats the mechanical ventilation is zero. The infiltration at the room is calculated with the $n_{50}$-value and a factor which includes the wind protection and the numbers of openings in the room. The factor $e$ is 0.01 according to ONORM EN 12831 for good windprotection (city) and one opening in the room. The factor 2 is for the worst case because the $n_{50}$-value is for the whole building.

The parameters for evaluating the indoor comfort in the flat and the dimensioning of the ventilation system with heated input air are different. For dimensioning the ventilation system inside the flat the neighbours are assumed to be not heated and there are also no internal thermal gains calculated.

1.5 Calculation method – Heating energy demand

As the heating energy demand is calculated for an average situation the parameters are different from those used for the heating load.
TABLE 5: Boundary conditions for the steady state heating demand calculation

<table>
<thead>
<tr>
<th>$T_i$</th>
<th>Neighbours</th>
<th>$q_i$ bruttoarea</th>
<th>$n_{A0}$</th>
<th>$\eta$</th>
<th>$n_{mech}$</th>
<th>$n_{T0}$</th>
<th>$n_{inf, rooms}$</th>
<th>$n_{inf, flats}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td></td>
<td>W/m² h⁻¹</td>
<td>h⁻¹</td>
<td></td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
<td>h⁻¹</td>
</tr>
<tr>
<td>20</td>
<td>heated</td>
<td>2.1</td>
<td>0.4</td>
<td>0.8</td>
<td>$n_{A0} \cdot (1-\eta)$</td>
<td>0.4</td>
<td>$n_{T0} \cdot e$</td>
<td>$n_{T0} \cdot e$</td>
</tr>
</tbody>
</table>

There are different modes of calculation for the heating demand. Balances can be build for the whole building, flat by flat or room by room. As the heating energy demand is calculated from the heat losses minus the usable part of the heating gains the hidden assumption is that losses are locally compensated by the gains. In reality doors inside one flat are open and therefore the most realistic zoning should be the second one, where each flat is one zone. For comparison the next figure shows all three results.

The results for the heating demand vary depending on the mode of calculation. When the calculation is made for the whole building the heat losses and gains are much more compensated compared to the calculation room by room.

### 1.6 Summertime Overheating

The room temperature during summertime are determined by solar and internal loads, ventilation losses especially during night and the possibility to store heat in the construction. The standardized method to assess the risk of summertime overheating in Austria is ÖNORM B 8110-3. For the design process a different method has been used. As in Rouvel et al. 2000 described, the solar and internal gains not covering the transmission and ventilation losses can be used the assess the time the room temperatures will be higher than a certain limit. For the optimisation the limit for the room temperature was set to be 26°C.
2. Optimisation – Vienna Utendorfgasse

The main criteria for optimising the building structure were the costs, as a certain limit had to be kept to receive funding from the state. From building physics point of view the heating load should be less than 10 W/m² to be able to use heating by ventilation without radiators in the flats, the heating energy demand should be less than 15 kWh/m² and overheating during summertime has to be avoided. Using these four criteria, the thickness of the insulation, the type of window and the size of the windows had been determined. Details can be found in Jachan 2003. The following figure shows the ratings for different window sizes. The performance is rated with one point for each criterion. The summertime behaviour is always rated as fulfilled because the necessary solar protection is determined and the costs for the solar shading are part of the total costs. Total costs in this case are investment for windows, walls, solar protection and the costs for heating for 30 years.

![Performance](image)

**FIG. 4: Comparison of simulation and steady state calculation**

As can be seen the optimum window size for the investigated scenario is around 100 m² for the building. If less windows are used the heating energy demand does not fulfil the criteria, if more windows are used the total costs increase and above 150 m² the heating load will be too high. Using the optimum window size an outer shading protection for the last floor has to be used to avoid the risk for summertime overheating.

In FIG. 5 are the necessary air change rates for heat supply in each flat of the house 2 – Utendorfgasse is shown. For a good indoor climate an air change rate less than 0.4 l/h is preferable. In the passive house Utendorfgasse only the last roof-top apartment needs more heat input. The air change rate for the dimensioning of the heating coil contains the eventuality that none of the neighbours are heating and no internal gains are present. As one can see the heating coil and the ventilation system should be able to deliver a 0.7 l/h with 50°C for each flat to cover this maximum.
FIG. 5: Necessary air change rate with 50°C for the heat supply in the 22°C warm flats. If all flats are heated the air change “indoor comfort” has to be used. If all neighbours of a flat are not heated and no internal gains are present in the flat the scenario “dimensioning” has to be used.

Th normal use of the ventilation system should be that the inhabitants use a reduceded air change rate of around 0.2-0.3 l/h. During cold days the “normal” air change 0.4 l/h should be used. For other reasons the air change of the ventilation system can be increased up to 0.7 l/h.
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SUMMARY:
The paper compares the Monthly Balance Method (DRAFT ISO/DIS 13790) with whole building simulations and shows the effects of night ventilation and coupling of zones in office buildings.

A model of a typical office building is used (40x13x8 meters, with north and south orientated windows). In the first part the energy demand for heating and cooling for different climates with whole building simulations and monthly zone methods is compared. To create a coupled and an uncoupled model the U-value of the intermediate wall is varied and the effects of coupling are presented.

In the second part a systematic variation of the model to get a strategy for an optimization of office buildings is performed. The location is in Vienna, the climate is a typical European continental climate. Three parameters Gamma, Tau and C (storage capacity) are important values for optimization of buildings. The reduction of the parameter K is the first step to minimize the energy demand of buildings. The next step is the intelligent choose of window part because if the window part of a building is high the parameter G is big. And the energy demand for cooling increases with the G-value. The next important point is the storage capacity of the building materials. Walls and Slabs storages energy and a good storage characteristic of a building reduce the energy demand for heating and cooling.

In diagrams the difference between whole building simulations and monthly zone methods for different Gamma and Tau values is shown. Furthermore the effects of coupling and night ventilation to reduce the energy demand for cooling and heating are presented.

1. Introduction
The DRAFT ISO/DIS 13790 (Thermal performance of buildings – Calculation of energy use for space heating and cooling, 2005) describes the so called Monthly Balance Method to calculate the heating and cooling demand [1] for the European energy certificate and will be used very often to optimize buildings.

Due to a lot of assumptions in the method the paper compares the Monthly Balance Method with whole building simulations.

The energy demand for heating and cooling will be calculated by a systematic variation of building properties (like gain/loss ratio and time constant) and outdoor climate.

Part of the variation is using of Night Ventilation Concept to decrease cooling energy demand. Especially for this strategy the coupling between different zones (staircase, offices etc.,) is very important.

Out of the large number of results recommendations for adaption and the limits for the Monthly Balance are presented.

2. Model

2.1 Geometry and Orientation

The model is a six zone model with four office zones and two corridors. The size of one office zones is: width = 40 meters, length = 5 meters and height = 4 meters. The size of one corridor is: width = 40 meters, length = 3 meters and height = 4 meters.
The model has two floors and the geometry of the model should be a typical office building.

**FIG.1 – Office and corridors model**

The office zones have windows on the north and on the south facade, the corridor and the east and west facade are simulated without any windows. The orientation of the model is north/south.

The construction elements are simulated with following components and U-values:

<table>
<thead>
<tr>
<th>Floor</th>
<th>marking</th>
<th>thickness in cm</th>
<th>U = (0.19) W/m²K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cement screed</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EPS</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>reinforced concrete</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intermediate Slab</th>
<th>marking</th>
<th>thickness in cm</th>
<th>U = (0.94) W/m²K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cement screed</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EPS</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>reinforced concrete</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>External Slab</th>
<th>marking</th>
<th>thickness in cm</th>
<th>U = (0.15) W/m²K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPS</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>reinforced concrete</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intermediate wall</th>
<th>marking</th>
<th>thickness in cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertically perforated brick</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>ultra heat insulation</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Vertically perforated brick</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>U = (\text{variable})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>External wall</th>
<th>marking</th>
<th>thickness in cm</th>
<th>U = (0.16) W/m²K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPS</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>vertically perforated brick</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

**FIG.2 U-values of the construction elements**

The different U-values of the intermediate walls are:

1. Coupled model:
   
   \(U = 4.96\) W/m²K

   The coefficient of thermal conductivity of the vertically perforated brick and the ultra heat insulation is 100 W/mK

2. Not coupled model:

   \(U = 0.002\) W/m²K

   The coefficient of thermal conductivity of the vertically perforated brick is 0.2 W/mK and coefficient for the ultra heat insulation is 0.0001 W/mK

Only the intermediate wall has different U-values, the intermediate slab has always an U-Value of \(0.94\) W/m²K. The difference between the ground floor and the first floor is not very big. The variation of the material parameters is only used for the intermediate wall.
2.2 Windows

U-value = 0.85 W/m²K, Solar heat gain coefficient: g-value = 0.50, shading reduction factor: Fsh,gl = 0.80 [1], Orientation: North and South. The size of the windows is length = 39.50 meters and height = 1.50 meters. (typical light-band facade). The sunscreen is activated by radiation above 300 W/m²K or an operative room temperature above 23 °C.

2.3 Use

The use of the building is simulated as a typical office. The use of the corridors is different to the use of the offices.

Temperature for heating = 20 °C
Temperature for cooling = 26 °C

The air change rate for each time step is defined with the following decision:

If $T_{op} > T_{decision}$ and $T_e < T_{air}$ the maximum of the air change rate is used. In every other case the minimum of the air change rate is used for each time step.

- $T_{op}$: operative temperature of the room
- $T_{decision}$: aim temperature for the room for the air change rate
- $T_e$: temperature of the external environment
- $T_{air}$: air temperature in the room

2.3.1 Internal gains and air change rate for simulation

Internal heat gains from 9:00 a.m. to 7:00 p.m. 16 W/m² in the offices and 0 W/m² for the corridors. The air change rates are between a minimum and a maximum value.

![FIG.3 Maximum and Minimum of air change rate for the offices and the corridors](image)

2.3.2 Internal gains and air change rate for monthly balance method

For the monthly method the values for the air change rate and the internal gains which used in the simulation must be the average value of 24 hours.

The average for the internal gains is for the offices: 6.66 W/m² and for the corridor it is 0 W/m².

The air change rate for the offices to calculate the heating energy demand is the average of the minimum it is 0.225 h⁻¹, to calculate the cooling energy demand the average of the maximum is 1.1 h⁻¹.
The air change rate for the corridors to calculate the heating energy demand is the average of the minimum it is 0.225 h\(^{-1}\), the same value as for the offices, to calculate the cooling energy demand the average of the maximum is 2.47 h\(^{-1}\).

3. Results for different climates

The simulation program (buildopt) was designed by the Center for Building Physics and Building Acoustics in Vienna, the program has been validated by using data from the ANNEX 41. [2]

To change the climate, different locations for the model were chosen. The following locations are used: Vienna (European continental climate), Beijing (Asiatic continental climate), Palermo (mediterranean climate), Moscow (winter cold climate).

The aim temperature for the air change rate in the following results is 23 °C.

3.1 Heating and cooling demand

The results for heating and cooling demand:

![Heating demand for office and corridors model](FIG.4)

The effects of coupling reduce the energy demand for heating and cooling. Furthermore is a coupled model a realistic model, coupling effects (transmission) are very important for the cooling demand to reduce the maximum cooling loads. The U-value of an intermediate wall in real is between 0.2 and around 1.0 W/m\(^2\)K.

3.2 Comparison of simulation with monthly method

![Heating demand for office and corridors model – monthly method and simulation](FIG.6)
For each location the results of the monthly one zone method is not so big as the results of the simulation. For
the location Vienna the monthly one zone method is not correct for not coupled models.

### 4. Results of systematic variation

To get a systematic variation of the gain loss ratio and the time constant the parameters Gamma and Tau must be
varied for the office and corridors model.

To get a variation of gain loss ratio the size of the windows for each orientation was varied (a model without any
windows to a full glazing facade model). The variation of the time constant was realized by the variation of the
storage capacity for each material.

The following results are calculated with a coupled model but not only with transmission between the offices and
the corridors also with airflow of 800 m³/h airflow between the corridor and the offices for better coupling.

Three parameters Gamma, Tau and C (storage capacity) are important for the following diagrams:

\[
G = \frac{1}{A_{ges}} \sum_i A_{g,i} \cdot g_i \quad (1)
\]

\[
K = \frac{1}{A_{ges}} \left( \sum_i A_{c,i} \cdot U_i + 0.33 \cdot \sum_k V_k \cdot n_k \right) \quad (2)
\]

\[
C = \frac{1}{A_{ges}} \sum_i A_i \cdot \sum_m c_m \cdot \rho_m \cdot d_m \quad (3)
\]

\[
\text{Gamma} = \frac{G \cdot K}{m^2 K} \quad (4)
\]

\[
\text{Tau} = \log \left( \frac{C}{K \cdot \text{hours}} \right) \quad (5)
\]

- **G**: Total energy transmission value
- **K**: Heat transition value in W/m²K
- **C**: Storage capacity in J/m²K
- **A_{ges}**: Outer surface of the building in m²
- **A_{g,i}**: Area of transparent construction element in m²
- **g_i**: Total energy transmission value for one construction element
- **A_{c,i}**: Outer surface of one construction element in m²
- **U_i**: U-value of one in construction element W/m²K
- **V_k**: Volume of the building in m³
- **n_k**: Necessary minimum effective air change rate in h⁻¹
- **A_i**: Area of one construction element in m²
- **c_m**: Specific storage capacity in J/kgK
- **\rho_m**: Density in kg/m³
- **d_m**: Thickness in m
4.1 Air change rate for simulation and monthly balance method

The aim temperature for the air change rate in the following results is 23 °C during the summer period (summer is the period between 01st May and 30th September) and 20 °C during the winter period (winter is the period between 01st October to 30th April) for the offices. The aim temperature for the air change rate in the following results is 23 °C during the summer period (summer is the period between 01st May and 30th September) and 15 °C during the winter period (winter is the period between 01st October to 30th April) for the corridors.

The location for the calculation is Vienna.

<table>
<thead>
<tr>
<th>Office air change rate in h⁻¹</th>
<th>Corridor air change rate in h⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Minimum</td>
</tr>
<tr>
<td>Time</td>
<td>Minimum</td>
</tr>
<tr>
<td>09:00-10:00</td>
<td>0.1</td>
</tr>
<tr>
<td>10:00-11:00</td>
<td>0.1</td>
</tr>
<tr>
<td>11:00-12:00</td>
<td>0.1</td>
</tr>
<tr>
<td>12:00-13:00</td>
<td>0.1</td>
</tr>
<tr>
<td>13:00-14:00</td>
<td>0.1</td>
</tr>
<tr>
<td>14:00-15:00</td>
<td>0.1</td>
</tr>
<tr>
<td>15:00-16:00</td>
<td>0.1</td>
</tr>
<tr>
<td>16:00-17:00</td>
<td>0.1</td>
</tr>
<tr>
<td>17:00-18:00</td>
<td>0.1</td>
</tr>
<tr>
<td>18:00-19:00</td>
<td>0.1</td>
</tr>
<tr>
<td>19:00-20:00</td>
<td>0.1</td>
</tr>
<tr>
<td>20:00-21:00</td>
<td>0.1</td>
</tr>
<tr>
<td>21:00-22:00</td>
<td>0.1</td>
</tr>
<tr>
<td>22:00-23:00</td>
<td>0.1</td>
</tr>
<tr>
<td>23:00-00:00</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**FIG. 8 Maximum and Minimum of air change rate for the offices and the corridors**

For the monthly one zone model the following air change rates are used:

The air change rate for the offices to calculate the heating energy demand is the average of the minimum it is 0.225 h⁻¹, to calculate the cooling energy demand the average of the maximum is 0.86 h⁻¹. The air change rate for the corridors to calculate the heating energy demand is the average of the minimum it is 0.10 h⁻¹. To calculate the cooling energy demand the average of the maximum is 0.73 h⁻¹.

4.2 Comparison of simulation and monthly one zone method
FIG. 9 Heating and cooling demand for the office and corridors model with different Gamma and Tau/simulation and monthly one zone method

For Vienna the cooling demand with the monthly one zone method for real office buildings (\(\text{Tau} < 1.50\), Gamma 0.20 – 0.35 m²K/W) is bigger than the simulated results. The heating demands calculated with the monthly one zone method for real office buildings under values the simulated results.

The next diagram is the comparison of coupled and not coupled models. The coupled model has an intermediate wall with an U-value of 4.96 W/m²K and 800 m³/h airflow between the corridor and the offices.

4.3 Effect of coupling

4.4 Effect of night ventilation

For the results without night ventilation the air change rates are, for the corridors: 0.10 h⁻¹ all the time and for the offices 0.40 h⁻¹ from 8:00 a.m. to 7:00 p.m. otherwise 0.10 h⁻¹. The aim temperature for the results without night ventilation is for the offices the aim temperature without night ventilation is 23 °C the whole year, for the corridor it is 23 °C during the winter period and 20 °C during the summer period.
5. Conclusions
The so called Monthly Balance Method calculates the heating and cooling demand for Vienna in a realistic way. The comparison of the simulation and the monthly method demonstrates that the monthly multi-zone method most of the time overvalues the real energy demand, not only for Vienna also for different climates. This method even overvalues the simulations of ventilation concepts and coupling effects. The one zone method undervalues coupling effects but for Vienna the difference between the results of the simulation and the monthly one zone method is not very big even for realistic buildings. For other locations the monthly one zone method is not adequate. For Beijing and Palermo the real energy demand is higher than the result of the monthly one zone method.

The comparison of simulation and monthly one zone method for different Tau and Gamma values leads to the conclusion that the monthly one zone method for Vienna calculates realistic values, if the building has coupling effects. The effect of coupling is shown and with coupling effects the energy demand for heating and cooling can be reduced. The influence of night ventilation for the cooling demand in Vienna is for buildings with many windows very high. The cooling demand can be reduced to halve if the storage capacity is very high. (τ higher than about 300 hours)
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SUMMARY: The many different parties that influence design and control decisions for buildings, such as building owners, users, architects, consulting engineers, contractors, etc., may have different and to some extent contradicting requirements to buildings. Furthermore, national building regulations specify requirements to (among others) the energy performance and quality of the indoor climate, which also must be satisfied. This paper describes numerical methods intended for estimating design decisions that satisfy the given requirements, and that at the same time are optimal in some sense, for instance with respect to the economy, energy performance, or indoor climate. This is addressed by combining building simulation methods with numerical optimization methods. The paper describes a problem formulation that represents optimal design decisions, and the numerical simulation and optimization methods used for solving the problem. The paper furthermore provides a case study regarding a small office building.

1. Introduction

The parties who influence design and control decisions for buildings (referred to as decision makers), such as building owners, users, architects, consulting engineers, contractors, etc., often have different and to some extent conflicting requirements to buildings. For instance, the building owner may be more concerned about the budget for the building, rather than the indoor climate, which is more likely to be a concern of the building user. Furthermore, it is a well-established fact that it is easier and less costly to make design changes in the early stages of the design process for buildings rather than later. See for instance Poel (2005) and Nielsen (2003) for a more detailed description and discussion of the design process for buildings. Decision-makers may therefore benefit from software-based building optimization methods, developed for the early stages of the design process.

Simulation and optimization methods have been combined in many different ways for supporting building-related decisions. For instance, the studies by Peippo et al. (1999), Bouchlaghem et al. (2000) and Wright et al. (2002) all use this approach for estimating efficient design decisions related to, among others, the shape and orientation of the building, the amount of insulation, and the shape and area of the windows. The problem formulations used in the studies are single- or multi-criteria optimization problems, involving either energy performance, construction or operational costs, or measures for thermal discomfort.

In general, there are many combinations of decision variables and performance calculations that are relevant to include in the problem formulation. This motivates the development of building optimization methods that give the end-user full control over the problem formulation.

Furthermore, the numerical optimization methods must address the following issues: (1) partial derivatives of the functions cannot be expected to be available, and (2) the optimization method must provide valid input to the simulation methods; otherwise they may not provide valid output.

The purpose of this paper is to describe a combination of numerical simulation and optimization methods that can be used for estimating efficient design decisions at the early stages of the design process for buildings. The problem formulation and the involved numerical methods are described. The paper furthermore provides a case study involving a small office building.

This paper is based on the thesis by Pedersen (2006), where further details can be found.
2. General aspects of the method

Decision-making is supported by calculating optimal design decisions for a conceptual building model. The problem formulation, the model and the elements included in the problem formulation are described in the following.

2.1 Problem formulation

Figure 1 shows an illustration of the elements involved in decision-making. The figure illustrates the simple fact that decisions made under given circumstances result in a number of consequences. The figure furthermore illustrates the requirements made by decision-makers to the decisions as well as to the resulting consequences.

The term decision refers to the aspects of the building that decision-maker has control over, and circumstances refers to the aspects that the decision-maker has no control over, or do not wish to control.

Decisions are represented by a set of decision variables \( x \in \mathbb{R}^n \), and the circumstances are represented by a set constant parameters \( y \in \mathbb{R}^m \). The consequences are represented by a set of utility functions \( q : D \times \mathbb{R}^m \rightarrow \mathbb{R}^n \), that depend on \( x \) and \( y \). The consequences of a set of decisions \( x \) made under the circumstances \( y \) can therefore be evaluated by calculating the function values \( q(x, y) \).

The domain \( D \subseteq \mathbb{R}^n \) for the utility functions is defined in the following way:

\[
D = \{ x \in \mathbb{R}^n : d(x) \geq 0 \},
\]

(1)

where the functions \( d : \mathbb{R}^n \rightarrow \mathbb{R}^m \) are referred to as domain constraint functions.

The following optimization problem is used for estimating efficient decisions:

\[
\begin{align*}
\min_{x \in D} & \quad r_i^T q(x, y) \\
\text{subject to} & \quad A_j \begin{bmatrix} q(x, y) \\ x \end{bmatrix} \geq b_j \quad \text{and} \quad A_k \begin{bmatrix} q(x, y) \\ x \end{bmatrix} = b_k
\end{align*}
\]

(2)

This formulation allow the user to specify which utility function to minimize or maximize, as well as linear inequality and equality relations, involving decision variables and utility functions. The user can thus choose between, for instance, energy optimal or economical optimal design decisions. The inequality constraints can be used for specifying upper and lower bounds on utility functions and decision variables. The equality constraints can be used for specifying required values for utility functions and decision variables.

2.2 A conceptual building model

The required utility functions are based on performance calculations for a building with a simple geometry, representing general features, such as volume, surface area, mass of constructions, window area, etc. This so-called conceptual building model is shown in Figure 2.

All floors are identical, and each floor has window “bands” on two of the four external walls. The staircase tower is omitted, and only a single internal wall is included, which divide the building into two thermal zones. The performance of each of the two thermal zones is calculated separately.
2.3 Decision elements

The following decision variables are included in the problem formulation:
- The shape of the building (represented by the width to length ration and the number of floors)
- The window fraction of the façade areas
- Discrete selections of windows from a product database
- Amount of insulation used in ground slab, roof construction and external walls

The following main groups of utility functions are included in the problem formulation:
- The energy performance (energy for heating, cooling, ventilating, producing DHW, U-values for constructions, among others)
- The indoor environment (overheating and daylight utilization)
- Economy (construction and operational costs)

3. Utility functions

The utility functions involved in the problem formulation are described in the following, as well as the domain constraint functions, that specify the domain of the utility functions.

3.1 Energy and indoor climate

The performance with respect to energy and indoor climate is calculated using the method described by Nielsen (2005). One simulation is conducted for each of the two thermal zones of the building. The method gives, among others, hourly values for the internal air temperature, and hourly values for energy required for heating, cooling and ventilating the building.

These results are used for calculating the utility functions related to the energy performance of the building. The internal air temperatures are furthermore used for calculating the annual number of hours, where overheating occurs, which is used as a measure for thermal discomfort. The ratio between the depth of the room and the window height is used as a (primitive) measure for the level of daylight utilization. The calculation of this measure is based on the geometry of the building. Notice that high values represent low daylight utilization, and low values represent high daylight utilization.

3.2 Economy

Two utility functions are used for representing economical consequences of design decisions: The cost of constructing the building, and the annual cost of operating the building. The cost of constructing the building is estimated by interpolating values found in price catalogues, such as the V&S price catalogue (2005), which concerns unit prices for construction jobs in Denmark.
Some of the prices only depend on the number of purchased units, where other prices also depend on secondary parameters. For instance, the unit price of pouring concrete depends on the amount of concrete, and the required strength of the concrete.

The prices are interpolated using the following three models:

\[ p_1(u, \beta) = \beta_1 \exp(\beta_2 u) + \beta_3 \]  
(3)

\[ p_2(u, s, \beta) = \beta_1 s + \beta_2 \exp(\beta_3 u) + \beta_4 \]  
(4)

\[ p_3(u, s, \beta) = \beta_1 \exp(\beta_2 s) + \beta_3 \exp(\beta_4 u) + \beta_5 , \]  
(5)

where \( u \) is the number of purchased units, \( \beta \) is a vector of model parameters, and \( s \) is the secondary parameter. Note that the length of \( \beta \) depends on the model.

The model (3) is used for representing unit prices that do not involve a secondary parameter, and the models (4) and (5) are used for representing unit prices involving a secondary parameter.

The model parameters \( \beta \) are calculated as a least squares solution to the over-determined system of non-linear equations that can be formed using the unit prices from the price catalogue.

The cost of operating the building is calculated using the annual consumption of electrical energy and energy for heating the building, together with the energy prices for electricity and district heating.

### 3.3 Domain constraints

The purpose of the domain constraints is to ensure that the input to the simulation methods is valid. The domain constraints ensure (among others) that the input satisfies the following requirements:

- The width to length ratio of the building is positive
- The number of floors is larger than or equal to 1
- The window fraction of the façade area is between 0 and 1
- The amount of insulation used in the ground slab, roof construction and external walls is positive.

### 4. A gradient-free SQP filter algorithm

The method described in this section is based on the SLP filter method by Fletcher (1998), but with a number of modifications, in order to make it suitable for solving (2). First of all, the method must not require gradient information of the functions used for defining (2), secondly, it may only evaluate these functions for iterates \( x_k \), that belong to the domain \( D \).

The method is intended for finding solutions to constrained optimization problems on the following form:

\[
\begin{align*}
\min_{x \in D} & \quad f(x) \\
\text{subject to} & \quad c_i(x) \geq 0 \quad \text{and} \quad c_E(x) = 0,
\end{align*}
\]  
(6)

which includes the problem (2). The method needs to distinguish between the following three situations:

- The current iterate \( x_k \) belongs to the domain \( D \)
- The current iterate has provided an unsolvable (or incompatible) subproblem
- The current iterate does not belong to the domain \( D \).

In the first situation, the method calculates a step \( \Delta x_k \) towards a stable point for (6), by forming an approximated subproblem \( \text{QP}(x_k, \mu_k) \), using first order Taylor expansions of the functions involved in (6). The step length is restricted by adding a quadratic damping term \( \mu_k \) to the objective function. This approach provides the following quadratic program:
The following gradient approximations are used in the definition of (7):

\[ B_{f,k} = \nabla f(x_k), \quad B_{g,k} = J_{g}(x_k), \quad B_{c,k} = J_{c}(x_k) \text{ and } B_{d,k} = J_{d}(x_k). \]  

These approximations are initialized using finite difference calculations, and subsequently updated using the rank one updating formula described by Broyden (1965).

In the second situation, where \( \text{QP}(x_k, \mu_k) \) is incompatible, the method calculates a step towards the feasible region of (6). This is done by calculating a so-called regular restoration step, which is a step in a direction that minimizes the maximum violation of the constraints in (6). The step length is restricted by adding a quadratic damping term to the objective function. This approach provides the following subproblem:

\[ \text{RRQP}(x_k, \mu_k) = \begin{cases} \min_{z \in R^m} & z + \frac{1}{2} \mu_k \Delta x^T \Delta x \\ \text{subject to} & z \geq \nu(x_k) + B_{c,k} \Delta x \end{cases} \]  

where \( \nu(x_k) \) is a vector of constraint violations:

\[ \nu(x) = \begin{bmatrix} -c_f(x) \\ c_f(x) \\ -c_g(x) \\ -d(x) \end{bmatrix} \]

and where \( B_{c,k} = J_{c}(x_k) \) is an approximation of the gradient of \( \nu \) at \( x_k \). In (9), the parameter \( z \) is introduced in order to rearrange the problem into a QP.

The last situation, where \( x_k \not\in D \), is handled by calculating a so-called domain restoration step, which is a step in a direction that minimizes the maximum violation of the domain constraints, and can be calculated by solving the following subproblem:

\[ \text{DRQP}(x_k, \mu_k) = \begin{cases} \min_{z \in R^m} & z + \frac{1}{2} \mu_k \Delta x^T \Delta x \\ \text{subject to} & z \geq -d(x_k) - J_{d}(x_k) \Delta x \end{cases} \]  

Once a step \( \Delta x_k \) is calculated by solving either (7), (9) or (11), and the step is accepted, the next iterate becomes:

\[ x_{k+1} = \Delta x_k + x_k. \]  

The damping parameter \( \mu_k \) is required for solving (7), (9) and (11), and is calculated by relating it to the so-called trust region radius \( \rho_k \), which is an upper limit on the step length, such that \( \| \Delta x_k \| \leq \rho_k \) for all iterations. The details of the relations between \( \mu_k \) and \( \rho_k \) are quite lengthy, and are therefore omitted.

The filter concept, described by Fletcher (1998), is used as acceptance criteria. A filter is a set of pairs \( \{ (f(x_i), h(x_i)) \}, i \in F \), that are non-dominating in the Pareto (1969) sense of the word. The function \( h \) is defined as:

\[ h(x) = \max \{0, \max \{ \nu(x) \} \}. \]
where \( v(x) \) is given by (10). In order for a step \( \Delta x_k \) to be accepted, it must provide a pair
\[
\{(f(x_{k+1}), h(x_{k+1}))\}
\]
that is acceptable to the filter, i.e., the pair must not be dominated by any other pair in the filter. Furthermore, the iterate must be a so-called \( h \)-type iterate. See Fletcher (1998) for details regarding this concept.

**FIG. 3: Flowchart for the gradient-free SQP filter algorithm.**

The trust region radius is increased if there is a good match between the expected and actual decrease in the objective function value, and decreased otherwise. This criterion is evaluated using the so-called *gain factor* \( r_k \), given by:
\[
r_k = \frac{\Delta f(x_k)}{\Delta l(x_k)},
\]  
(14)
where $\Delta f(x_k)$ is the decrease in the relevant objective function, and where $\Delta l(x_k)$ is the decrease in the corresponding Taylor approximation. The parameter $\rho_k$ is updated using the expression $\rho_{k+1} = \rho_k \theta(r_k)$, where

$$\theta(r_k) = \frac{1}{2} \tanh \left( 10 \left( r_k - \frac{1}{2} \right) \right) + 1$$

(15)

The trust region is reduced with a factor of 3, if the iterate is unacceptable to the filter, if the iterate is not $h$-type, or if the domain constraint violation did not decrease for an iterate $x_k \notin D$.

Figure 3 shows a flowchart for the algorithm. Details regarding the stopping criteria are omitted.

5. Case study

The combination of simulation and optimization method are used for estimating efficient design decisions for a 3 storey, 2000 m$^2$ office building. The aim is to optimize the building with respect to the energy performance. The annual energy consumption is therefore required to be minimal. Table 1 shows the initial and optimal values for decision variables and utility functions, as well as the requirements to the solution. The list of decision variables and utility functions are only partial, full lists are provided by Pedersen (2006). The omitted utility functions do not influence the solution.

Notice that the optimal energy consumption is higher than the initial one. This is because the initial decisions are infeasible, since the requirements to daylight utilization are not satisfied. The building provided by the optimum decisions is the one with the lowest annual energy consumption, that at the same time satisfy all requirements. Notice also that the optimal construction cost is the one that fully exploits the allowed limits.

The solution is restricted by the upper limits on the amount of insulation used in the ground slab and roof construction, as well as the upper limits on the daylight utilization measure and the construction costs.

The requirements to the solution can be arranged as entries in the parameters $r_k$, $A_x$, $b_x$, $A_y$ and $b_y$, in problem (2), which is solved using the gradient-free SQP filter algorithm, in order to calculate the optimum decision variables. If the decision-maker wishes to change the requirements, it can be done simply by changing these parameters. This feature enables the formulation (2) to be used for optimizing buildings in many different ways, for instance with respect to energy, economy or indoor climate.

**TABLE 1: Initial and optimum values for decision variables and utility functions.**

<table>
<thead>
<tr>
<th>Decision variable</th>
<th>Requirement</th>
<th>Initial value</th>
<th>Optimum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width to length ratio</td>
<td>[-]</td>
<td>0.200</td>
<td>0.146</td>
</tr>
<tr>
<td>Number of floors</td>
<td>[= 3]</td>
<td>3.000</td>
<td>3.000</td>
</tr>
<tr>
<td>Window percentage, front</td>
<td>[-]</td>
<td>0.400</td>
<td>0.396</td>
</tr>
<tr>
<td>Window percentage, back</td>
<td>[-]</td>
<td>0.400</td>
<td>0.396</td>
</tr>
<tr>
<td>Insulation, ground slab</td>
<td>$\leq 0.5$</td>
<td>0.200</td>
<td>0.500</td>
</tr>
<tr>
<td>Insulation, roof</td>
<td>$\leq 0.5$</td>
<td>0.200</td>
<td>0.143</td>
</tr>
<tr>
<td>Insulation, external walls</td>
<td>$\leq 0.5$</td>
<td>0.200</td>
<td>0.500</td>
</tr>
<tr>
<td>Annual energy use</td>
<td>[kWh]</td>
<td>minimal</td>
<td>136392.96</td>
</tr>
<tr>
<td>U-value for ground slab</td>
<td>$\leq 0.30$</td>
<td>0.18</td>
<td>0.07</td>
</tr>
<tr>
<td>U-value for external walls</td>
<td>$\leq 0.40$</td>
<td>0.17</td>
<td>0.22</td>
</tr>
<tr>
<td>U-value for roof</td>
<td>$\leq 0.25$</td>
<td>0.13</td>
<td>0.06</td>
</tr>
<tr>
<td>Daylight utilization, front</td>
<td>$\leq 4$</td>
<td>4.66</td>
<td>4.00</td>
</tr>
<tr>
<td>Daylight utilization, back</td>
<td>$\leq 4$</td>
<td>4.66</td>
<td>4.00</td>
</tr>
<tr>
<td>Construction cost</td>
<td>[DKR]</td>
<td>$\leq 10^7$</td>
<td>9318393.71</td>
</tr>
<tr>
<td>Annual operational cost</td>
<td>[DKR]</td>
<td></td>
<td>67243.00</td>
</tr>
</tbody>
</table>
The thermal resistance of the uninsulated parts of the ground slab, roof construction and external walls are 0.42 m²K/W, 0.68 m²K/W and 2.5 m²K/W, respectively. The internal and external surface resistances are 0.13 m²K/W and 0.04 m²K/W, respectively. The external surface resistance is only used for the external walls. The thermal conductivity of the insulation material is 0.039 W/mK.

6. Conclusion

This paper concerns numerical methods for optimizing the performance of buildings, and describes how decision-making can be supported at early stages of the design process by combining numerical simulation and optimization methods.

A problem formulation is provided that enables decision-makers to formulate requirements to buildings in a highly flexible way. The problem formulation facilitates decision-makers to specify what aspect of the building performance to optimize, for instance energy performance, economy or indoor environment. Upper and lower bounds on decision variables and utility functions can furthermore be specified. It is believed that the proposed problem formulation is useful for developing highly flexible software systems for building-related decision support.

Efficient design decisions are estimated by optimizing decision variables for a conceptual building model. The purpose of this model is to represent general features of the building, such as volume, surface area, mass of constructions, window areas, etc.

The details of a gradient-free SQP filter algorithm are described. The method solves constrained optimization problems without requiring gradient information, and furthermore ensures that the input given to the simulation methods is valid.

A case study regarding an office building is conducted. The initial building has a low annual energy use, but is infeasible, whereas the optimized building has a higher annual energy use, but is feasible.
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SUMMARY: 
Energy performance and indoor environment have due to new increased regulatory demands become decisive design parameters in the building design process. In order to comply with the increased regulatory demands, we present an integrated design method which argues that the design of buildings must start on room level rather than total building level. The proposed method starts with the establishment of design goals, including goals regarding energy performance and indoor environment, followed by a building physical analysis of performance-decisive parameters. This analysis is used to establish a space of solutions from which the designer can obtain an overview of the consequences of their design decisions in terms of energy performance and indoor environment. Based on the space of solutions the designer can set up possible room designs which fulfil the design goals prior to the total building form giving. The possible room designs can be combined in to a number of overall building designs from which the best performing proposal can be selected and optimised. In this way the final building design will have an energy performance and indoor environment inherited from the room designs, thus fulfilling design goals in terms of energy performance and indoor environment. The method has been tested and evaluated in courses in integrated design at the Technical University of Denmark. Based on the experiences gained through these tests, the proposed method has been adjusted and refined in order to become the preferred method for integrated design of low energy buildings with high quality indoor environment.

1. Introduction 
A steadily growing awareness about the impact of human activity on the environment has increased the demand for sustainable development. This leads to an increasing pressure on building developers and designers to produce buildings with a high level of environmental performance. Chief amongst environmental loads from buildings is the consumption of energy from fossil fuels. More than 40% of the total energy consumption in the EU is related to buildings, which also mean that this is an area with significant potential for economic savings. The growing demand for sustainable development is reflected in regulatory performance requirements. In the EU, the Energy Performance of Buildings Directive (EPBD. 2002) is introduced as a regulatory initiative to improve the energy performance of buildings. The introduction of EPBD is a regulatory paradigm shift from standards based on specific requirements regarding the properties of individual constructions and systems to a performance-based requirement regarding the total energy performance of the building. Furthermore, a regulatory for performance-based requirements in terms of indoor environment (prEN 15251:2006. 2006) is to be implemented in the EU member countries ultimo 2007.

As a consequence of this development, energy performance and indoor environment have become decisive design goals in the building design process. Therefore it is important to understand that many design decisions in the building design process is affecting both energy performance and the indoor environment. In practice many building designers do not know the consequences of their initial design decisions in terms of energy performance and indoor environment leaving the task of complying with design goals to expensive sub-optimisations later on in the building design process. If buildings are to contribute to a sustainable development, new methods and tools which integrate energy performance and indoor environment at the earliest state of the building design process is needed. This paper presents such an integrated design method.
2. Method

The initial stage in the building design process contains a number of crucial design decisions which tends to commit the environmental performance throughout the remaining design process (Reed W. G. and Gordon E. B. 2000). Therefore the first step in current definitions of performance-based design methods and integrated design methods (Löhner G. et. al. 2003) (Spekkink D. 2005) is to define design goals, which support sustainable development including performance-based demands in terms of energy performance and indoor environment.

When these design goals are set, the next step is to generate a number of alternative designs which, when assessed, respect the design goals. This design approach is critical and is ultimately derailing the integrated design process. Functional issues, or design goals, are becoming less simple all the time thus increasing the complexity in the process of designing buildings (Alexander C. 1964). If designers do not understand the complex relations between the properties of physical design-defining parameters and the intended design goals, there is a distinct risk that designers are suggesting building designs which, when assessed, do not initially fulfill all design goals. The suggested building design which is not initially fulfilling all design goals can be either rejected or the designer can try to adjust the suggestion to fulfil all design goals. The ladder is a challenging task because the adjustment of the suggestion might favour a certain design goal but lead to the failure another design goal forcing the designer to perform time consuming design iterations. Designing sustainable buildings based on investigation of alternatives is thus inefficient because this evaluative approach to design is not prescribing what to do to remedy oversteppings of design goals which require the designer to operate by time consuming trial-and-error analysis. Furthermore this evaluative design approach is assigned to current popular simulation tools which is focusing on only one part of building performance (Chen Z. et. al. 2006) separating the individual design goal from the overall building design turning them into problems rather than parts of the solution (Radfort A.D. and Gero J.S. 1980).

Despite of the current motivation and interest in integrated design of buildings, the notion of a holistic building design approach has been a subject to building design researchers for decades. There have been many efforts to map out the activities and processes related to the complex task of designing a building to suggest reliable design approaches has been a subject to building design researchers for decades. There have been many efforts to map out the activities and processes related to the complex task of designing a building to suggest reliable design methods which consistently would lead to high-quality results. In the following, we develop the argument for the suggested method for integrated design of low energy buildings with high quality indoor environment based upon these earlier endeavours in the research of design methods.

2.1 Development in design methods

The earliest efforts to define design as a method or process was focused on approaching design through the classic scientific methodology hence justifying design as an academic, scientific discipline. This effort has made the development of design methods broadly accepted as an academic discipline but there is an ongoing discussion whether design can or should be handled in a traditional scientific context or in its own designerly way (Rittel H. W. and Webber M. M. 1984) (Cross N. 2006).

According to Rittel (Rittel H. 1973), the earliest endeavours of formulating design methods in modern time can be categorised in to a ‘first generation’ and a ‘second generation’ of design methods. The so-called first generation of design methods was formulated in the 1960s by early pioneers like Archer (Archer B.L. 1965), Asimov (Asimov M. 1964), Broadbent and Ward (Broadbent G., Ward A. 1969) and others. These methods were characterised as methods constructed with focus on optimisation using the term ‘method’ in a classic scientific context where a ‘method’ is considered to be a systematic, rational and logical way of approaching a problem – in this case design problems. A leading mantra in the quest of such methods is the notion ‘Form Follows Function’ formulated by Sullivan (Sullivan L. H. 1934), which ultimately means that a form must facilitate a given set of functional needs. Design methods rooted in this mantra are therefore trying to find the causal relationship between form and function, typically trough one of the two fundamental paradigms problem-solving or puzzle-making, where problem-solving is the search for a form which facilitates a desired function and puzzle-making is the adaptation of a form until it reach a some desired functional qualities (Kalay Y. E. 1999). The so-called second generation of design methods emerged in the late 1960s/early 1970s where researchers, in some cases even researchers which established the first generation of design methods (Cross N. 2007), wanted to abandon the problem solving approach of the first generation of design methods which they criticised for being too narrow and functional contingent definition of rationality not fit for design problems. Instead supporters of the second generation of design methods argued that design problems, especially architectural design problems, are ‘wicked’ problems full of intuitive leaps, fundamentally irreconcilable with the techniques of science and engineering, which dealt with ‘tame’ problems (Rittel H. W. and Webber M. M. 1984) (Norman R. B. 1987).
Because design problems are perceived as wicked problems they are fundamental indefinable which means that it is impossible to determine when a design problem is solved: it can always be improved thus no ultimate, optimal solution exists (Rittel H. W. and Webber M. M. 1984) (Lang J. 1987) (Rowe P. G. 1987). The design process is argumentative and based on empirical knowledge, rather than rational knowledge as in the first generation design methods, beginning with an incubation, introspective phase, followed by iterative refinement of both form and function until some harmonious coexistence emerges (Akin O. 1978) – a so-called satisfactory solution (Rittel H. 1973).

As an offshoot of the empirical, second generation methods, a more recent notion is that there is a designerly way of knowing (Cross N. 2006) based on intuitive knowledge. The main problem about design as an intuitive process is that it is an unspoken process hence very difficult to explain and pass on as objective knowledge. This does not necessary means that unspoken methodical knowledge is irrational (Harfield S. 1999). But if this is the case for design processes the dilemma is obvious according to Shön (ibid): if knowledge is defined as that which can be expressed explicitly from person to person, then what does designers know? And if we acknowledge unspoken knowledge, how can we be sure that designers possess and have access this knowledge? The argumentation for design as an intuitive process is also seen as an intentional attempt to mystify a process which is impossible to justify objectively as a mean to gain power in the decision-making process. By ascribing their design some sort of brilliant divinity instead of the outcome of a certain explicit method, they avoid the argumentative discourse and make the design process a ‘game of virtuosity and mystique’ where mystique is a token of virtuosity (Ward A. 1990).

Whereas the first generation methods based on the application of systematic, rational approaches is mainly found in engineering and industrial design, the second generation approaches and the intuitive approach is mainly found in architecture and planning (Cross N. 2007). It is the conviction of the authors of this paper that this corresponds to the current practice. However, we believe that there is a need for some degree of rationality in the building design process mainly because of the complexity of today’s problems in building design and because rationality is the mean to reach design goals in terms of sustainable development. Many building designers seem to have an inhered suspicion regarding rationality. There is a misinterpretation of logic, or rationality, as a kind of force which is telling us what to do. On the contrary, rationality is a powerful way of identifying the real formal order of a design problem. If the designer ignores rationality and falls back on arbitrary chosen formal order, the design problem, due to its complexity, remains unsolved (Alexander C. 1964). Rationality has by nature no embedded power to decide or prescribe; only the designer has that ultimate power. What rationality can do is help the designer to gain prior knowledge regarding the correlations between the physical parameters which form the building and the certain context of the building with respect to predefined design goals. The context of a building is usually quite obvious: the building is to be situated in a well-defined environment, or context, with certain physical limitations for size and orientation. How the building fits this certain context is a question about whether it fulfils all predefined design goals. It might be hard to define design goals in terms of aesthetics, thus assessing aesthetics, but other design goals in terms of e.g. energy performance and indoor environment are measurable design goals which can be defined and assessed.

We suggest a rational method to establish a decision platform for design of sustainable buildings. The goal is to develop an integrated design method which is integrating sustainable development issues in to the building design process. This means that the current evaluative approach in integrated building design, where more or less arbitrary design decisions are defining design suggestions which is then assessed in terms of the predefined design goals (Löhnert G. et. al. 2003), is substituted with a design process where the development of design suggestions are based on consequence-conscious design decisions in terms of the design goals. If the generation of building design suggestions is based on such decisions, all suggested designs will automatically fulfil the predefined design goals because the design method itself is an integrated performance evaluation.

2.2 Suggested building design method

The proposed integrated design method is based on the identification of possible room designs which fulfil predefined performance demands in terms of energy performance and indoor environment (design goals) prior to the actual building form giving. The main reason that we suggest an integrated design method based on performance analysis on room level is that we believe it is easier to handle design goals regarding energy performance and indoor environment in an integrated way on room level rather than building level. Especially when it comes to indoor environment: it makes no sense to evaluate indoor environment on building level because the indoor environment differs from room to room in the building dependent on the specific orientation,
internal loads and many other performance-decisive parameters of the room. By designing rooms before buildings, the building designer is capable of ensuring the quality of indoor environment in each room of the building while the corresponding energy performance of the room is included in an integrated evaluation. If the room designs are fulfilling design goals regarding energy performance and indoor environment, then a final buildings design composed by these rooms is also most likely to fulfil the design goals.

The key to the integrated design of rooms, thus integrated design of buildings, is the space of solutions. Space of solutions constitutes a decision platform from which all design decisions can be evaluated with respect to the established design goals. The space of solutions is not controlling the design process; it is merely a statement of the boundary conditions in which all design decisions are possible. The space of solutions is used to generate several possible designs of room geometries and sections which, because of the space of solutions, will fulfil the predefined design goals. Now the actual form giving of the building can start: the designer selects from the predefined rooms/sections and merge them in to suggestions for overall building geometries. A final building design is then selected and optimised before detailed design starts. A simple description of the total integrated design process is shown in FIG. 1.

The suggested integrated design process is led by a design facilitator. The specific professional background of this design facilitator is not of importance; however the person must be a specialist in architectural and/or technical energy design solutions and possess outstanding skills in team management, communication and mediation. The design facilitator is managing a building design team which consists of architects, engineers and other relevant experts. The content four steps of the suggested integrated design method are developed further in the following sections.

**Step 1: Establishing design goals**

The first step in the integrated design process is to set up design goals for the specific building. Design goals should be set up based on the building owner’s ideas and wishes, which often contain some superior design goals/wishes such as type of building and the number of people using the building. It is the task of the design facilitator to explicitly outline the demands and wishes from the building owner in a way that the content and scope of the task is clear when presented to other participant of the building design team. The design facilitator may involve different experts to help establish the design goals. It is important to outline, that anyone who is involved in this phase of the integrated design process should be in ‘possibility-mode’ – not ‘solution-mode’. Essentially, the process of setting up design goals should end up with a number of typical, repeated room

**FIG. 1: A simple description of the total integrated design process: the pictures and the text above the pictures describe each step in the design process, and the text below the pictures describes the main responsible person(s). Those stated in brackets should be available for consultancy, if needed, during the current design step.**

### 2.2.1 Step 1: Establishing design goals

The first step in the integrated design process is to set up design goals for the specific building. Design goals should be set up based on the building owner’s ideas and wishes, which often contain some superior design goals/wishes such as type of building and the number of people using the building. It is the task of the design facilitator to explicitly outline the demands and wishes from the building owner in a way that the content and scope of the task is clear when presented to other participant of the building design team. The design facilitator may involve different experts to help establish the design goals. It is important to outline, that anyone who is involved in this phase of the integrated design process should be in ‘possibility-mode’ – not ‘solution-mode’. Essentially, the process of setting up design goals should end up with a number of typical, repeated room
typologies, e.g. single offices or open space offices, and design goals regarding energy performance according to the Danish building code (Danish Building Code. 2006) and indoor environment according to prEN 15215 (prEN 15251:2006. 2006). The final building design has to fulfill these design goals in order to be successful in the eyes of the building owner. Therefore design goals are the decisive parameters in the design process and all design decisions should be evaluated with respect to these.

2.2.2 Step 2: Establishing design proposals for rooms and sections

The first task of step 2 is to create a space of solutions (Petersen S. et. al. 2008) for each room typology according to the design goals established in step 1. Based on these space of solutions the building designers identify constellations of performance-decisive parameters which define the physical layout of room and/or section which fulfills the design goals. The output of step 2 is sketches of a suitable amount of room geometries and building sections which can be used to compose suggestions of total building designs. All alternative room and section designs which fulfill the design goals are in principle possible solutions. However, based on the performance with respect to indoor environment and total energy for the different solutions it is possible to identify the best solutions for use in the next steps of the design process.

The space of solutions is found through parameter analysis of performance-decisive parameters. These parameter analyses constitute a decision platform, the space of solutions, in which all design decisions can be evaluated with respect to the established design goals. The procedure of establishing a space of solutions is as follows:

1. A reference of the room to be analysed is established based on the output from step 1. The reference is described in physical design-defining parameters; geometry, construction properties and building service properties.

2. The reference is implemented in the tool iDbuild together with the design goals for the indoor environment. iDbuild is a tool developed for parameter variations and is based on the tools BuildingCalc (Nielsen T. R. 2005) and LightCalc (Hviid C.A. et. al. 2008). iDbuild is capable of integrated evaluation of the energy performance, thermal indoor environment, air quality and daylight conditions in single sided offices, class rooms and alike meaning that there can be only one window in the simulation model at present time. Furthermore only buildings of simple shapes, like quadrangular shape, can be evaluated. A parameter variation is based on the reference value of a performance-decisive parameter and two variations of this: a lower value and a higher value. Designers may pick whatever performance-decisive parameter is found relevant to vary.

The purpose of the space of solutions is to show relations between performance-decisive parameters, and the energy performance and indoor environment. This is very important to building designers: it gives them a chance to create an overview of the consequences of changing a performance-decisive parameter and at the same time shows the relative influence of the single or combined performance-decisive parameter in terms of the design goals. Based on this overview the designers are now able to perform transparent, consequence-conscious design decisions which does not conflict with the design goals. The designers may now go in to ‘solution-mode’ and use the space of solutions as a flexible platform for design decisions to create numerous design proposals for all room typologies established in step 1. The setup of a design proposal starts with no design decision, meaning that the space of solutions is completely open. As design decisions are made, the design proposal takes more and more form with increasing constrains on other design decisions as a consequence. One design decision is almost certain to exclude a number of other design decisions which were there before the design decision was made. Realisations like this may occur during the use of the space of solutions. But instead of just rejecting design decisions which exceeds the design goals, the suggested integrated design process allows the designers to adjust either the design goals or to make other design decisions which compensates for the exceeding of the design goals. The designer may also go back to step 2 and add more parameter variations to the space of solutions which might compensate.

When a number of possible room designs are established it is recommended to produce a number of possible building sections in a sectional view. The possible building sectional views have two purposes, 1) they are a valuable help in the composition of the total building design and 2) sectional views might identify of possible compensations for oversteppings of design goals in terms of energy performance on room level through the total energy performances of sectional views. A single room design might not fulfill the design goal regarding energy performance. But by combining such a room with room designs, which have an energy performance lower than the design goal, the total combination may end up having an area-weighted total energy performance which fulfills the design goal.
All valid room design or building section should be graphically presented to the rest of the design team as the basis for the form giving of the entire building. Furthermore the single room and building section could be given an index number indicating its integrated energy and indoor environment performance relative to the performance of the other suggested rooms and building sections encouraging the choice of the best performing solutions.

2.2.3 Step 3: Generating proposals for total building designs

The third step in the integrated design process is to combine design proposals of rooms and sectional views in to total building design proposals. The key person in this part of the process is the architect who until now has been an integrated part of the building design team. The architect may, together with relevant experts from the building design team, freely combine the rooms and sections in to a number of total building designs. The total building design is automatically fulfilling the design goals regarding energy performance and indoor environment because the single room and section is initially fulfilling these design goals. The setting up of total building design also includes considerations regarding the principles for the constructional systems, HVAC routes, fire safety, adaptability and other issues which are relevant on total building level.

2.2.4 Step 4: Selection and optimisation of final building design

In step 4 a final building design has to be selected from the number of proposed building designs. Although all of the proposed building designs are initially fulfilling the design goals in terms of needed space, indoor environment and energy consumption, it is most likely that there are some relative differences between the proposed designs regarding these design goals. Furthermore there might be distinctions regarding initial cost and perceptions of architectural quality. In order to select a final building design, a complete overview of all these performance issues is needed. We suggest the use of an integrated total performance index based on economical considerations regarding the main performance issues related to the total building design: 1) initial costs, 2) cost of energy consumption over the life cycle of the building, 3) the quality of indoor environment and 4) the architectural quality. The first two performance issues are trivial to quantify in terms of economics. The economical link between the quality of indoor environment and economy is productivity (Fisk W. J. 2001) (Jensen K. L. 2008). Quantification of architectural quality in terms of economics might be possible based on recent research where architectural quality is given a theoretical body, functional structure and verbal expression which is contributing to the understanding, handling and communication of architectural quality (Christoffersen L. K. 2007).

The theory behind the total performance index should be formulated in a general way so that other relevant performance issues are easily integrated in the total performance evaluation.

3. Discussion

The suggested method described in this paper has been tested and evaluated in courses in integrated design at the Technical University of Denmark (TUD) in the fall 2006 and again in the fall 2007. Furthermore the method has been the main topic in an international Ph.D. course and a course for practitioners at TUD in the fall 2007.

The experience gained in these courses is that the overall idea of designing rooms before buildings is quite controversial especially to practicing architects. Furthermore the idea of introducing a platform for knowledge-based design decisions, the space of solutions, prior to the form giving of the building was very hard to accept even in the context of an experimental exercise. For some student groups there was a tendency to abandon the suggested method in favour of a trial-and-error approach of randomly generated design proposals based on some arbitrary notions regarding the design order. The result was that these groups failed to establish more than one design proposal on room level or even failed to create a design which fulfilled the predefined design goals. The student groups who was insisting on following the suggested method easily generated more than one alternative room design all fulfilling the predefined design goals. However the task in defining the space of solutions was sometimes quite time consuming and a source of frustration because it was perceived as a hindrance to the creative drive of the design process. This is mainly due to insufficient knowledge regarding the use of building simulation tools and some technical problems when using the suggested design tool iDbuild. This led to criticism of the method in general. Even though it is important to distinguish between ‘method’ and ‘tool’ this criticism shows a crucial correlation between these two. A well-functioning and easy-to-use tool to facilitate the design method, especially regarding the generation of the space of solutions, is important if the suggested method is to
become a practical preferred method for integrated design of low energy buildings with high quality indoor environment.

4. Conclusion

The proposed method for integrated design of low energy buildings is based on the overall idea of designing rooms before buildings. We believe that this approach will make it easier for building designers to design buildings with explicit predefined design goals regarding sustainability. The design of rooms should be based on a series of consequence-conscious design decisions in terms of the predefined design goals rather than time-consuming trial-and-error analysis of arbitrary design proposals. In order to establish such a knowledge-based decision platform, we suggest the concept of space of solutions. Using this space of solutions, the designer is able to develop numerous room design proposals which consistently are fulfilling the predefined design goals. The possible room designs can be combined in to a number of overall building designs from which the best performing proposal can be selected and optimised. In this way the final building design will have an energy performance and indoor environment inherited from the room designs, thus fulfilling the predefined design goals. Recent tests and evaluations of the method different design classes at the Technical University of Denmark has shown that the method, if followed, in practice is consistently leading to building design proposals which fulfils predefined design goals regarding energy performance and indoor environment. However, the selfsame tests and evaluations also shows that further research and development is needed in order to utilise the full potential and intent of the method. The design tool iDbuild for facilitation step 2 in the suggested method needs to be developed for better usability and understanding, and so does the idea of a total performance index of step 4. Furthermore there is a need for a better educational program in which the proposed design method is communicated in an efficient and understandable way in order to avoid misinterpretations regarding the intentions of the design method. This research and development is currently being conducted in a Ph.D. project at the Department of Civil Engineering, Technical University of Denmark.
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SUMMARY:
This paper describes recent efforts made by the Danish Building Research Institute regarding the integration of
a life cycle assessment (LCA) method into a whole building hygro-thermal simulation tool. The motivation for
the work is that the increased requirements to the energy performance of buildings (as expressed in EU
Directive 2002/91/EC), may in the future be supplemented by requirements to the environmental impact of
buildings. This can be seen by the fact that EU recently has given CEN mandate to prepare standards for
environmental assessment of buildings (CEN/TC 350).

Combining LCA methods with hygro-thermal simulation tools enables designers to assess both sets of
requirements in one operation, without the need to input redundant data in different tools. Another advantage of
combining the two tools is that it makes it possible to compare the environmental impact of buildings during the
construction and operational phases. This is of particular interest for low-energy buildings, where a relatively
large amount of resources is used during construction, compared to the amount of resources used during
operation. The result of this is that the environmental impact during the two phases can easily be of the same
order of magnitude.

The paper describes how the LCA method is integrated into the thermal simulation tool, and the prerequisites for
using them. A case study regarding a single-family house is used to illustrate how the combination of the two
methods can be used for generating design alternatives with high performance regarding energy use as well as
environmental impact.

1. Introduction

This paper describes recent efforts made by the Danish Building Research Institute regarding the integration of
the life cycle assessment (LCA) method by Petersen (1999), into the whole building hygro-thermal simulation
tool BSim, Wittchen et al. (1999-2008).

The motivation for the work is that the increased requirements to the energy performance of buildings, as
expressed in the EPBD Directive (2002), may in the future be supplemented by requirements to the
environmental impact of buildings. This can be seen by the fact that EU recently has given CEN mandate to prepare standards for environmental assessment of buildings.

Furthermore, assessing energy performance and environmental impact simultaneously is particularly important when considering low-energy buildings. The reduced amount of energy used for operating the building, combined with an increased use of renewable energy, reduces the environmental impact of the building during operation. On the other hand, more resources are required during construction and rehabilitation of low-energy buildings, especially for production of building materials. The result of this is that the environmental impact during construction becomes comparable with the environmental impact during operation. Sartori and Hestness (2007) present data for passive houses, for which the consumption of primary energy for construction and rehabilitation of buildings is 40-50% of the energy needed for operation. Besides, the use of building materials contribute significantly to a number of other environmental effects, related to e.g. dangerous substances and waste.

Combining LCA methods with hygro-thermal simulation tools enables designers to assess both sets of requirements in one operation, without the need to input redundant data in different tools. Designers can thereby easier investigate the compromise between the potentially conflicting goals of minimizing the amount of resources used during construction, and minimizing the energy use during operation.

This paper describes the LCA calculation methods, and the results. A case study regarding a single-family house illustrates how the tool can be used for generating design alternatives that support decision-making during the design phase. Further improvements of the tool are also discussed.

2. The life cycle assessment method

The Building Environmental Assessment Tool (BEAT) by Petersen (1999) is an LCA method based on the Environmental Design of Industrial Products (EDIP) method, which is described by Hauschild and Wenzel (1998). BEAT is intended for assessing the environmental impact of buildings, by providing quantifiable measures for environmental effects, caused by the construction of buildings.

2.1 Life cycle inventory analysis

The LCA calculation is based on a life cycle inventory (LCI) analysis, which provides detailed information about the amount of resources extracted from the environment, and the amount of pollutants emitted to the air, water and soil, during the production of building elements and construction of the building.

In order to perform the LCI analysis, the EDIP method uses a set of unit processes, each of which represent the process of producing one unit of a given product. It is assumed that the process requires other products as input, as well as natural resources, and has the considered product as output, as well as emissions to air, water and soil. Figure 1 shows a unit process.

![FIG. 1: A unit process.](image)

All products and resources used for constructing a building form a product system, as shown in Figure 2. In order to perform a LCI analysis, the product system is traced backwards from the building over the manufacturing of the components to the processes where resources are extracted from the environment. During these calculations, the extracted resources and emitted pollutants are added up. Given the lifetime of the constructions used in the building, the average annual amount of extracted resources and emitted pollutants is calculated.

The building model in the BSim simulation tool contains (among others) information about the geometry and constructions used in the building. The BSim database contains information about the constructions and materials, such as lifetimes and the amount of materials used in the constructions. This information is used for performing an inventory analysis on the construction and material levels of the product system.
In order to trace the product system further back, each material in the BSim database must be related to a corresponding product in the BEAT database. When this relation is known, the product system can be traced from the building to the processes where natural resources are extracted from the environment.

The entries (material or product) in both databases are associated with a SfB index. The SfB classification system is described by Ray-Jones and Clegg (1991). For each material in the BSim database, a relation is established by locating the first product in the BEAT database with a corresponding SfB index.

This correspondence is, however, not unique, since there are usually many products in the BEAT database with the same SfB index. Future versions of the BEAT tool will provide more flexibility for the user to establish relations between the two databases.

The LCI analysis method described above requires an acyclic product system. A depth-first search (DFS) is performed in order to locate cycles in the product system. DFS is an algorithm for analysing a graph consisting of vertices and edges, such as a product system. The DFS algorithm provides a spanning tree of the graph, which can be used for classifying the edges belonging to graph as being either (1) tree edges, (2) back edges, (3) forward edges or (4) cross edges. The graph contains cycles if one or more back edges is found. In this case, the LCI analysis is aborted. see Cormen et al. (2001) for further details regarding the DFS algorithm.

The entries (material or product) in both databases are associated with a SfB index. The SfB classification system is described by Ray-Jones and Clegg (1991). For each material in the BSim database, a relation is established by locating the first product in the BEAT database with a corresponding SfB index.

FIG. 2: A product system for constructing a building. The emissions resulting from the processes are omitted. The arrows indicate directions of the material flows.

2.2 Calculating the environmental effects

Each extracted resource and emitted pollutant contribute to one or more environmental effect, such as global warming, water pollution, depletion of rare resources, etc. The environmental effects are calculated with the EDIP method, described by Hauschild and Wenzel (1998), using the expression:

\[
\text{environmental effect} = \frac{\sum\text{amount} \cdot \text{effect factor}}{\text{normalizing factor}} \cdot \text{weighting factor}.
\]

The effect factors are used for calculating an equivalent amount of reference resource or pollutant. For instance, for all pollutants that contribute to global warming, an equivalent amount of CO\textsubscript{2} is calculated, and the sum of these contributions is used for calculating the environmental effect.

The normalization factor is the average amount of extracted resource or emitted pollutant per person. Extracted resources are weighted with the inverse of the supply period. This means that highly demanded rare resources, which have short supply periods, have large weights. Weights for emitted pollutants are often politically decided.

3. Case study

The combination of BEAT and BSim is demonstrated by using a beta version of the combined tool in a case study regarding the single-family house shown in Figure 3. The aim of the study is to illustrate the impact of either increasing or reducing the amount of insulation in the building envelope. Intuitively, increasing the amount of insulation will decrease the energy use during operation, but increase the environmental impact during
construction, since a larger amount of natural resources is used for producing insulation material. Reducing the amount of insulation should have the opposite effect.

The study is conducted by parameter variations of the insulation thickness used in the external walls, slab on ground and ceiling. The contribution to global warming and the annual amount of energy required for heating the building are treated as dependent parameters. The contribution to global warming only includes the construction phase, and therefore only includes emissions related to the production of building materials. Emissions related to the use of natural resources during operation are disregarded.

![BSim wire frame representation of the considered single-family house.](image)

The LCA calculations are based on the lifetimes shown in Table 1, which are consistent with the values provided by Nielsen et al. (1985).

### TABLE 1: Lifetimes for the constructions used in the case study.

<table>
<thead>
<tr>
<th>Construction</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>External walls</td>
<td>60 years</td>
</tr>
<tr>
<td>Internal walls</td>
<td>60 years</td>
</tr>
<tr>
<td>Floors, including ground slab</td>
<td>60 years</td>
</tr>
<tr>
<td>Ceiling</td>
<td>60 years</td>
</tr>
<tr>
<td>Roof construction</td>
<td>60 years</td>
</tr>
<tr>
<td>Windows and doors</td>
<td>40 years</td>
</tr>
</tbody>
</table>

Variations of the insulation thicknesses in the external walls, slab on ground and ceiling are calculated by scaling them relative to their original values. The scaling is performed in the range from 50 % to 150 %. Table 2 show the insulation thicknesses, the resulting annual energy use for heating the house, as well as the contribution to global warming due to the production of construction materials.

Figure 4 shows a plot of the environmental impact and energy use against the scaling factor for the insulation thicknesses. When the amount of insulation is increased, the environmental impact increases, and the annual energy use decreases, which is expected.

Figure 5 shows a plot of the environmental impact against the energy use, also known as a Pareto plot (see Pareto (1969) for details), since two objective functions are plotted against each other. This type of plot is particularly useful for investigating the compromise between objectives, and is therefore often used as a tool for supporting decisions.
Figure 5 thus shows the compromise between the objectives of minimizing the environmental impact and minimizing the energy use. It indicates that reducing the energy use during the operational phase of the building can only be done by increasing the environmental impact during the construction phase.

**TABLE 2: Impact of scaling the insulation thicknesses on the energy use and the environmental impact. The insulation thicknesses are rounded to the nearest mm.**

<table>
<thead>
<tr>
<th>Scaling [%]</th>
<th>50.0</th>
<th>62.5</th>
<th>75.0</th>
<th>87.5</th>
<th>100.0</th>
<th>112.5</th>
<th>125.0</th>
<th>137.5</th>
<th>150.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walls [mm]</td>
<td>75</td>
<td>94</td>
<td>113</td>
<td>132</td>
<td>150</td>
<td>169</td>
<td>188</td>
<td>206</td>
<td>225</td>
</tr>
<tr>
<td>Slab on ground [mm]</td>
<td>63</td>
<td>78</td>
<td>94</td>
<td>109</td>
<td>125</td>
<td>141</td>
<td>156</td>
<td>172</td>
<td>188</td>
</tr>
<tr>
<td>Ceiling [mm]</td>
<td>150</td>
<td>188</td>
<td>225</td>
<td>263</td>
<td>300</td>
<td>338</td>
<td>375</td>
<td>413</td>
<td>450</td>
</tr>
<tr>
<td>Energy use [kWh]</td>
<td>8682</td>
<td>7616</td>
<td>6848</td>
<td>6251</td>
<td>5780</td>
<td>5382</td>
<td>5054</td>
<td>4773</td>
<td>4531</td>
</tr>
<tr>
<td>Environmental impact [$10^5$ CO₂ equivalents]</td>
<td>5.30</td>
<td>5.51</td>
<td>5.71</td>
<td>5.91</td>
<td>6.10</td>
<td>6.28</td>
<td>6.46</td>
<td>6.63</td>
<td>6.79</td>
</tr>
</tbody>
</table>

**FIG. 4: Environmental impact and energy use plotted against the scaling factor.**

**FIG. 5: Environmental impact plotted against energy use.**
4. Discussion

Integration of the BSim and BEAT tools seems to be useful for supporting decisions during the design phase, e.g. investigating compromises between design objectives. There are, however, some details that must be addressed.

The current version does not include heating, ventilation and air-conditioning (HVAC) systems in the LCA calculations, since these systems do not have geometrical representations in the BSim model. It is therefore not possible to calculate the amount of materials attributed to these systems. Furthermore, the BEAT database needs an extension to include environmental data for these systems, which complicates the problem further in terms of collecting relevant data.

Assuming that environmental data for the HVAC systems can be found – which is a far from trivial task to undertake - the issue regarding the missing geometry can be resolved by using average material amounts for the different systems, related to the heated floor area and simulated energy demand. For instance, the average length of ventilation ducts in different building types per unit of heated floor area can be used for estimating the total amount of materials used for producing the ventilation ducts.

The current version of the BEAT tool only calculates the environmental impact of constructing the building, and omits the impact of operating and maintaining the building. The impact of operating the building can be handled by making the results from thermal simulations of the building available to the BEAT tool, and by requiring that the user specifies the method used for producing the required heat and electricity.

The impact of maintaining the building can be handled by relating each construction type in the BSim database with processes needed for its maintenance, representing for instance cleaning, reparation, or replacement processes. These relations need though to be defined in the BEAT database.

The LCI calculation method currently used is not able to handle product systems with cycles; however, there are methods that resolve this issue. For instance, the IO-based LCI calculation method described by Suh and Huppes (2005) is able to handle systems with cycles. This method furthermore performs LCI calculations using matrix operations, which most likely will speed up the calculations and reduce the requirements to the data provided by the user.

Using the current beta version of the tool requires that the user specifies lifetimes for the constructions in the BSim database, as well as relations between materials in the BSim database and products in the BEAT database. This process can be quite time-consuming, especially for buildings consisting of many different materials.

Providing default lifetimes in the BSim database, and default relations between the two databases may reduce the time needed for specifying these parameters. In case the user adds new materials to the BSim database, it may be necessary to add the same material in the BEAT database and create the required relation. This should be done in an integrated user interface, allowing access to both databases.

5. Conclusion

This paper describes a prototype integration of a LCA method into a whole building hygro-thermal simulation tool. The life cycle inventory calculations are described and a case study is performed in order to demonstrate the tool on a realistic example. A number of issues need to be addressed in future versions of the tool to make it usable outside the academic society.

The case study indicates that the results obtained with the tool are useful for supporting energy- or environmentally oriented building design. The tool can be used for highlighting the compromise between the environmental impact during the construction phases of the building, and the energy required during the operational phase. The tool is thus suitable for addressing the increased requirements to the energy performance of buildings, which in the future are likely to be supplemented with requirements to the environmental impact of buildings.

A number of issues need to be addressed in order to ensure that all contributions to the environmental impact during the construction and operational phases of the building are accounted for, and to make the tool easier to use:

- The HVAC systems must be included in the calculations. This requires environmental data for these systems, and an estimate of their use of materials, which for instance can be accomplished by
using statistical data for the average system size per unit of heat floor area in different building and system types.

- The processes needed for operating and maintaining the building must be included in the calculations, which can be done by relating the constructions in the BSim database to relevant processes in the BEAT database, and make sure that the BEAT tool includes these relations when performing the LCI calculations.
- Implementation of an IO-based LCI calculation method will enable the BEAT tool to handle product systems with cycles, which reduces the requirements to the data provided by the user.
- The graphical user interface needs further development in order to make it easier for the user to specify the required relations between the two databases and analyse the results.
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SUMMARY:

The quality of a certain amount of energy is defined as the relative exergy content of this energy. Most of our buildings with their heating and cooling systems today are built for conversion of high quality energy sources to low quality use with destruction of the available exergy as a result. Globally we have a huge potential for transforming our processes to more efficient use of the exergy and also for feeding our processes directly from renewable energy sources without the use of high quality energy sources. Exergy analysis is also important as an innovation driver in buildings and building systems. This work is carried out within the frame of IEA Annex 49 Low Exergy Systems for High-Performance Buildings and Communities. The scope of the annex is to improve, on a community and building level, the design of energy use strategies, taking into account the different qualities of energy sources, from generation and distribution to consumption within in the built environment. In particular, this is carried out by the method of exergy analyses to provide assessment of the thermodynamic features of any process and to achieve a clear, quantitative indication of both the irreversibilities and potential for matchmaking between the resources used and the end-use energy flows. The paper contains a systematic survey of the exergy consuming processes for building and building appliances, their role in exergy balance, the level of energy quality needed in primary process and the potential for developing processes towards improved exergy efficiency. The work presented here gives a listing of the important processes in buildings with a discussion of their nature from an exergy point of view. The methodology for analysis is exemplified for a limited number of processes, dealing with the energy use and exergy destruction in processes, the potential for exergy saving and the discussion on the technical and economical feasibility.

1. Introduction

Traditionally, when we refer to the usual processes in household buildings the main parameter considered is the energy consumption (see, for instance, the energy labelling concept [1]). From a thermodynamic perspective this is only partially correct: considering the energetic efficiency in a boiler might lead to some pretty good results, but would these figures really describe the “actual” efficiency?

The idea of exergy may be useful to answer this question: exergy is a function that takes into account both the first and the second law of thermodynamics. The most general formulation of the exergy equation will be now written [1] for an open system as a room, considering the exergy associated to heat and mass transfer and neglecting other components of exergy transfer, such as kinetic and potential exergy; under steady state assumption, the first law of thermodynamics can be written as:
\[ E_{in} = E_{out} \quad (1) \]

On the other hand, according to the second law of thermodynamics, the entropy production in the above mentioned system is:

\[ S_{in} + S_{gen} = S_{out} \quad (2) \]

Where \( S_{gen} = 0 \) only in a reversible process.

By multiplying the equation (2) by the reference temperature \( T_0 \) and subtracting it to the equation (1) the result is:

\[ (E_{in} - S_{in}T_0) - S_{gen}T_0 = (E_{out} - S_{out}T_0) \quad (3) \]

That is

\[ (\text{Energy input} - \text{Anergy input}) - \text{Anergy generated} = (\text{Energy output} - \text{Anergy output}) \]

\[ Ex_{in} - Ex_{consumed} = Ex_{out} \quad (4) \]

Anergy is the product of the entropy related to an energy flow and its environment temperature: it is the part of the energy flow that cannot be converted into work. By subtracting this amount to the energy flow, the exergy flow is obtained, i.e. the valuable quantity of the energy that can entirely converted into work.

The equation (4) is a general equation for the exergy balance: \( Ex_{out} \) is the maximum amount of exergy that can be obtained from a system whose supplying exergy is \( Ex_{in} \): the smaller the exergy consumed, the smaller the exergy loss.

In buildings, since \( Ex_{out} \) is “fixed” by the overall needs to warm up the building and to feed its appliances, the aim is to reduce the \( Ex_{in} \) in order to lower the \( Ex_{consumed} \). Most of the traditional systems, in fact, use energy sources with high exergy content. A boiler can easily reach efficiency values over 90% or even greater than 100% with condensing boilers, but its exergetic efficiency is much lower [1], [2], [8], [9]. The low values here are the “mathematic” translation of what the second law of thermodynamic states: in a boiler, different processes take place: first the conversion from a more valuable form of energy, the fuel chemical energy, to the lower exergy of the high temperature gases. Secondly, heat is exchanged to a lower temperature fluid and a second and bigger thermodynamic loss takes place. Even assuming that the conversion from chemical exergy to heat exergy is virtually free of energy losses (i.e. no heat given to exhaust gases and no heat dispersions toward the external environment) there is still an energetic loss, due to the bad matching between an high exergy source and a low exergy output: the difference between input and the output in the system is irreversibly lost. It is therefore mandatory to review the different outputs, i.e. the energy levels, in the most common household energy processes, to quantify the exergy, i.e. the energy quality, in the processes considered And to understand how rationally the energy is used.

Common energy sources in dwellings are fossil fuels: it would be possible to redirect the high exergy sources where they are really needed (like for instance the production of electricity) and to supply the low exergy needs with low exergy sources, usually low-cost, renewable ones. In this way it would be virtually possible to shift most of the high exergy sources from buildings processes, usually with very low exergy needs, to other energy fields: if we assume that the whole household energy needs were covered by renewable sources (solar panels for instance), some 30% of the energy consumption could be saved. These are just theoretical values, because innovations like these have to face cultural inertias, because there would be technical problems and it would be necessary to create a markets; anyway this might be a relatively feasible way of saving energy and that would have positive implications on the development of further markets.

2. Analysis of household exergy needs

As a first step, an exergy needs analysis of the most common processes has been drawn by determining an exergy factor value for each process: this factor is the ratio between exergy in a household and energy flowing into the considered system. The aim here is to find out which is the exergetic level of every process, more than
the absolute exergy consumption, to obtain an order of magnitude of the energy quality involved in the processes: space heating at 40°C has a much lower exergy level than an oven running at 250°C, as Carnot factors -here considered as the exergy factor- will clearly show.

In many appliances there is both a consumption of hot water and mechanical energy - for instance, for the pumps: in these cases the exergy is referred to the main energy flow, neglecting the smaller energy uses. For instance, in an oven there are commonly electrical devices such as fans, lights and thermostats that consume an amount of energy much smaller than the one used to cook: therefore they have not been taken into account.

The following Table 1 has been drawn by means of Carnot factor $F_Q$:

$$F_Q = 1 - \frac{T_0}{T}$$

(5)

$T_0$ is the reference temperature and $T$ is the temperature in the considered process; as regards $T_0$, 15°C, the yearly average temperature on Earth, has been chosen for every process due to the general perspective of this paper. The exergetic heat amount in processes is therefore:

$$E_{xQ} = Q^* (1 - \frac{T_0}{T})$$

(6)

**Table 1: Typical processes in dwellings and related exergy factor**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Freezing</td>
<td>-20</td>
<td>253</td>
<td>0.138</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>4</td>
<td>277</td>
<td>0.040</td>
</tr>
<tr>
<td>Air Cooling</td>
<td>10</td>
<td>283</td>
<td>0.018</td>
</tr>
<tr>
<td>Floor Cooling</td>
<td>12</td>
<td>285</td>
<td>0.011</td>
</tr>
<tr>
<td>Zero level</td>
<td>15</td>
<td>288</td>
<td>0</td>
</tr>
<tr>
<td>Air heating</td>
<td>26</td>
<td>299</td>
<td>0.037</td>
</tr>
<tr>
<td>Floor heating</td>
<td>35</td>
<td>308</td>
<td>0.065</td>
</tr>
<tr>
<td>Shower/bathing</td>
<td>40</td>
<td>313</td>
<td>0.080</td>
</tr>
<tr>
<td>Hair-drying</td>
<td>55</td>
<td>328</td>
<td>0.122</td>
</tr>
<tr>
<td>Dish washing</td>
<td>60</td>
<td>333</td>
<td>0.135</td>
</tr>
<tr>
<td>Laundry-drying</td>
<td>60</td>
<td>333</td>
<td>0.135</td>
</tr>
<tr>
<td>Radiator heating</td>
<td>70</td>
<td>343</td>
<td>0.160</td>
</tr>
<tr>
<td>Washing</td>
<td>70</td>
<td>343</td>
<td>0.160</td>
</tr>
<tr>
<td>Boiling</td>
<td>100</td>
<td>373</td>
<td>0.228</td>
</tr>
<tr>
<td>Frying</td>
<td>200</td>
<td>473</td>
<td>0.391</td>
</tr>
<tr>
<td>Ironing</td>
<td>210</td>
<td>483</td>
<td>0.404</td>
</tr>
<tr>
<td>Baking</td>
<td>250</td>
<td>523</td>
<td>0.449</td>
</tr>
</tbody>
</table>
The Table 1 and the Figure 1 show how rather small are the exergy needs in a dwelling house: this becomes of great importance considering that most of these processes are supplied with high exergy sources: fossil fuels, whose chemical exergy is close to the unity, are commonly used for space heating – in boilers - and electricity for most of the other processes.

An exergetic efficiency can be introduced as ratio between the desired output, i.e. the exergy in the process, and the supplied input to feed the considered process: since in both cases the supplied exergy has a quality factor equal (electricity) or nearly equal to 1 (chemical exergy), the Carnot factors shown in Figure 1 are also the exergetic efficiencies.

![Household building processes: temperatures and Carnot factors](image)

**Figure 1: Dwelling processes: exergy level and temperatures**

It is clear how thermodynamically inefficient, or, in another way irrational, is the energy usage in households, due to the use of high exergy supply like electricity, easy to transport and to use, flexible, and relatively cheap to produce. On the other hand, the potential for energy saving is impressive: this high quality energy could be shifted where it is really necessary, i.e. where work needs to be produced by the exploitation of pure exergy: a great amount of primary energy could be therefore be saved. The energy use in buildings, in fact, accounts for about one third of the total yearly energy consumption in the world, with rather small differences in the Western countries [10].

### 3. Three examples

Among the considered processes, three of them have been chosen for a deeper analysis:

1. Dishwashing, as example of relatively low temperature heat needs for appliances
2. Refrigerator, as representative of cooling needs
3. Space heating, as example of space conditioning
3.1. **Dishwashing**

The first example taken into account is the working of a dishwasher: according to the European Energy labelling the energy consumption for each cycle typically varies from about 1 kWh to 2 kWh, depending on the class. Most of the energetic consumption, roughly 80%, goes toward heating water, the rest being used in drying and water pumping. In this example the hot water temperature is set at 60°C; 0.8 kWh of the energy consumed by a class “A” equipment, supplied by electricity, contains an amount of exergy that can be calculated via the Carnot factor with a reference temperature of 15 °C and results in 0.1 kWh.

Which is the utility of this result? Indeed, it doesn’t mean that the amount of energy that is actually needed is 100 Wh, but it gives really useful information on how rationally it is used. It is actually required to satisfy both of the needs, but what is mandatory to be stressed here is that this process allows us to use other kinds of energy that can be supplied otherwise. These energy sources wouldn’t be profitable in a power plant producing electricity: the matter is how to use this "thermodynamic opportunity"?

In this case a possible alternative is to use freely available energy from the sun, by using a solar panel coupled with a storage system to let the energy available even in cloudy days: so, a supplying temperature of 70 degrees can be reached.

A measure of the improvement of the matching between the different forms of energy is once again calculated by dividing the Carnot factor of the two input and output energy flows and assuming that the energy losses are negligible, so that:

\[
\eta_{EX} = \frac{EX_{out}}{EX_{in}} = \frac{1 - \frac{T_{ref}}{T_{need}}}{1 - \frac{T_{ref}}{T_{supply}}} = 1 - \frac{15 + 273}{60 + 273} = \frac{15 + 273}{70 + 273} = 0.84
\]

The exergy efficiency was before around 0.13, proof of the bad matching between source and actual exergy need: in this second solution, the efficiency is closer to the unity. Two effects have been obtained: a decrease of the exergy waste and the exploitation of freely available solar energy: this is not always possible, as the next example will show.

3.2. **Refrigerator**

A simple scheme of a refrigerator unit is made up of four elements: an evaporator, a compressor, a condensing unit and an expansion unit (usually a throttling process) and the system scheme is the one drawn in the figure below:
Typically, the saturated vapour at the evaporator outlet is at a temperature of about 0°C to draw heat from the cold ambient at 4°C, while the temperature at the condenser can reach the value of 50°C, assuming an outside temperature of 20°C.

The exergy factor here results in 0.04 - the reference temperature being 15°C: the same value as the exergetic efficiency, assuming an electric supply with an exergetic factor of 1. In this case as well there is a great potential for exergetic saving: more than 95% of the exergetic supply is destroyed; however, there is not a technical solution as easy as in the previous case. Cooling loads are less easy than heating loads to be rationally satisfied from an exergetic point of view: while it is possible to obtain "free" warm exergy from the sun, it is much more difficult to obtain low temperatures cooling flows for free: the use of heat pumps supplied with hi-quality energy is therefore needed.

Two alternatives can be here addressed: the use of a cold heat storage that could supply directly the evaporator: the cooling heat capacity can be charged during the night time, taking advantage of the lower temperatures. This system wouldn’t possibly accumulate cooling energy with temperatures low enough to supply the system directly: therefore the second solution with the interposition of a reverse cycle would be necessary.

In this second way there would be no exergetic improvement with respect to the basic case, i.e. a fridge, because the exergy efficiency would stay the same. There would be instead an increase in the COP and a reduction of the energy use: this is an energetic saving, i.e. a limitation of the energy in use, but not a more rational use of the energy, because no alternatives are easily available.

### 3.3. Space heating

The case considered in this third example has been a low temperature (35°C) floor heating: similarly to the first case study, the exergy content, seen as ratio between exergy and energy, is rather low, 0.064. Energy is supplied
by the use of as boiler: the fuel (gas, diesel) energy content is converted into heat and conveyed to the floor heating:

Here too, the value of the supply exergy is much higher than the chemical exergy, assuming, as suggested for instance in [1], a quality factor of 0.9: as a result, the exergy efficiency would result in 0.071, quite low.

A possible solution to improve the exergy efficiency can be the use of solar panels. In this case another kind of problem has to be faced: the technical feasibility of this solution depends on the necessary energy amount required. The heat energy needs of a dwelling of 150 m$^2$, with an U-value for external walls of 0.2 W/(m$^2$ K), can reach the order of magnitude of hundreds of kWh for a week in a continental climate location [4], that need to be supplied by the energy storage system itself in case of lack of solar radiation.

4. Conclusions

A general analysis focused on exergy consumption of the processes that take place in a household has been drawn. Exergy and exergy efficiency has been used as parameter of the rational use of energy. Three study cases, to deeper analyze the different situations, have been taken in consideration: it has been shown that the exergetic efficiencies are low in processes using the common energy supplies are. Several examples of possible improvement have been proposed in a theoretical way. It has been stressed how alternative solutions have to be met studying every system in particular to obtain the best matching of what is available and what is to be satisfied from an energetic point of view.
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SUMMARY:
There is an obvious and indisputable need for an increase in the efficiency of energy utilisation in buildings. Heating, cooling and lighting appliances in buildings account for more than one third of the world’s primary energy demand. In turn, building stock is a major contributor to energy related environmental problems. There is great potential to be obtained through a more efficient use of energy in buildings.

An optimisation of the exergy flows in buildings and the related supply structures, similar to other thermodynamic systems such as power stations, can help in identifying the potential of increased efficiency in energy utilisation. It can be proven through analyses that calculations based on the energy conservation and primary energy concept alone are inadequate for gaining a full understanding of all important aspects of energy utilisation processes. The high potential for a further increase in the efficiency of, for example, boilers, can not be quantified by energy analysis - the energy efficiency is close to 100%; however, this potential can be shown by using exergy analysis, the exergy efficiency of a common gas boiler is about 8%.

The Low Exergy (LowEx) approach entails matching the quality levels of exergy supply and demand, in order to streamline the utilisation of high-value energy resources and minimise the irreversible dissipation of low-value energy into the environment. This approach is the key concept for the work of ECBCS Annex 49 on energy use and supply structures in the built environment.

The advantages of the analyses and the differences between energy and exergy analyses have been demonstrated using a typical case. In conclusion, based on an analysis of a real and existing building, suggestions are presented for a benchmarking system for so-called LowEx buildings. In order to achieve an exergy optimised building design, loads on the building service system must be reduced as much as possible. The suggested benchmarking method gives an engineering approach to archive those building system configurations.

The presented research work is related to the ongoing international cooperation work in the IEA ECBCS Annex 49 “Low Exergy Systems for High-Performance Buildings and Communities”, the established Network for “Low Exergy Systems in Buildings - LowExNet” and ongoing German activities in the collaboration project in the exergy field from industry partners and research institutes.

1. Introduction
The growing concern of environmental problems, such as global warming, which have been linked to the extended use of energy, has increased both the importance of all kinds of so-called “energy saving measures”, and the necessity for an increased efficiency in all forms of energy utilisation. A number of national programmes have been launched to advertise retrofit measures to increase energy efficiency of the building stock (DENA 2007). Despite the efforts made to improve energy efficiency in buildings, the issue of gaining an overall assessment, and comparing different energy sources still exists (Schmidt and Shukuya 2003). Today’s analysis and optimisation methods do not distinguish between different qualities of energy flows during the analysis. An assessment of energy flows from different sources is first carried out at the end of the analysis by weighing them against the primary energy factors. In the building codes of a number of countries, these problems have been solved via the transformation of all energy flows to the primary energy demand. The primary energy factors
necessary for the calculation are based neither on analytical ground nor on thermodynamic process analyses, yet they have been derived from statistical material and political discussion.

In the theory of thermodynamics, the concept of exergy is stated to be the maximum work that can be obtained from an energy flow or a change of a system. The exergy content expresses the quality of an energy source or flow. This concept can be used to combine and compare all flows of energy according to their quantity and quality (Rant 1956, Rant 1964, Schmidt 2001, Schmidt, Müller and Henning 2006). Exergy analysis is commonly used in, for example, the optimisation processes of power stations. The feasibility of these methods is more closely examined here for the assessment of buildings. Buildings still account for more than one third of the world’s primary energy demand (ECBCS 2008) and most of the energy is used to maintain room temperatures of around 20°C. In this sense, because of the low temperature level, the exergy demand for applications in room conditioning is naturally low. In most cases, however, this demand is satisfied with high quality sources, such as fossil fuels or with electricity (Schmidt 2004).

The presented research work is related to the international co-operation work in the IEA ECBCS Annex 49 “Low Exergy Systems for High-Performance Buildings and Communities” (Annex 49 2008).

2. The Exergy Concept

As described above, all our energy assessment of energy utilisation in buildings is based on quantitative considerations alone. By weighing different energy sources against primary energy factors, some aspects of a somewhat qualitative assessment are considered. Yet, in principle, the design of supply structures is founded on the satisfaction of the quantitative demand within buildings. With the so-called LowEx approach, a step further is to be taken. Not only are the quantitative aspects of demand and supply considered, but also, the qualitative aspects are included (Johannesson and Schmidt 2001, Ala-Juusela et al 2004, Keller 2007, Schmidt and Shukuya 2005).

To clarify these ideas, different uses of energy within buildings are concentrated on. If we heat indoor space up to 20°C, we have to supply heat at a slightly higher temperature than 20°C. An exergetic analysis shows that the required energy quality, the exergy fraction or quality factor q, for this application is very low (q ≈7% only). At the same time, we need the largest amount of energy in a building to satisfy the heating demands. If the production of domestic hot water is considered as heating water up to temperatures of about 55°C, the needed energy quality is slightly higher (q ≈15%). For cooking or heating of, for example, a sauna, we need an even higher quality level (q ≈ 28%), and for the operation of different household appliances and lighting we need the highest possible quality (q ≈ 100%).

On the other hand, our energy supply in not structures or sophisticated in the same manner as the use. Energy is commonly supplied as electricity or as a fossil energy carrier. The energy quality of the supply for all different uses are the same and unnecessarily high (q ≈ 100%).

An adaptation of the quality levels of supply and demand could be managed by covering, for example, the heating demand with suitable energy sources, as there is available district heating with a quality level of about 30%. There is a large variety of technical solutions to supply buildings with the lowest possible supply temperatures (q ≈13%) on the market. Commonly known water borne floor heating systems are one of these solutions.

In Germany, the typical primary energy efficiency for heating of newly erected dwellings, equipped with good building service systems, is about 70%. If exergy is considered, the picture changes. The exergetic efficiency of the heating process is only about 10%. In the following, the question will be discussed as to whether an exergy analysis could help to increase energy use efficiency.

An exergy analysis has to start with the definition of the boundary conditions and with the estimation of the exergetic demand of the occupied zones. A typical outdoor ambient air temperature in winter is considered as 0°C in central/northern Europe, which is also the reference temperature for the exergy analysis. With an indoor air temperature of 21°C within the heated spaces, the exergy fraction of the heating energy turns out to be 7%. The quality factor is equal to the Carnot efficiency for this purpose. This factor is dependent on the temperature inside the room and on the ambient environment. In addition, in extreme conditions, it will not exceed 15%. Similar considerations can be made for summer and cooling conditions, but are not the subject of this paper and will be covered in future research activities.
3. A Case Study

For the following considerations, a building from the IWU study (IWU 2003) – a single-family dwelling, built between 1995 and 2000 – has been chosen as an example. For this home, an indoor air temperature of 21°C is assumed as the reference temperature, and the ambient air temperature during a typical winter day is 0°C. The mean heat transmission coefficient of the building envelope $H_{ref}$, a measure for the insulation standard of the building, is 0.44 W/m²K. The building is to be ventilated via windows and natural forces, and a mean air exchange rate of 0.6 ACH has been assumed. The preparation of the needed domestic hot water is done via direct electrical heating elements and assumed to be 45 l/(pers*d) with about 2.5 persons present as a mean value.

The calculation for this study have been conducted with the Annex 49 analysis tool (Annex 49 2008), an Excel based spreadsheet tool for steady state calculations. The method described in detail in and based on (Schmidt 2004). The calculated figures are actual loads for typical conditions.

For the building service equipment and the heating system of the building, six different variants have been studied intensively:

1. A condensing boiler as the primary heat generator and standard radiators with the temperature levels for supply and return of 55/45°C have been assumed as the emission system.
2. Again, a condensing boiler is the heat generator and a floor heating system with temperature levels for supply and return of 28/22°C has been assumed.
3. A biomass-fired boiler (e.g. wooden pellet burner) is the heat generator and a floor heating system with temperature levels for supply and return of 28/22°C is the chosen emission system.
4. A condensing boiler is assumed as the primary heat generator and the solar thermal system, covering 40% of the heating load, is the secondary heat source. Floor heating with temperature levels for supply and return of 28/22°C is again the chosen emission system.
5. A ground source heat pump with a ground heat exchanger is the primary heat source and a floor heating systems with temperature levels for supply and return of 28/22°C is the chosen emission system.
6. The heat supply is covered by a district heating connection, which is fired with fossil or renewable sources. Also, for this variant, a floor heating systems with temperature levels for supply and return of 28/22°C is the chosen emission system.

4. Results

A common energetic assessment of the building, here conducted under steady state conditions, is shown in the following figure. Because of the different primary energy factors of the used fuel sources, the fossil part of the energy supply varies between the analysed variants. Also taking the renewable amounts of used energy into consideration, the total energy consumption is about the same. This is self-evident, since the same building is presented in all cases. Only the efficiency of the chosen building service system may vary.

Just considering the primary energy helps to identify saving measures for fossil energy sources and the related CO₂ emissions, but can hardly give any real indication about efficient energy use.
A comparison of an energetic and exergetic assessment of the primary energy demand from fossil and renewable sources is shown in the next figure. It can be clearly seen that the different building service system configurations could handle the same requirements to fulfil the heating task of the same building, with a largely varying amount of exergy. Especially the condensing boiler, where natural gas is used and burned, utilises about 100% exergy for that task. This is also true for the wooden pellet burner. Other systems are able to satisfy the requirements with less than half of the exergy. This is shown in the results from, for example, the systems operating with a district heating supply.
Figure 2: Calculated primary energy demand (fossil and renewable) and the related exergy fractions for the chosen variants of the building service equipment (steady state calculation)

The exergetic assessment of the regarded heating systems opens up for the possibility to compare the performance (and the efficient use of different the energy sources) in an equal and thermodynamic way. This basis is free from the influence of political discussions and national borders. The potential of renewable energy sources has also correctly been taken into consideration. It can be concluded that a rational use of energy has to be assessed with an additional exergy analysis and that exergy use should be limited, as it is done today with primary energy. This has to happen under the consideration of the entire building as one system (Schmidt and Ala-Juusela 2005, Schmidt 2007).

5. A LowEx Benchmark

To make the quantity exergy manageable for building designers and to allow for engineering-based orientation for the choice of building service solutions, a new parameter is presented here. This parameter, the exergy expenditure figure $\varepsilon$, is a quotient from the exergetic effort (produced by a component) and the energetic use of this component. It is defined as:

$$\varepsilon = \frac{\text{effort}}{\text{use}} = \frac{\dot{E}_{\text{ex}} + \dot{E}_{\text{aux}}}{E_{\text{net}}} \tag{1}$$

A component, e.g. a radiator, is designed to supply a specified heating power. This implies it should heat the room with a certain amount of heat, which is to be delivered to the room space. Energy is transmitted and used within the space, and heat has been exchanged from the heat carrier water to the air within the room. A component should perform this task with the smallest possible amount of exergy. Furthermore, the use of high quality (auxiliary) energy, e.g. electrical power, should be low, as should unused losses to the environment.
As described above, the exergy demand, the exergy fraction of the needed energy, of a zone is only 7%. This value can be directly compared to the exergy expenditure figures of the different components, as has been done in Figure 3. It is shown that different heat generators satisfy the demand with a more or less well-adapted supply. Heat generators, which utilise a combustion process, use much more exergy than required, and are thus less “LowEx”. These differences can also be demonstrated for emission systems. The radiator system uses more exergy than the floor heating system to heat the same room. The floor heating system is close to ideal conditions.

6. Conclusions

Since the exergy approach enables a comparison of different energy utilisation systems in buildings on an equal basis, a limitation of the exergy fraction of the primary energy demand is suggested here.

An ideal line can be drawn based on the real exergetic demand of the regarded zone. Furthermore, the upper limit of the exergy demand should be limited according to the demand with the use of a good building service equipment solution, similar as done for the limitation of fossil primary energy demands. As the supply matches
the needed demand and the exergy destruction in the regarded building is kept to a limit, then this building can be regarded as a LowEx-building.

From these general statements, a number of conclusions can be drawn from the cases analysed. The following three main design principles can be extracted:

- The limitation of the primary energy demand is a useful tool to reduce energy consumption and the related CO₂-emissions from buildings. This is already mandatory in a number of European countries (e.g. Germany). Moreover, the expanded analysis of energy systems shown in this paper strengthens the need for this limitation of the primary energy demand. The German additional condition of the limitation of the maximal heat transmission losses by limiting the mean transmission heat loss coefficient is a good means of securing a good building envelope construction. The energy demand should be reduced.
- To assess and use the thermodynamic potential of the utilised energy, the exergy demand of fossil and renewable sources should be limited. This limitation could be done in a similar manner as already known from the procedure of limiting the primary energy demand.
- The covering of the exergetic demand of a zone should be satisfied with a suitable supply system, e.g. the exergy expenditure figure should be oriented to the actual exergetic demand of the zone.
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SUMMARY: For the time being, energy efficiency is majorly focussed on the building physics and technical systems of single buildings. While the energy performance that can be achieved in the building is determined by aspects like technological feasibility, economical potential and individual know-how of planners, the realisation of efficiency potentials on a larger scale, such as at the community level, faces decisive additional obstacles mainly at the technological and judicial level. For most municipal planning authorities holistic energy planning on a community level is not a familiar task. Nevertheless, the potential for energy savings is significantly higher if several units and both supply and demand side are taken into account. Exergy balancing has the potential of making possible efficiency relationships between supply and demand sides visible and, thereby, calculable. In a pilot project in Kassel, this approach is being traced, using exergy analysis for the design of a low-energy, low-exergy housing estate in an existing community structure. The goal is to supply all buildings on the site with low-exergy energy sources by using the optimised energetic building design and optimised supply structure and the district heating return line. All planning aspects, from legal and economic to technological and communication aspects, are being covered in the pilot project. By this the project hopes to come to transferable results to support the municipal decision making process. The goal is to supply general guidelines for calculation procedures and design and communication strategies, and to clarify legal questions and boundary conditions for the development of similar projects. The project is currently at the very starting phase; nevertheless putting effort in the development of a holistic strategy is worthwhile.

1. Introduction

Due to the impending climate change and the growing scarcity of global resources, a growing effort must be made to conserve high quality, or primary, energy resources. One major sector of energy consumption is the existing building stock, where there is still huge potential to save energy. Nevertheless, the results of the recently finished ECBCS Annex 37 - Low Exergy Systems for Heating and Cooling of Buildings - show that there is equal or greater potential in exergy management. This implies working with the whole energy chain, taking into consideration the different quality levels of energy sources involved, from generation to final use, in order to significantly reduce the fraction of primary or high-grade energy used and thereby minimise exergy consumption. At the building level, new and advanced technology to reduce exergy consumption could be the focus of various research projects, both at the national and international level, as shown by Ala-Juusela et. al. (2004).

Leaving the scope of single buildings, a significant potential for higher energy efficiency can be found in the structure of settlements, communities and city districts. At this level, energy supply structures can be found at an extended level, such as in district and local heating systems, and within different profiles on the demand side. To extend the scope towards the energy and exergy flows at a community level, this issue has been addressed by ECBCS Annex 49 (2007) and the newly established ECBCS Annex 51 (2007), as well as by the newly established R&D programme of the German Federal Ministry of Economics and Technology BMWi (2007).

To transfer research results into the building practice, all of these programmes place strong emphasise on pilot projects and the monitoring of case studies. The following article focuses on the planning approach of a case...
study part of the German R&D programme located in Kassel. The project is still at the very beginning of the building process. Typical obstacles to be encountered within urban planning processes as shaping of political commitment, difficult ownership structures of land and premises on noise protection and land use have struck the project to some extent. Therefore the paper will focus on the planning approach and the targeted goals of the R&D project.

2. Motivation for the project

The city of Kassel, situated in the centre of Germany, is aiming at carrying out an environmentally ambitious housing project within the coming years. The building site is situated on the estate of the former School for Horticulture of the University of Kassel in the city district of Oberzwehren. The buildings are to comply with high ecological standards to sensitise citizens for environmentally-friendly living in the city of Kassel.

The goal is to develop an ecological building estate with high urban and architectural quality and to make an innovative energy supply system possible. In the year 2005, the planning office of the city council held a kick-off workshop with eight architectural and two landscaping offices from Kassel. The workshop resulted in four alternative distinguished urban concepts that formed the basis for a structural concept.

The city of Kassel has devised the ecological goal of a CO$_2$-neutral energy supply as the overall concept for the project. The concept aims at:

- Optimising the CO$_2$-emissions caused by the heating and DHW energy demand by high energy efficiencies and the use of renewable energy sources to achieve a neutral CO$_2$-balance
- Reducing the overall material and energy flows over the life-cycle
- Realising the goals in an economic way and with reliable and commercially available technology

The project is meant to lead the way in adapting urban structures to changing climatic conditions.

3. The building site

3.1 Urban context

The building site is situated in the district of Oberzwehren in Kassel. It is bordered by access roads and private estates. To the north, a mixed-use area borders the site. To the north-west, there is a university campus, to the west, multi-family buildings, and to the south-west and east, single-family houses can be found. Floodplains from a small river can be found to the south. Bus and tram connections to the city centre exist.

On the agricultural sample area of the site, an ecological nursery was established in 2006. This is to remain. The new buildings will be developed in two separate areas, for which different urban and energetic solutions will be developed.
3.2 Existing energy supply structure

In the northern area of the building site, the local utilities operate a district heating line that supplies the buildings of the existing eco-nursery and the Professional School for Horticulture. The southern area is at present not connected to the district heating net. Because of the long distances and the small connected loads to be expected with the buildings, the connection is not an economic option. For this area, alternative energy supply concepts have to be developed.

4. Energy concept

The overall goal of the building development is to achieve a neutral balance in CO$_2$-emissions caused by heating and domestic hot water production (DHW). This is to be realised by renewable energy sources and efficient building design. The heating demand and the use of renewable energy sources must be adjusted and optimised.

An efficient use of energy is the necessary premise for low CO$_2$-emissions. To use renewable energy sources for heating purposes, radiant heating systems are opportune because they use low supply temperatures. To reduce the heating demand, the insulation level of the buildings will be set to a level close to the passive house standard. This leads to a primary energy demand of about 40 kWh/(m$^2$ a).

Currently, there are two different building concepts under discussion for the project. The basic concept contains single-family buildings and, as an alternative, a more condensed structure with row-houses. In order to reach an average energy demand for the further planning process, several standardised calculations based on the German Energy standards were made to come to the total heat demands and heat loads. With this data, the local utility suppliers were able to estimate the development costs for different energy supply structures.
FIG. 3: Building structure for the energy concept. In this case, both sites with single-family buildings.

The single-family buildings in the south amount to an approximate energy demand for heating of about 78 MWh per year, with an additional 42 MWh per year for DHW. For the more condensed structure of row-houses in the north, the heating demand sums up to about 87 MWh per year, the demand for DHW rises to about 79 MWh per year because of the larger number of units. The total energy demand adds up to approximately 165 MWh per year for heating and about 121 MWh for DHW.

### TABLE. 1: Energy demand of the buildings in the two building sites, Otto (2007).

<table>
<thead>
<tr>
<th></th>
<th>Total area [m²] / units</th>
<th>Heat Demand [kWh]</th>
<th>Heat Load [kW]</th>
<th>Domestic Hot Water [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Building site - north</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row houses</td>
<td>13,430 m²</td>
<td>87,045.5</td>
<td>40,984.1</td>
<td>78,591.7</td>
</tr>
<tr>
<td><strong>Building site - south</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-family buildings</td>
<td>11,414 m²</td>
<td>78,400.0</td>
<td>45,120.0</td>
<td>42,482.0</td>
</tr>
<tr>
<td>Total (including public green areas and roads)</td>
<td>85,612 m²</td>
<td>165,445.5</td>
<td>86,104.1</td>
<td>121,073.7</td>
</tr>
</tbody>
</table>

The ideal orientation of the buildings for a small energy demand is always discussed during the first planning phases. Calculation results from thermal simulations show that the building orientation is of minor significance for the heating demand. This means that the useable solar contribution to the heating decreases with better building insulation. For an active solar energy use with photovoltaic and solar thermal collectors, the building orientation and lack of shading by trees and neighbouring buildings is an important factor. Since the city has set the zero CO₂ target the compensation of the remaining fossil demand by renewable electricity is an important issue. To achieve this goal the installation of PV will have to be a mandatory requirement for the future building owners. Since the planners regard the east-west orientation of a large number of buildings in the southern building site essential for the appearance of the urban space, the question of equal options for all future building owners has to be solved.

### 5. LowExergy approach

The topic of the research project associated with this building project is the development of a potential analysis for the building site in Oberzwehren in order to achieve an energy efficient and low exergy heat supply for the new buildings. The heat supply is to be achieved by low temperature heat and will be balanced on energy and exergy basis.
The use of energy will be connected to low temperature systems close to the room temperature, meaning that the supply will be very efficient, with minimal losses. Presently, usually high quality energy sources like oil and gas are used for the heating of buildings. Such sources produce high process temperatures and therefore contain a large exergy potential. This high potential is basically wasted by using these energy sources for heating purposes that generally only demand temperatures of up to 60°C. There are, however, renewable energy sources available in large quantities that supply energy at low or moderate temperatures, like solar energy and the heating and cooling potential of underground heat exchangers. These energy sources fit well to the demands of buildings and can be used cost-efficiently. To make use of these sources, the overall building system has to be adjusted to the low process temperatures. This leads to applying the LowExergy approach.

In the project, the heat supply for the new houses is based on the use and extension of the existing infrastructure. Since the targets were set at an early stage of the project, the possibilities of setting legal requirements in the development plan can be used on the buildings’ side. The amendment of the German Building Code, BauGB (2004), the German building code, has brought some new options for setting targets for CO₂-reduction at the community level¹. The question as to whether the general climate protection can be addressed by the development plan has not been legally clarified. The project in Oberzwehren shall provide some representative experience in this issue. The limited size, the “downtown” location of the building site (recycling of urban building sites and redensification) and the general questions addressed, make the project a good example of an initial case study.

**Approach for Kassel-Oberzwehren**

The requirements on the energetic standard of the buildings are to be set by definition in the development plan and by the contracts of sale of the premises. Further improvements concerning the energy efficiency shall be made during the building phase directly with the building owners, the authorities of the city of Kassel and the assigned planners and researchers. For the building site, an energetic standard is to be achieved that is significantly lower than the current legal requirements set by the energy conservation ordinance. The requirements include:

- Low energy demand for heating, good insulation and air-tightness
- Radiant heating systems like floor and wall heating, slab heating, capillary tube systems
- Solar energy systems for DHW
- Heat pumps
- Innovative approaches for Legionella-prevention in DHW storages by alternative techniques

In order to contribute to the discussion of upcoming climate change and possibilities of dealing with rising temperatures of extraordinary hot summer spells, the cooling of residential buildings is becoming a significant topic for the future. The cooling of residential buildings is not common in Germany today. Up until now, the use of air-conditioning systems for cooling has had to be avoided by recommendation of the Energy Conservation Ordinance. In order to prevent over-heating in summer, the reduction of window areas and the use of shading devices are the only means architects have been able to use. The new Energy Conservation Ordinance, EnEV (2007) allows the use of technical cooling devices under the precondition that the maximum primary energy demand is not exceeded. In the course of the project, the possibilities for exergetic efficient cooling strategies are being tested to gain a surplus quality factor for the new buildings. The use of underground heat exchangers in connection with the large area exchange systems is a promising approach.

The northern part of the building site offers the possibility of having a heat grid that is optimised according to the exergy demand by avoiding fossil fuel use. The existing district heating pipeline supplies several buildings with a large energy demand. The temperature level in the return line is high enough to supply heating energy for all the buildings planned in the northern area. The local utility providers have shown a large interest in the project, since the cooling of the overall return temperatures in the district heating grid rises the efficiency of the heating plants. Of course, the size of the building site in Oberzwehren is too small to produce a significant efficiency rise in the total system, but the utility suppliers expect important results from the monitoring of the project.

¹ The general climate protection was introduced into §1 para. 5 as a responsibility of town and country planning. In § 9 para. 1 No. 23, the definition of areas, where certain measures for the use of renewable energies, explicitly solar energy, may be defined mandatory, was added.
During the first steps, different supply strategies were defined to allow a comparison of the costs and the pros and cons of the alternatives. In the first approach, the entire building site was taken into consideration.

### Investment Costs vs. Yearly Costs

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Investment Costs</th>
<th>Yearly Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas condensing boiler</td>
<td>€200,000</td>
<td>€200,000</td>
</tr>
<tr>
<td>District heating (standard)</td>
<td>€400,000</td>
<td>€400,000</td>
</tr>
<tr>
<td>Low temperature district heating (50/40)</td>
<td>€600,000</td>
<td>€600,000</td>
</tr>
<tr>
<td>Oil condensing boiler</td>
<td>€800,000</td>
<td>€800,000</td>
</tr>
<tr>
<td>Ground source heat pump incl solar DHW</td>
<td>€1,000,000</td>
<td>€1,000,000</td>
</tr>
<tr>
<td>Air heat pump incl solar DHW</td>
<td>€1,200,000</td>
<td>€1,200,000</td>
</tr>
<tr>
<td>Wood pellets boiler incl solar heating</td>
<td>€1,400,000</td>
<td>€1,400,000</td>
</tr>
</tbody>
</table>

**FIG. 4: Basic cost analysis for energy supply alternatives for the building site in Oberzwehren, Raatz (2007).**

The calculations (Fig. 4) show that the low temperature district heating is still fairly expensive compared to standard solutions like gas or oil boilers and even a standard district heating grid. One reason for this is that the calculation is based on supplying both building sites in the north and in the south. In the southern part, there is no existing district heating grid, therefore the use of a low temperature return line would require a district heating pipe connection and the necessary infrastructure. Also, the yearly costs for the low temperature heating are based on the standard district heating prices. Currently, the local utility providers are discussing the possibilities of a reduced fare for the heat taken from the return line.

From the discussion of this first cost analysis, a more differentiated concept has been derived. The extension of the district heating grid to the southern area can not be realised on an economic basis. Nevertheless, the use of the return line of the district heating grid in the north ought to be traced in greater detail. The southern area will serve as a “renewable reference area”. The area shall be dedicated to single-family buildings with passive house standard. The energetic infrastructure may be limited to electricity only. Possible energy supply systems are heat pumps, thermal solar collectors and efficient ventilation systems with heat recovery. The different reference systems will be defined in the further course of the project. Because of the problems with respirable dust, the use of wood boilers shall be avoided, even though the CO₂-emissions (Fig. 5) appear to be very small using renewable fuels.

### CO₂-emissions

<table>
<thead>
<tr>
<th>Alternative</th>
<th>CO₂-emissions (kg/a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas condensing boiler</td>
<td>1452</td>
</tr>
<tr>
<td>District heating (standard)</td>
<td>1699</td>
</tr>
<tr>
<td>Low temperature district heating (50/40)</td>
<td>1998</td>
</tr>
<tr>
<td>Oil condensing boiler</td>
<td>2026</td>
</tr>
<tr>
<td>Ground source heat pump incl solar DHW</td>
<td>1124</td>
</tr>
<tr>
<td>Air heat pump incl solar DHW</td>
<td>967</td>
</tr>
<tr>
<td>Wood pellets boiler incl solar heating</td>
<td>1441</td>
</tr>
</tbody>
</table>

**FIG. 5: CO₂-emissions for energy supply alternatives.**
FIG. 5: CO$_2$-emissions of system alternatives based on GEMIS 4.4 data, GEMIS (2007).

In order to be able to balance the necessary energy for heating and DHW, a certain roof area must be dedicated to the installation of photovoltaic. The electricity produced by the photovoltaic panels will be fed into the network and substitute electricity from the conventional power plants. In this way, building owners will be able to balance the CO$_2$-emissions produced by their buildings. The calculations show that using the district heating concept the necessary PV-area can well be fitted on the available roof area (Fig. 6).

FIG. 6: Necessary PV-area to balance the CO$_2$-emissions of the system alternatives.

6. Conclusions

The project is still at the very beginning. The scenarios outlined within this article represent the current state of discussion. Within the next several weeks, the city council will have to decide on the further direction of the project and the project executing organisation will give the kick-off for the research project. Following this general decision, more detailed energy and exergy analysis and a more differentiated view on possible building types will clarify the full efficiency potential of the project. The assessment and rating of combined heat and power processes, with regard to the use of the district heating return line from an exergetic point of view, is ongoing. The aim is to come to a realistic view towards the efficiency potential of low temperature heating in a district heating grid, including the connected power plants. In the end, the realisation phase of the project will only succeed if the innovative approaches can be communicated to both decision makers in the council and future building owners. Among the technical obstacles to be overcome, this aspect will be of growing importance in the coming months.
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SUMMARY:
In the exergy assessment of direct solar systems, the conversion of solar radiation is typically included within the analysis. This approach leads to very high exergy losses in the solar conversion devices, which leads to an apparently wide optimisation potential in this part of the system. However, the conversion process from solar radiation into other energy sources is commonly not regarded for other energy sources (e.g. wood or geothermal heat). In consequence, physical inconsistencies arise between the analysis framework commonly used for direct solar system, and that used for the rest of energy sources, furthermore leading to misleading conclusions. In this paper futile conclusions obtained from the use of this commonly used framework for the optimization of direct solar systems will be shown. For this purpose, dynamic energy and exergy analyses have been performed on different configurations of a solar thermal system for the heating and cooling purposes of a hotel building.

Exergy analysis has been widely used for the optimisation and allocation of losses in energy systems. Similarly, it can be applied to the optimisation of energy processes in buildings. Exergy demands for the heating and cooling of buildings are low due to the low temperature levels required to supply these needs. Therefore, the use of low temperature environmental heat for supplying these demands allows an increase in the performance of the systems form an exergy perspective. The proposed framework allows for the recognition of the suitability of direct solar energy systems for covering exergy demands in buildings.

Furthermore, from the cases analysed, optimisation potential for the control and operation of solar thermal systems for the heating and cooling of buildings and thermally driven cooling machines could be recognised.

1. Introduction
Exergy is a thermodynamic magnitude defined as the maximum theoretical work obtainable from the interaction of a system with its environment as the equilibrium state is reached between both (Moran and Saphiro, 1998). Exergy analysis allows for the detection and quantification of the improving potential of complex energy systems (Ahern, 1980; Szargut, 2005) and has been widely used for the optimization of thermodynamic systems since the middle of the last century (Rant, 1964).

Most of the energy in the building sector is used for heating and cooling purposes, i.e. to maintain constant room temperatures within the range of 20°C to 26°C. Because of the low temperature level, the actual demand for exergy in space heating and cooling applications is low. In turn, solar radiation, just as fossil fuels or electricity, is undisputedly a high quality source, i.e. with high exergy content (Jeter, 1981; Petela 2003). Consequently, if the conversion of direct solar radiation into useful energy forms for the built environment (e.g. low-temperature heat) is taken into regard, high exergy losses arise. Apparently, it could then be concluded that direct solar energy based systems seem to be unsuitable, from an exergy perspective, for covering building energy demands.

To a great extent, thanks to the fact that solar radiation is a high quality energy source, many of the energy processes and energy interactions on earth are possible (Dincer and Rosen, 2007). For then, its degradation into low quality energy forms is allowed. Exergy losses resulting from the conversion of solar radiation into other so-called energy sources, e.g. fossil fuels or ground-source heat, also occur, similarly as those which occur in direct
solar systems, but they are usually disregarded in the analysis of the systems. For instance, if a building with a boiler is analysed, the wood or fossil fuel burned into the boiler is directly considered as the input into the energy system. Yet, the prior conversion from solar radiation into those energy carriers, wood or fossil fuel, is commonly not taken into consideration.

In consequence, if the conversion of solar radiation is only regarded for the analysis of direct solar systems, physical inconsistencies arise as compared to any other energy systems analysis. Furthermore, including the conversion of solar radiation only in the evaluation of direct solar systems may lead to misleading and irrelevant conclusions, as it will be shown in this paper.

1.1 Boundaries for analysis of direct solar energy systems

Several researchers have used the exergy method as a tool for optimising the performance of active solar systems for building applications. Most of the studies using this approach also include the conversion of solar radiation into low-temperature heat or electricity in the analysis (Bejan, 1982; Izquierdo et al., 1996; Luminosu and Fara, 2005; Gunerhan and Hepbasli, 2007; Xiaowu and Ben, 2005; Cervantes and Torres-Reyes, 2002). In consequence, the greatest exergy losses in the systems occur in the solar collector field, as it is there that the degradation of high quality solar radiation into other energy forms takes place. Following this approach, an optimisation of direct solar systems is necessarily aimed at increasing the exergy output from the direct solar systems, so as to reduce the exergy losses in this system component.

Furthermore, as mentioned in the previous section, including the conversion of solar radiation into other energy forms in the analysis of systems which make a direct use of it (i.e. direct solar systems) is physically inconsistent with the analysis used for the assessment of all other energy sources.

In order to be consistent with the analysis of other energy sources, the conversion of solar radiation in direct-solar systems must be left out of the energy and exergy analysis. The present paper shows results from energy and exergy analyses of several solar thermal systems for the heating and cooling of a building using this approach, i.e. without regarding the conversion of solar radiation into low-temperature heat. This approach was also used by Sandnes (2003). In consequence, the heat output from the collector field, and not solar radiation incident on the collector area, is considered as the very first energy and exergy input into the building heating and cooling system. In the following, this approach will be referred to as “physical-viewpoint boundary”. For completeness, the same system will also be analysed with the conventional assessment approach, i.e. regarding solar radiation as input into the energy system, which in the following will be referred to as “technical-viewpoint boundary”.

2. Description of the systems analysed

The building object chosen for analysis has been taken from the building models developed within IEA SHC Task 25 (Henning, 2003). It corresponds to the hotel building located in Freiburg (Germany). The building is defined as a free-standing six storey building, oriented along its west-east axis. Glazed surfaces amount to 25% of the north and south facades and 4% of the east and west facades. U-values for the external enclosing surfaces of the building are within the range of 0.35 W/m²K for external walls and ground floor and 0.17 W/m²K for the roof, thus representing a well-insulated building. Further details on the occupancy profiles and constructive details of the defined external building elements can be found in (Henning, 2003). Energy loads were calculated only for the fourth floor of the building, with a surface of 642.60 m² (including areas covered by internal walls). Infiltration rate was regarded as 0.5 h⁻¹. Minimum and maximum comfort temperatures, determining the heating and cooling demands were set to 22°C and 26°C respectively.

A solar thermal system with fossil-fuel based back up burner was considered to cover the heating and cooling demands of the building. A thermally driven absorption cooling machine, using the thermal energy output from the solar system as the driving input, supplies chilled water for covering the cooling loads.

In all cases studied, the solar collector field, consisting of 100 or 50 m² flat plate solar collectors, was oriented directly to the south, i.e. with an azimuth of 180°, and an inclination angle over horizontal surface of 45°. A hot water tank of 12 m³ with 4 m height (6 m³ in case 2) was regarded as storage for the solar system. The backup ratio from the fossil-fuelled burner was regarded as 100%. The main characteristics of the regarded systems are listed in Table 1.
In order to check the impact of the outlet temperature from the collector field as a control variable, and its influence on the exergy losses throughout all the components of the building system, two different setpoint outlet temperatures from the collector field were investigated: in cases I, II and IV constant outlet temperatures of 80°C was regarded; in turn, in case III an outlet temperature of 55°C was regarded for the heating mode and 75°C was regarded as collector outlet temperature and driving generation temperature for the cooling machine. These temperatures were set constant throughout the whole year, and therefore 80°C and 75°C were also used as the driving temperature for the absorption cooling machine in cases I, II, IV and III respectively. In case II the lower driving temperature regarded causes also a reduction in the nominal cooling power that can be delivered by the cooling machine.

**TABLE 1: Brief description of the building systems regarded in the cases analysed.**

<table>
<thead>
<tr>
<th>Cases</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV(*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Components</td>
<td>Solar thermal syst. (100m²)+fossil burner; Stationary water-based heating 80/60°C; Stationary water-based cooling unit 16/20°C; Absorption cooling machine Wegra15 (20kW)</td>
<td>Solar thermal syst. (50m²)+fossil burner; Stationary water-based heating 80/60°C; Stationary water-based cooling unit 16/20°C; Absorption cooling machine Wegra15 (20kW)</td>
<td>Solar thermal syst. (100m²)+fossil burner; Stationary water-based heating 55/45°C; Stationary water-based cooling unit 16/20°C; Absorption cooling machine Wegra15 (17kW)</td>
<td>Solar thermal syst. (100m²)+fossil burner; Stationary air-based heating 80°C; Stationary air-based cooling unit 16°C; Absorption cooling machine Wegra15 (18kW) VAV(**) Balanced ventilation unit with heat recovery (η=0.8)</td>
</tr>
</tbody>
</table>

(*)In the case of an air-based system for heating and cooling purposes (case IV), the temperatures shown correspond to inlet and outlet temperatures of the water to air heating and cooling coils; (**) VAV stands for variable air volume.

### 2.1 Method for energy analysis

Dynamic energy simulations of the building systems under analysis were carried out using the SolAC programme, which is the design tool developed within IEA SHC Task 25. In this simulation tool, the load of the building is regarded as a fixed input, and no backward calculation of the interaction from insufficient capacity of the building systems chosen is performed. In other words, the tool performs a dynamic analysis of the building systems, without taking into consideration any interaction with the indoor climate, defined as input by the building load.

Analysis of the exergy flows on the systems was performed following a quasi-steady state approach on an hourly basis, using the data for the energy flows and temperatures from the dynamic energy simulation of the system as input. The modular approach described in (Schmidt, 2004) was used. However, for simplicity, the building systems as a whole, i.e. solar thermal system and absorption cooling machine, were regarded as one single module called “generation”. Therefore, the exergy and energy losses in the individual components of the solar storage tank, the generator and evaporator of the cooling machine, and pumps for running the systems were not regarded individually but on a global basis, using an input-output approach. For this purpose, all exergy inputs into the building systems, i.e. solar energy from collector field, energy input into the cooling tower of the cooling machine, and auxiliary electrical energy required for the operation the systems, were calculated for each hourly time step. Similarly, the exergy outputs, i.e. exergy delivered to the heating or cooling units in the building, were calculated for each time step. The difference between both (input-output) represents subsequently the whole exergy losses in the so-called “generation” module. Figure 1 shows the hydraulic schema of the building systems considered and the components encompassed within the generation module.

Cooling tower for the operation of the thermally driven cooling cycle is modelled as an open cycle wet cooling tower, where ambient air is regarded as the cooling medium. Desired outlet temperature of the cooled water was set at 27°C.
FIG. 1: Hydraulic schema of the building systems regarded for heating and cooling (Henning, 2003) and boundaries defining the modules for exergy analysis.

Simplified control strategies investigated here for the solar system consist on a constant outlet collector temperature, substantially limiting achievable solar output. Control strategies with variable outlet temperature need to be investigated in order to get a more realistic view of the influence of different space heating systems on the solar yield.

2.2 Method for exergy analysis

One of the main aims of this paper is to compare the “technical-viewpoint” and “physical-viewpoint” based approaches for the evaluation of direct solar energy systems. As shown in Figure 1, the main difference between the two methods is the consideration of the solar thermal energy from the collector field: in the “technical-viewpoint” approach solar radiation onto collector surface is regarded as energy and exergy input into the generation module. In turn, in the “physical-viewpoint” approach, the thermal energy output from the collector field is regarded as first energy and exergy input into the generation module. Obviously, the energy efficiency of the solar collectors is also implicitly taken into regard in this latter approach, for it ultimately determines the energy yield from the collector field.

For calculating the exergy of incident solar radiation onto the collector field, \( I_{\text{sun}} \), the approach from Jeter (1981) is used (see equation 1). The sun temperature, \( T_{\text{sun}} \), was assumed to be 6000 K (Sandnes, 2003). In turn, the exergy of thermal energy output from the collector field is evaluated according to equation 2. Since the inlet temperature into the collector field could not be obtained as output from the dynamic energy simulations with SolAC, a temperature difference of 10 K between the inlet and outlet of the collector field was assumed.

\[
E_{\text{Solar,rad}} = I_{\text{sun}} \left[ 1 - \frac{T_0}{T_{\text{sun}}} \right] \\
E_{\text{Solar,th}} = \frac{Q_{\text{solar}}}{(T_{\text{inlet}} - T_{\text{outlet}})} \left[ (T_{\text{inlet}} - T_{\text{outlet}}) - T_0 \ln \frac{T_{\text{inlet}}}{T_{\text{outlet}}} \right]
\]

3. Results

In Table 2, the main figures for characterising the energy performance of all cases under analysis are shown. Typical solar fractions for cooling and heating are usually usually within the range of 60-80% and 10-20% for German climatic conditions, indicating that the configuration chosen here for analysis represents a rather small solar system. In the four cases analysed, the collector type, orientation and inclination of the solar collector field were the same. Following, for a given demand and setpoint outlet collector temperature (80°C in cases I, II and IV) the gross efficiency of the collector field, representing the ratio among the energy yield from the solar collectors and the solar radiation incident on them, is also the same. In turn, in case II the setpoint for the collector outlet is reduced (55/75°C for heating and cooling respectively) allowing a higher net energy output from collector field and rising also its gross efficiency significantly. In case III, the COP of the cooling machine is reduced due to the lower driving temperature for the generator of the cooling cycle.
TABLE 2: Main figures for characterising the energy performance of the solar system configurations chosen.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual gross coll. efficiency</td>
<td>η_{gross}</td>
<td>9.8%</td>
<td>9.6%</td>
<td>18.7%</td>
</tr>
<tr>
<td>Solar fraction cooling</td>
<td>SF_{cooling}</td>
<td>49.1%</td>
<td>25.4%</td>
<td>62.5%</td>
</tr>
<tr>
<td>Solar fraction heating</td>
<td>SF_{heating}</td>
<td>14.2%</td>
<td>7.7%</td>
<td>36.7%</td>
</tr>
<tr>
<td>COP thermal cooling machine</td>
<td>COP_{thermal}</td>
<td>0.88</td>
<td>0.88</td>
<td>0.85</td>
</tr>
</tbody>
</table>

3.1 Approaches for exergy and energy analysis

Figure 2 shows the energy and exergy flows through the modules considered (generation, emission, room-air and envelope) for cases I and II using the “physical-viewpoint” boundary, i.e. the approach proposed in this paper. In turn, in Figure 3, results are shown for the same cases obtained using the “technical-viewpoint” boundary.

Following the “technical-viewpoint”-based approach, a very high exergy input is required for the operation of the building systems chosen, namely solar radiation onto collector area, as it is a high quality energy source. Subsequently, very high exergy losses arise in the generation module.
As can be seen in Figure 5, if incident solar radiation is included in the analysis, the main input, both in energy and exergy terms, comes from the solar thermal system. In consequence, most of the energy and exergy losses are derived from the conversion of solar radiation into heat in the collector area. Thus, in order to optimise the system, the energy and exergy performance of the collector needs to be increased in the first place. However, for a given collector area, the exergy input following the “technical-viewpoint” approach is constant, since the area directly determines the amount of solar radiation incident onto the given surface. As a result, reducing the collector area by half, 50m$^2$ (case II), significantly reduces the energy and exergy losses in the generation module, as shown in Figure 3. In other words, according to this approach, reducing the solar fraction and increasing the percentage of demand covered by the boiler would optimise the performance of the system.

In turn, energy input from solar thermal system is insignificant in exergy terms if the “physical-viewpoint” approach is used (Fig. 4). Thus, with the “physical-viewpoint” based approach, reducing the collector surface does not reduce the total energy input, but increases the total exergy input and exergy losses by about 6% in the generation module. Thus, this approach allows for the conclusion that substituting high quality fossil fuels with low-temperature environmental solar heat represents an optimised strategy from an exergy perspective, enabling to show the better matching achieved between the quality levels of supply and demand.

### 3.2 Comparison of different systems

Both cases I and III have the same water-based building components for heating and cooling, and accordingly, energy demands (i.e. input) into the emission module are the same. However, due to the different temperature level required for the operation of the water heaters (80/60°C in case I, and 55/45°C in case III), exergy demands of this module are slightly lower for case III: exergy demands for the emission system amount to 6.80 kWh/m$^2$a in case I and 5.22 kWh/m$^2$a in case III.

The use of lower driving temperatures for the operation of the cooling machine (75°C) reduces the COP of the absorption machine. On the other hand, reducing the setpoint for the outlet temperature of the collector field allows increasing the solar yield. Thus, the decrease in the COP of the cooling machine can be compensated by the increased yield of solar low temperature heat. As a result, the total energy required as input in case III is 12% higher than in case I, but in exergy terms the total input required is 10% lower.

---

**FIG. 6:** a) Energy and exergy flows for cases I and III; b) Energy and exergy inputs into the generation module for cases I and III. All results in the figure correspond to the “physical-viewpoint” approach.

In Figure 7, results from the energy and exergy flows throughout the modules for cases I and IV are shown. The use of an air-based system increases significantly the necessary air exchange, which for climatic conditions in Freiburg causes a reduction of almost 50% in the cooling loads. This causes, in turn, an increase of 30% in the heating loads, despite the heat recovery unit. Energy recovered by the heat exchanger in the balanced ventilation unit, mainly during heating conditions, can be seen in Figure 7b. It represents a significant energy input that otherwise had to be covered with the boiler and solar thermal system. Yet its exergy content is almost negligible.
Input into the room-air in case IV occurs in the form of heated (32°C) or cooled (18°C) air, which again reduces the exergy demands for these modules as compared to case I where the exergy input in the room-air occurs via heat transfer from the heater or chiller surfaces (at effective temperatures\(^1\) of around 75°C and 19°C for heating and cooling respectively).

FIG. 7: a) Energy and exergy flows for cases I and IV; b) Energy and exergy inputs into the generation module for cases I and IV. All results in the figure correspond to the “physical-viewpoint” approach.

To characterise the energy and exergy performance of the systems, energy and exergy efficiencies have been calculated for each case. These efficiencies are calculated as the ratio between the energy or exergy input into the generation module (i.e. in the building system) and the energy or exergy demanded by the envelope module (i.e. heating and cooling loads for each case, in energy and exergy terms respectively).

**TABLE. 3: Main figures for characterising the energy performance of the solar system configurations chosen.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy efficiency [%]</td>
<td>(\eta_{\text{system}})</td>
<td>45.3</td>
<td>46.8</td>
<td>41.1</td>
</tr>
<tr>
<td>Exergy efficiency [%]</td>
<td>(\psi_{\text{system}})</td>
<td>5.2</td>
<td>4.8</td>
<td>5.8</td>
</tr>
</tbody>
</table>

**4. Conclusions**

Including the conversion of solar radiation in the evaluation of direct-solar systems (i.e. “technical-viewpoint” boundary) leads to extremely high exergy losses in the direct solar systems. Subsequently, the optimisation of these systems should be oriented so as to reduce the magnitude of exergy losses in the conversion device. However, trying to optimise solar systems in this direction may lead to wrong or misleading conclusions, as shown in section 3.1, where the system seems to be optimised when the solar fraction and collector surfaces are reduced. These results arise from the physical inconsistencies behind the definition of this “technical-viewpoint” based boundary. In turn, the approach proposed in this paper, the “physical-viewpoint” boundary, regards the same physical processes for direct solar systems as any other energy system, thus avoiding such misleading conclusions and representing a common basis, anchored on physical considerations, for comparing direct and indirect-solar energy systems.

Increasing the solar fraction of the systems regarded, i.e. increasing the part of energy or exergy demands being covered by low-temperature solar thermal energy increases the exergy performance of the system. In turn, energy efficiencies (including all energy inputs) for the systems analysed do not show the same behaviour.

\(^1\) Effective temperatures for the heat transfer are calculated for each timestep by adding the logarithmic mean temperature difference (LMTD) to the room air temperature.
Reducing the setpoint for temperature outlet of the solar thermal system (case III) and using heating systems with lower design temperatures, increases the exergy efficiency of the building systems. Therefore space heating systems with the lowest possible temperature level and reducing the outlet temperature of the collector field to the minimum level required for covering the heating or cooling loads are of advantage. Yet control strategies investigated here represent a worst-case scenario. Control modes based on variable outlet temperatures should be investigated to obtain more realistic picture on the influence of this parameters. Driving temperatures further below 75°C might also allow a better solar energy yield for cooling operation, but will also reduce the performance of the cooling machine. Therefore, further research is required in order to reduce driving temperatures for these devices and similar analysis should be carried out to determine their optimal operation point.
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SUMMARY:
In Hungary from the total energy consumption of the country the building sector, with its 32%, is the biggest energy consumer. In 2006 based on the EU Directive new energy requirements were established for residential, office and educational buildings. In Hungary there are 4 millions of households and more than 50% are placed in detached houses. In the last years different national programs were started in order to encourage the owners to refurbish their buildings. Reducing the heat demand of the building according to the new requirements the supplied heat amount might be reduced considerably. Having a central heating system with certain heat output of the boiler, certain dimensions of pipes and pumps, the adjustment might be done decreasing the supply temperature. But in this case the exergy consumption of these heating systems might be reduced too. This paper presents the analysis of the refurbishment effects on the heat demand and energy consumption of detached houses built in different periods of time from different materials. Taking into consideration the initial state of the building and heating system, the exergy savings are between 69-82.9% for SD brick and 78.7-88.1% for B30 building.

1. Introduction

Reduction of energy consumption is one of the main purposes in European countries taking into account that the main energy carriers, natural gas and oil, are imported in a proportion of ca. 60% and 80% respectively (Mantzos, 2003). Energy consumption in the building sector represents nearly 40% from the total energy consumption. In this context, according to Directive 2002/91/EC, new national standards/regulations are introduced in order to force people to build energy efficient buildings. The energy saving interventions has to be done improving the thermal comfort level of these buildings. In Hungary from the total number of households more than 50% are placed in houses. The structure of the external envelope of these houses is various. The mean $U$ value of the envelope is higher than 1.3 W/m$^2$K at more than 78% of houses. In this context thermal rehabilitation of these buildings is sorely needed taking into account that the expected lifetime is more than 30 years at 72% of houses.

Improving the thermal resistance of the building envelope not only the heat losses in the winter, but also the heat gains in the summer are reduced (Kalmár and Csiha, 2006). So, the better indoor thermal comfort is obtained as a side-effect of the additional thermal insulation of the building envelope (Zöld, 2000). In houses the situation is critical both from energy and thermal comfort point of view. In the last years more and more houses were equipped with central heating systems using mainly natural gas as fuel. In this way at least the heating system may have acceptable efficiency. The new houses are built especially from brick with vertical cavities, but the spread of light-frame structures utilisation may be also observed. At light-frame construction the external building elements consist by 14…16 cm mineral wool between two wood panels. The heat transfer coefficient of these elements is lower than 0.45 W/m$^2$K. At light structures values around 0.22 W/m$^2$K are obtained. In this way at these buildings the energy consumption for heating is significantly lesser than at old houses.

Beside the energy quantity consumed in buildings it is important to see which the quality of the energy used is for heating and cooling (Schmidt,2004). This is given by the exergy content of energy. The exergy need depends on the energy demand and the mean operation temperature. The low is the mean operation temperature the low the exergy need will be. As a consequence, having an energy quantity, surface heating will give better results from exergy point of view (Olesen, 2007). The existing central heating systems were designed for a temperature drop 90/70 °C until 1990. In the last years having houses with better physical properties of the envelope the
supply return temperatures used are 75/55 °C. The floor and wall heating is used too, but having high heat
demand of the rooms these can be used only in combination with radiator heating.

In the followings detached houses with similar geometrical properties but different structures of the envelope
will be analysed both from energy and exergy point of view before and after refurbishing taking into account the
new energy requirements.

2. Energy consumption for heating

The heat demand of a building can be determined in function of heat loss coefficient $K$ and the difference
between indoor and outdoor design temperatures:

$$ Q = K(t_{io} - t_{ao}) $$

The energy need for heating can be calculated, taking into account the specific degree-day curve, based on the
following equation:

$$ E = K \int_{0}^{N} (t_i - \bar{t}_i)dx $$

where: $\bar{t}_i$ is the daily mean outdoor temperature; $N$ – is the number of days in a heating season.

Describing the degree day curve, specific for Budapest, with a function:

$$ \bar{t}_i = -15 + 3.55x^{0.3035} $$

the number of days in a heating period could be easily determined, if the balance point temperature of the
building ($t_b$) is known:

$$ N = \left( \frac{t_b - t_{ao}}{3.55} \right)^{2.6} $$

The balance point temperature represents that external temperature according to which the heat losses of the
building are equal to the heat gains (the heat capacity and time constant of the building is taken into account):

$$ t_b = t_i - \frac{Q_s + Q_t}{K} $$

where: $Q_s$ are the solar gains, [W]; $Q_t$ – internal gains, [W].

Solving the equation (2) taking into account the equation (3), (4) and (5), results the energy demand for a heating
season in kWh:

$$ E = 0.024K \left[ \frac{t_i - t_{ao} - \frac{Q_s + Q_t}{K}}{3.55} \right]^{2.6} \left[ (t_i - t_{ao}) - 2.566 \left( \frac{t_i - t_{ao} - \frac{Q_s + Q_t}{K}}{3.55} \right) \right] $$

Assuming the indoor temperature equal to 20 °C, using the design values according to existing standard for
temperature, heat gains and ACH the following values were obtained for the analysed buildings:

**TABLE 1: Data related to energy consumption before refurbishment.**

<table>
<thead>
<tr>
<th>Building</th>
<th>$t_b$, [°C]</th>
<th>$N$</th>
<th>$E_s$, [kWh]</th>
<th>$\eta_s$, [%]</th>
<th>$E_c$, [kWh]</th>
<th>Gas consumption, [m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD brick</td>
<td>12.71</td>
<td>209</td>
<td>31262.1</td>
<td>80</td>
<td>39077.64</td>
<td>4142</td>
</tr>
<tr>
<td>B30</td>
<td>14.22</td>
<td>240</td>
<td>46641.3</td>
<td>80</td>
<td>58301.63</td>
<td>6170</td>
</tr>
<tr>
<td>Light</td>
<td>8.01</td>
<td>129</td>
<td>12521.1</td>
<td>90</td>
<td>13912.31</td>
<td>1474</td>
</tr>
</tbody>
</table>
If the old buildings envelope is refurbished according to the new requirements, the energy consumption will decrease significantly. The replaced or refurbished building elements have the heat transfer coefficient lower or equal to the requirement. The SD brick walls were provided with an additional insulation of 8 cm expanded polystyrene, the B30 structure needs an additional insulation layer of 10 cm polystyrene.

Having now almost the same thermal characteristics of the envelope the heating system output in the retrofitted buildings will be the same. Using the equations (4) – (6) the energy consumption data can be determined after refurbishment. These data are presented on Table 2.

**TABLE. 5: Data related to energy consumption after refurbishment.**

<table>
<thead>
<tr>
<th>Building</th>
<th>( t_b ), [°C]</th>
<th>( N )</th>
<th>( E_\text{c} ), [kWh]</th>
<th>( \eta ), [%]</th>
<th>( E_\text{c} ), [kWh]</th>
<th>Gas consumption, [m(^3)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD brick</td>
<td>9.08</td>
<td>145</td>
<td>15398.34</td>
<td>94</td>
<td>16381.21</td>
<td>1846.81</td>
</tr>
<tr>
<td>B30</td>
<td>9.06</td>
<td>145</td>
<td>15373.48</td>
<td>94</td>
<td>16354.76</td>
<td>1843.83</td>
</tr>
</tbody>
</table>

As it can be seen the reduction of energy consumption is around 58% for SD brick and 72% for B30.

### 3. Exergy consumption for heating

Exergy is the quality of energy, the maximum work that can be obtained from an energy flow. Having a given quantity of energy the exergy content can be calculated with the following relation:

\[
Ex = E\left(1 - \frac{T_0}{T}\right)
\]  

(7)

where: \( T \) is the operation temperature, [K]; \( T_0 \) – is the reference temperature, [K]

The reference temperature in our case can be assumed to be the outdoor temperature, because the room or the heat carrier will cool down to this temperature if no energy/exergy source is taken into consideration (Halász and Kalmár, 2007). As a consequence the reference temperature values are given by the degree-day curve. At the same value of the external mean temperature the exergy need of the room, heating system and boiler are different because the operation temperature of these subsystems is different. For all these subsystems the exergy efficiency can be defined:

\[
\nu' = \frac{\text{needed exergy}}{\text{consumed exergy}} = 1 - \frac{\text{exergy losses}}{\text{consumed exergy}}
\]  

(8)

In the room the temperature \( T \) can be assumed to be constant. The temperature \( T \) for radiators and distribution is given by the control curve. At the boiler the exergy content of the burned gas is given by:

\[
Ex = m_{\text{fuel}} \cdot H_\text{u}
\]  

(9)

where: \( H_\text{u} \) represents the upper heating value of the fuel; \( m_{\text{fuel}} \) - represents the mass flow of the fuel.

If the heat source is a heat pump then the exergy consumed will be equal to the electrical energy consumption.

The yearly exergy consumption for analysed buildings before refurbishment is shown in Figure1. The exergy efficiency for different subsystems is presented in Table 3.

**TABLE. 3: Exergy efficiency before refurbishment.**

<table>
<thead>
<tr>
<th>Building</th>
<th>Heating system</th>
<th>Boiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD brick</td>
<td>0.384</td>
<td>0.119</td>
</tr>
<tr>
<td>B30</td>
<td>0.374</td>
<td>0.117</td>
</tr>
<tr>
<td>Light</td>
<td>0.477</td>
<td>0.109</td>
</tr>
</tbody>
</table>

The supply and return temperature values are 90/70 °C for SD brick and B30, and 70/50 °C for light structure building.
After refurbishment, if the existing heating system is kept, the heating system output has to be adjusted to the new energy demand of the buildings. A possibility is to keep the same temperature drop and reduce the supply temperature. The new value of the supply temperature can be determined depending on the new heat demand ratio, taking into account that the radiator heat transfer coefficient will change. The variation of the heat transfer coefficient $k_R$, depending on the thermal agent temperature, is given by:

$$k_R = k_{R0} \left( T_s \right)^{n}$$

where: $k_{R0}$ = value of the heat transfer coefficient at the nominal conditions ($t_s$=90 °C; $t_r$ = 70 °C; $t_i$ = 20 °C); $n$ = exponent, for the usual radiators between: 1.24…1.36.

If the new heat demand of the room is $Q_h'$, using the equation (12) results the new value of the average logarithmical temperature difference:

$$T_s' = 60 \left( \frac{Q_h'}{Q_s} \right)^\frac{1}{n}$$

If the temperature drop in the system $\Delta t_w$ is known, the values of the forward and return temperatures can be determined:

$$T_i = \frac{\Delta t_w}{60} \left( \frac{Q_h}{Q_s} \right)^\frac{1}{n}$$

$$T_r = \frac{\Delta t_w}{60} \left( \frac{Q_h}{Q_s} \right)^\frac{1}{n} - 1$$

Using the above presented equations and keeping the 20 °C temperature drop, for SD brick and B30 buildings results a supply/return temperature equal to 71/51 °C. In this case the exergy efficiency is presented in Table 4 and the exergy consumption in Figure 2.
TABLE. 4: Exergy efficiency after refurbishment.

<table>
<thead>
<tr>
<th>Building</th>
<th>Heating system</th>
<th>Boiler</th>
<th>Condensing boiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD brick, B30</td>
<td>0.477</td>
<td>0.111</td>
<td>0.133</td>
</tr>
</tbody>
</table>

FIG. 2: Yearly exergy consumption in different subsystems after refurbishment.

Heat losses decrease considerably after refurbishment. Using surface heating placed on the external building elements (floor, wall, ceiling) this value decreases more (fig. 3)

FIG. 3: Heat demand of the building using surface heating.

Having low heat losses and energy demand for heating the utilisation of low temperature surface heating has to be analysed. If wall heating or ceiling heating is used, in the calculus we have to take into account that the heat losses will decrease in function of the heated surface. This is not valid for floor heating if we have the floor placed directly on the soil. The supply and return temperatures taken into consideration are: 40/30 °C, 35/28 °C and 30/25 °C and 27/23 °C. The last values were used only for ceiling heating, because in this case the surface temperature is limited. Measurements have shown that the tolerated ceiling temperatures are around 27-28 °C if the occupancy zone is only 1.2 m (sitting person). The necessary heating surfaces are presented in Figures 4-6.

If the heating pipes are placed on the external walls, the higher is the heating surface, the lower the heat demand will be. Of course in practice the whole external wall surface cannot be used for wall heating, but 50% might be accepted. The situation is similar for floor heating where a useful heating surface ratio around 70% is the upper limit of the possibilities. In this case the maximal value of the surface temperature is other factor which influences the maximal output of floor heating. Ceiling heating usually is not used in detached houses, but based
on the measurements low surface temperature might be tolerated from thermal comfort point of view. In this case there is no limitation related to heating surface ratio.

**FIG. 4: Heat losses and delivered heat for wall heating.**

**FIG. 5: Heat losses and delivered heat for floor heating.**

**FIG. 6: Heat losses and delivered heat for ceiling heating.**
For these heating systems heat pumps might be used as heat source. Taking into consideration heat pumps with different COP values the exergy consumption is presented in Figure 7 for different temperatures of the heat carrier.

![Exergy consumption in different subsystems for wall heating.](image)

**FIG. 7: Exergy consumption in different subsystems for wall heating.**

As it could be seen using heat pumps the exergy consumption of the building for heating decreases with more then two thirds.

To find the exergy consumption in the primary phase, when the electricity is produced, the primary energy transformation factor has to be taken into account, which in Hungary is 2.5 (TNM rendelet, 2006). If the COP is higher than the primary energy transformation factor exergy savings will be obtained (on the market there are heat pumps with COP=5.5). The exergy efficiency for analysed cases is presented in Table 5.

**TABLE. 5: Exergy efficiency after refurbishment using low temperature heating systems.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall, 40/30</td>
<td>0.71</td>
<td>0.225</td>
<td>0.315</td>
<td>0.405</td>
</tr>
<tr>
<td>Wall, 35/28</td>
<td>0.762</td>
<td>0.212</td>
<td>0.296</td>
<td>0.381</td>
</tr>
<tr>
<td>Wall, 30/25</td>
<td>0.83</td>
<td>0.195</td>
<td>0.273</td>
<td>0.352</td>
</tr>
<tr>
<td>Ceiling, 40/30</td>
<td>0.708</td>
<td>0.218</td>
<td>0.306</td>
<td>0.393</td>
</tr>
<tr>
<td>Ceiling, 35/28</td>
<td>0.761</td>
<td>0.204</td>
<td>0.285</td>
<td>0.367</td>
</tr>
<tr>
<td>Ceiling, 30/25</td>
<td>0.828</td>
<td>0.188</td>
<td>0.263</td>
<td>0.339</td>
</tr>
<tr>
<td>Ceiling, 27/23</td>
<td>0.88</td>
<td>0.177</td>
<td>0.248</td>
<td>0.319</td>
</tr>
</tbody>
</table>

The best solution from exergy consumption and thermal comfort point of view will be given by a combination of these surface heating systems. Assuming that for wall and floor heating the supply and return temperatures are the same (30/25 °C) and for ceiling heating the 27/23 °C heat carrier temperatures are used, and half of floor and ceiling respectively 40% of external walls are used as heating surfaces, the energy and exergy consumption data are:

- heat demand of the building: 7347 W,
- heat output of floor heating: 1210 W ($t_{floor}=22,4$ °C)
- heat output of wall heating: 3416 W ($t_{wall}=25,5$ °C)
- heat output of ceiling heating: 2750 W ($t_{ceiling}=24$ °C)
- number of days in a heating period: 122 days,
- energy demand: 11697 kWh,
4. Conclusions

Thermal refurbishment of a detached house built until 1990 will lead to important energy savings. If the existing heating system is not replaced, only adjusted to the new energy demand of the building the energy savings can reach 58-72%. If surface heating is installed after refurbishment the energy consumption will decrease much more, because the heat losses by transmission are lower (Fig. 8). Initially the exergy consumption is between 42000-60000 kWh. If the radiator heating system is kept the exergy consumption is reduced to 18000 kWh using a low temperature boiler, which means a reduction of 57-70%. If condensing boiler is used an additional exergy economy of 2000 kWh can be obtained. Installing surface heating and heat pumps the exergy consumption of the building decreases to 2855-5142 kWh, depending on the heat pump COP and supply/return temperatures of the heat carrier. Taking into account the primary energy transformation factor for electricity the real value of the exergy consumption will be 7137.5-12855 kWh, which is much lower than the exergy consumption having a boiler. Taking into consideration the initial state of the building and heating system, the exergy savings are between 69-82.9% for SD brick and 78.7-88.1% for B30 building. Even for light structure, if the radiator heating system is replaced with a surface heating with a supply/return temperature of 40/30 °C and heat pump is installed the exergy consumption (taking into account the primary energy transformation factor) decreased to 6990-12582 kWh (22.7-57%). As a consequence, when the envelope of a building is refurbished from thermal point a view, the surface heating installation have to be preferred in order to obtain the best solution from energy, exergy and thermal comfort point of view.
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SUMMARY:
Current models to predict heat, air and moisture (HAM) conditions in building components assume uniform boundary conditions, both for the temperature and relative humidity of the air in an indoor space as well as for the heat and moisture surface transfer coefficients. The heat and moisture surface transfer coefficients strongly depend on the local air velocity, local temperature, water-material interactions, water content at the material surface, and the surface texture of the material. Moreover, due to local heat and moisture sources, imperfect mixing and microclimatic effects, temperature and relative humidity in the adjacent air are seldom uniform. In order to obtain a reliable prediction of the HAM conditions in a building component, an accurate description of the indoor (and outdoor) boundary conditions is required. The objective of the present paper is to analyze the influence of the variations of the surface transfer coefficients near the surface of a building component on the HAM conditions in the component. A parameter study has been used to investigate this influence. The research showed that the surface transfer coefficients have a relatively large influence on the predicted HAM conditions in a building component. Building researchers and designers should be aware that the appropriate indoor environmental conditions are applied, when performing a HAM component simulation and analysis.

1. Introduction

The durability of building components is strongly dependent of the heat, air and moisture (HAM) conditions in the component. Current models to predict heat, air and moisture conditions in building components commonly assume uniform indoor boundary conditions, both for the temperature and relative humidity of the neighboring interior air as well as for the interior surface heat and mass transfer coefficients. Due to local heat and moisture sources, imperfect mixing and microclimatic effects, temperature and relative humidity in the adjacent air are seldom uniform. Similarly, the convective surface heat and moisture transfer coefficients strongly depend on the local air velocity, local temperature, water-material interactions and water content at the material surface and surface texture of the material. The HAM conditions on or in building components resulting from such non-uniform boundary conditions cannot be accurately predicted by current HAM models. This paper investigates how the variability of the surface heat and mass transfer coefficients may affect the HAM performance of building components.

Common practice is to assume average, uniform and constant values for the convective surface heat and mass transfer coefficients when performing a HAM component analysis. The convective surface transfer coefficients are obtained from fundamental theory or experimental work, in (Hens 2007) for example, values of 3.5 W/m²K and 3·10⁻⁸ s/m for the interior convective heat and moisture transfer coefficients respectively are recommended.

Previous research (Novoselac 2005) has shown that different relationships for the surface heat transfer coefficient for mixed convection near a building component have been reported. Similar experimental investigations of the relationship between the surface mass transfer coefficient and the local airflow velocity have been described in (Bednar & Dreyer 2003), (Mortensen et al. 2006) and (Iskra & Simonson 2007). Other
researchers, for example (Steeman et al. 2007) (Neale et al. 2007) determined the surface heat and mass transfer coefficients by using Computational Fluid Dynamics (CFD).

The literature study showed that a considerable number of relationships between the local velocity of the airflow near a building component and the surface heat transfer coefficients have been developed, all having their specific limitations and applications. When performing a HAM building component analysis, often, researchers arbitrarily use these relationships for a HAM component simulation, without considering these limitations. The use of these correlations may introduce errors in the predicted HAM conditions. The objective of the present paper is to analyze the influence of the non-uniform distribution of the transfer coefficients caused by variations in the air velocity near the surface of a building component on the HAM conditions on and in the component.

2. Analysis and Methods

A parameter study is used to investigate the influence of non-uniform surface transfer coefficients - caused by variations in the air velocity near the surface of a building component - on the HAM conditions in the building component. Two calculation objects have been selected for analysis. Different values for the surface heat and moisture transfer coefficients have been applied. The Heat, Air and Moisture response of the building components has been simulated.

2.1 Calculation objects

The HAM performance of a lightweight concrete wall and a concrete floor penetrating the wall of a building has been investigated. The composition of the wall element is presented in Figure 1. It is the objective to analyze the influence of the convective heat and moisture transfer coefficients near the component using a relatively well-insulated wall.

Besides the relatively well-insulated wall, a floor penetrating the external wall of a building is analyzed. Two rooms (on top of each other) are connected by a concrete floor. Both rooms are connected to the outdoor climate by the lightweight concrete wall, which composition is presented in Figure 1. The building detail is presented in Figure 2. The reader should notice that the original geometry of the building has been extended. For this analysis, the building could be considered as two original buildings on top of each other. It is the objective to study the influence of the convective heat and moisture transfer coefficients near a thermal bridge, such as a balcony.

2.2 Simulation strategy

The simulation strategy which has been applied is as follows:

First, the geometry of the calculation object is defined in CHAMPS-BES (Nicolai, Grunewald 2006), which is an envelope model for the coupled simulation of heat, air, moisture and pollutant transport in a building component. The HAM performance of the calculation objects has been investigated using the geometry of a building which is defined along the lines of Common Exercise 1 of the IEA-ECBS Annex 41, (Rode, Woloszyn 2004) using the external boundary conditions: the Test Reference Year (TRY) for Danish (Copenhagen) outdoor climatic conditions.

<table>
<thead>
<tr>
<th>Lightweight concrete wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 mm plywood cladding</td>
</tr>
<tr>
<td>25 mm vented cavity</td>
</tr>
<tr>
<td>wind barrier</td>
</tr>
<tr>
<td>150 mm glass wool</td>
</tr>
<tr>
<td>50 mm lightweight concrete</td>
</tr>
</tbody>
</table>

Figure 1. Composition of the lightweight concrete wall element.
Second, the indoor environmental conditions have been applied. According to the requirements of Common Exercise 1 the (Rode, Woloszyn 2004) temperature in the building is controlled to be between 20°C and 27°C during the entire year. To obtain comfortable indoor environmental conditions, which serve as the internal boundary conditions for the HAM component simulation, a prediction of the required heating and cooling load has been obtained using a whole building simulation in HAMBASE (Wit 2006)? A similar building geometry and external boundary conditions have been applied in HAMBASE. The resulting heating/cooling power is supplied to the building component in CHAMPS-BES. In this way, the indoor air temperature lies between 20°C and 27°C during the entire year. The building has been simulated in HAMBASE using set points of 20°C (during office hours) and 12°C (outside office hours) for heating and 27°C for cooling (during office hours). With respect to the moisture production in the building, an average vapor production of 500g/h between 9:00h and 17:00h has been applied. The indoor environmental conditions resulting from the simulation are applied as boundary conditions on the surfaces at the internal sides.

Third, different values for the surface heat and moisture transfer coefficients have been applied. Lower and higher limits for the surface transfer coefficients have been applied as well as a combination of a standard surface heat transfer coefficient with a lower and a higher limit for the moisture transfer coefficient. Additional information on the specific values for the surface transfer coefficients is presented in Section 2.3.

Then, an initial temperature and relative humidity of 20°C and 50 % RH respectively have been applied throughout the entire building component. The HAM performance of the building component has been simulated for one year. The investigations showed that a transition period may be neglected using these initial conditions of 20°C and 50 % RH, which are average conditions, representative for the entire year.

### 2.3 Parameter analysis

Several indoor environmental conditions, presented in Table 1, have been investigated. Typical values for the convective heat and moisture transfer coefficients have been applied for the different indoor environmental conditions. The objective of the investigations (1 and 2) is to determine minimum and maximum HAM conditions, which are likely to occur in the building component. The objective of studying the conditions using a standard value for the convective surface heat transfer coefficient (conditions 3 and 4) is to compare the influences of the convective surface heat transfer coefficient and the surface moisture transfer coefficient separately. The Heat, Air and Moisture response of the building component has been simulated using the presented values for the convective surface transfer coefficients.
Table 1. Convective heat and moisture transfer coefficients, which have been applied for the different indoor environmental conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$\alpha_c$ [W/m$^2$K]</th>
<th>$\beta_c$ [$10^{-7}$ s/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Lower limits</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>2 Upper limits</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>3 Lower limit $\beta_c$ and standard $\alpha_c$</td>
<td>3.5</td>
<td>0.1</td>
</tr>
<tr>
<td>4 Higher limit $\beta_c$ and standard $\alpha_c$</td>
<td>3.5</td>
<td>1</td>
</tr>
</tbody>
</table>

3. Results

This section presents the predicted HAM conditions on the internal surface of the components which have been presented in Figure 1 and 2. First of all, the surface temperature and relative humidity on the lightweight concrete wall during 3 days are presented. Second, the surface temperature and relative humidity in the corner of the thermal bridge are shown. Third, weekly averaged surface conditions on the presented components are analyzed using an isopleth representation.

3.1 Lightweight concrete wall

Figure 3: Surface temperature and relative humidity at the internal side of the lightweight concrete wall.

Figure 3 presents the surface temperature and relative humidity at the internal side of the construction during 3 days (from May 26. till May 29.). The selected period is representative for the entire year. Figure 3 shows that a relatively large difference is present between the lower limit (1) and the higher limit (2). Comparing the surface conditions for the standard surface heat transfer coefficient and lower and higher limits for the surface moisture transfer coefficient (conditions (3) and (4)), Figure 3 presents a relatively small deviation.

Figure 4 presents the partial vapor pressure at the internal side of the lightweight concrete wall. The figure shows that a relatively small difference in partial vapor pressure between the investigated limits is observed. From this observation, it may be concluded that the influence of the convective surface heat transfer coefficient on the HAM performance is relatively large compared to the influence of the convective surface moisture transfer coefficient.

In Figure 5, the surface conditions on lightweight concrete wall predicted over the entire year have been analyzed using an isopleth representation. The isopleths are based on weekly averaged values for the surface temperature and relative humidity. The isopleth shows that a considerable difference between the observed conditions when applying lower (1) and higher limits (2) for the surface transfer coefficients is observed. The histograms in (Figure 5) show that for both wall elements the time of the year at which a surface relative
humidity above 70% RH increases when applying lower limits (1) for the surface transfer coefficients compared to the application of higher limits (2).

![Figure 4: Partial vapor pressure at the internal side of the lightweight concrete wall](image1)

**Figure 4:** Partial vapor pressure at the internal side of the lightweight concrete wall

![Figure 5: Predicted surface conditions for the lightweight concrete wall using lower (1) and higher limits (2) for the surface transfer coefficients. Isopleth representation of the surface conditions during one year (left). Histogram of the observed surface relative humidity as a function of the number of hours (right).](image2)

**Figure 5.** Predicted surface conditions for the lightweight concrete wall using lower (1) and higher limits (2) for the surface transfer coefficients. Isopleth representation of the surface conditions during one year (left). Histogram of the observed surface relative humidity as a function of the number of hours (right).

### 3.2 Thermal bridge

Figure 6 presents the temperature and relative humidity in the corner of the building component during 50 days (from February 19. till April 10.). The figure shows that a relatively large difference is present between the lower limit (1) and the higher limit (2). Moreover, considering the diverging HAM conditions obtained with the standard surface heat transfer coefficient and with the lower and higher limits for the surface moisture transfer coefficient (conditions (3) and (4)), the difference is significant.
Comparing the simulation results with a standard value for the surface heat transfer coefficients, the predicted HAM surface conditions are relatively comparable. The influence of the convective surface heat transfer coefficient on the HAM performance may be relatively large compared to the influence of the convective surface mass transfer coefficient.

Figure 7 shows the partial vapor pressure in the corner of the building component. Comparing the simulation results of the well-insulated lightweight concrete wall and the thermal bridge for the standard surface heat transfer coefficient and lower and higher limits for the surface moisture transfer coefficient (conditions (3) and (4)), the surface moisture transfer coefficient shows to be relatively important when considering the thermal bridge. The influence of the convective surface moisture transfer coefficient on the HAM performance of the thermal bridge is thus relatively large.

Figure 8 presents the complete set temperatures and relative humidities in the corner of the building component. The predicted conditions when applying lower limits (1) and higher limits for the surface transfer coefficients have been compared. The daily averaged temperatures and relative humidities are presented in the isopleth. The difference in the predicted HAM conditions is relatively large. The analysis shows that whenever the building engineer or researcher is asked to provide a reliable prediction of the HAM performance of a building component, this prediction is strongly influenced by the applied values for the surface transfer coefficients.
Moreover, this influence may become even more important when considering building components where non-uniform conditions are more likely to occur, for example thermal bridges.

Figure 8: Temperature and relative humidity in the corner of the thermal bridge using lower (1) and higher limits (2) for the surface transfer coefficients. Isopleth representation of the surface conditions during one year (left). Histogram of the observed surface relative humidity as a function of the number of hours (right).

4. Conclusions and Discussion

This section presents the conclusions from the parameter study and the consequences of the investigations for HAM component performance analysis. The influence of the non-uniform surface heat and moisture transfer coefficients on the HAM conditions in the building component has been analyzed. Lower and upper limits for the convective surface transfer coefficients \( \alpha_c \) and \( \beta_c \), assuming respectively ‘still’ air and ‘moving’ air conditions, have been assigned. A parameter study is used to investigate the influence of the non-uniform surface transfer coefficients - caused by variations in the air velocity near the surface of a building component - on the HAM conditions in the building component and the indoor environment. The simulated conditions resulted in minimum and maximum HAM conditions in the building component.

It is concluded that:

- The non-uniform distribution of the transfer coefficients caused by variations in the air velocity near the surface of a building component may have a relatively large influence on the predicted HAM conditions on a building component. Different surface temperatures, relative humidities and vapor pressures are predicted, when different convective surface transfer coefficients are applied. When performing a HAM performance analysis and simulation, it is important to take the local airflow velocity near the component into account.

- Focusing on the HAM performance of a well-insulated wall, the influence of the convective surface heat transfer coefficient on the HAM performance is relatively large compared to the influence of the convective surface moisture transfer coefficient. With respect to the analyzed wall, the investigations showed that assuming an average value for the surface moisture transfer coefficient is acceptable, while assuming an average value is not acceptable for the convective surface heat transfer coefficient. The study showed that the influence on the surface relative humidity is limited.

- Focusing on the HAM performance of a thermal bridge, the influence of both the convective surface heat and moisture transfer coefficient on the HAM performance is relatively large. The analysis showed that assuming an average value for these coefficients is not acceptable.

Building researchers and designers should be aware that the appropriate indoor environmental conditions are applied, when performing a HAM component simulation and analysis. The local airflow conditions near the component have a relatively large influence on the predicted HAM performance of the component. It is
recommended that, for example in a design stage, different local airflow conditions are investigated to predict
the influence of these conditions on the HAM performance of the specific component.

Future research should focus on the analysis and determination of the relationship between the local air velocity
near the component and the convective surface heat transfer coefficient. A more detailed description and
prediction of the interaction between the indoor environment and the HAM conditions in the building component
is desired. The quality of such an analysis could be improved by providing guidelines and relationships between
the convective surface heat transfer coefficient and the local air velocity near the building component.
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SUMMARY: 
The processes of mass transfer between air and building structure and in the material influence not only the conditions within the material but also inside the connected air spaces. The material which absorbs and desorbs water vapour can be used to moderate the amplitude of indoor relative humidity and therefore to participate in the improvement of the indoor air quality and energy saving. Many parameters influence water vapour exchange between indoor air and building material. The aim of this work is to present the change of mass transfer under different climatic and material conditions. The measurements were performed at the Technical University of Denmark (DTU), Department of Civil Engineering. Two climatic chambers were used for the tests, the first one for dynamic and the second for steady state conditions. Two commonly used building materials exposed to the indoor environment were chosen for the experiments: gypsum board and calcium silicate. The wallpaper and paint were used as finishing materials. Impact of the following parameters for changes of RH was studied: coating, temperature and air movement. The measurements showed that acryl paint (diffusion open) can significantly decrease mass uptake. It was shown also that higher air velocity speeds up the process of mass exchange between indoor air and materials but apparently decreases the total amount of exchanged water after a longer period. The experiment allows not only to check the influence of surface treatment on mass transfer, but can be used also as validation for simulation programs. At the end of the article, a mass uptake calculation using the HUMIMUR model is presented.

1. Introduction

The water vapour exchange between indoor air and materials influences many aspects of indoor climate. The relative humidity is one of the most important parameters influencing perceived indoor air quality and the human comfort. Moisture is also needed to initiate microbiological growth at the surface of building envelope. Most of the building materials have ability to absorb and desorb water vapour; therefore it is important to study mass transfer between them and the surrounding air. In reality in dwellings we will not find any pure building material. In most of the cases they are covered with some finishing materials. Also the indoor conditions are not always the same but change every day, hour and even minute. In order to study water vapour exchange between indoor air and building materials at minimum the following parameters should be taking into account: material,
coating, temperature and air velocity, in addition to the hygric condition in the air and within the building material.

A lot of measurements of mass exchange between air and materials have been presented in the literature. In some experiments a few parameters influencing water vapour transfer were examined. May and Woloszyn (2006) performed test of mass absorption for two building materials: gypsum board and red brick, in order to study the link between sorption mechanism and microstructure. The influence of temperature for gypsum board was also checked in this work. Osanyintola and Simonson (2006) investigated moisture buffering capacity of plywood. Their studies were done for two cases: the first without air movement in a sealed jar and the second with fully developed, forced convection air flow in a small wind tunnel. The moisture buffer value and the influence of two kinds of paint have been investigated by Peuhkuri and Rode (2005).

In this paper the influence of the finishing material (diffusion open paint and wallpaper), temperature (20 and 24 °C) and air movement (tests with and without fan working in the chamber) on mass uptake is presented. Also the water vapour transfer under dynamic changes of relative humidity is shown. Finally an example of mass uptake calculation using HUMIMUR model (Kwiatkowski et al. 2008) is presented. The experimental measurements were divided into two parts. In the first the part the change of mass transfer between indoor air and building material with step-change of the relative humidity has been examined. The second part of the measurements concerns water vapour uptake under dynamic changes of relative humidity. In the experiments two building materials exposed to the indoor environment were used. In the tests with step-change of relative humidity level also the influence of paint and wallpaper has been investigated.

2. Samples description

For the measurements two different commonly used building materials in contact with indoor air were chosen: gypsum board and calcium silicate. Three variants of gypsum board were used: naked gypsum board, gypsum board with paint layer and gypsum board with wallpaper. For calcium silicate only naked samples and samples with a paint layer were used. The size of the samples was 200x200 ±1 [mm]. The thickness of the specimens was 12.5 ±0.5 [mm] for gypsum and 10 ±0.5 [mm] for calcium silicate. Five sides of the samples were sealed with the aluminium tape and only one side was exposed to the outside conditions. As coating materials wallpaper and a diffusion open paint were chosen. Wallpaper paste was used to coat the samples with the wallpaper. The specimens with paint layer were primed and then painted with two layers of paint. The total permeability of the paint coating was equal to $1.6481 \times 10^{-11}$ [kg/m.s.Pa]. Prepared specimens were used in tests few days after being coated in order to avoid influence of drying of the glue and paint on measurements.

3. Tests with step-change of relative humidity

In the experiment with step-change of the relative humidity it was sought to examine the influence on moisture exchange of each of the two finishing materials, of different temperatures and of air movement over the samples. The tests were carried in a climatic chamber with precise control of temperature and relative humidity. There was no possibility to cool the air in the chamber so the lower limit of temperature depended on the ambient temperature in the room. In order to get as high range of temperatures the room was cooled down to 18.5 ±0.5 °C. The upper limit of temperature was 25-26 °C. The relative humidity could be varied between 4-5% and 96-98%. A photo and schematic drawing of the climatic chamber is presented in FIG. 1.
FIG. 1: Photo and scheme of the climatic chamber used in the measurements.

Relative humidity inside the chamber is controlled by a PID controller with humidity sensor (1) and regulated by mixing of dry and 100% saturated air in the chamber. The injection of dry air into chamber was by a small pipe (7). The saturated air was achieved by injection air by a pipe (8) into water tank (9). The temperature is also controlled by a PID controller but regulated by electric resistance heater (2) placed inside the chamber. A fan (3) is placed in the lower part of the chamber, to mix the air and thereby avoid temperature and humidity stratification inside the chamber. A wire (4) comes into the chamber through the upper part, connecting accurate balance (5) with the hook in the chamber. During weighing of the specimen (6), the air-conditioning system is stopped (in order to not to influence weighing) and the specimen is hung on the hook. The precision of the sensors is ±0.003 g for the balance, ±0.3 °C for the temperature sensor and ±1.0 % for relative humidity sensor.

The measurements of mass uptake in the chamber were divided into four parts. For each part, the samples of material were preconditioned at constant temperature of 20 or 24 °C (depending on the test) and in constant relative humidity of 35% for two days. At the beginning of each test the relative humidity was set to 75% and then after 24h again to 35%. The parameters describing each test are presented in TABLE 1.

TABLE 1. Parameters in the Tests 1-4.

<table>
<thead>
<tr>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
<th>Test 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature [°C]</td>
<td>20</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>Fan</td>
<td>On</td>
<td>Off</td>
<td>On</td>
</tr>
</tbody>
</table>

In the Test 1 and 2 the temperature was fixed to 20 °C, and in Test 3 and 4 to 24 °C. In order to check the influence of air movement on mass uptake, the fan in the chamber has been switched off in the Test 2 and 4. Additional measurements have been made of the air velocity inside the chamber when fan was working. The velocity has been measured in six points between the hanging specimens (see FIG.2).

FIG. 2: Scheme of the velocity measurement points distribution in the climatic chamber, seen from above.

The velocity under condition from Test 1 was measured using Brüel & Kjær Indoor Climate Analyzer Type 1213 with the precision of 2 [cm/s] and the results of the measurements are presented in TABLE 2. For each
The mean, maximal and minimal velocity was measured over five minute periods. Also the standard deviation for each point was calculated.

**TABLE 2. Results of the velocity measurements inside the climatic chamber (Test 1).**

<table>
<thead>
<tr>
<th>Velocity [cm/s]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.5</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>5.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Max</td>
<td>3.0</td>
<td>2.0</td>
<td>5.0</td>
<td>7.0</td>
<td>8.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Min</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

The measurements showed that even when the fan was working well, the velocities in the chamber were lower than 10 [cm/s]. It can be noticed that the velocity profile was not uniform, and the variation between the different measuring points was high. Also the temporal deviations for each point are high.

The water vapour exchange between air and materials was measured by weighing the samples and calculating the difference in weight. From the beginning of each experiment (step-change of the relative humidity in the chamber) the measurements were done according to the following scheme: for the first 2 hour every 15 minutes, for the next 2 hours every 30 minutes and later every one hour. The last measuring point was taken after 24h from the change of the relative humidity.

### 3.1 Influence of coatings on mass uptake

The influence of different coatings for gypsum board and for calcium silicate is presented in FIG. 3. For the gypsum, diffusion paint and wallpaper have been used as finishing. For the calcium silicate only paint has been used as coating.

![FIG. 3: The chart of the mass uptake for the all variation of samples for the TEST 1.](image)

As it can be noticed, the mass uptake for various materials and coatings differs a lot. The gypsum board and calcium silicate are rather diffusion open materials, and the speed of absorbing/desorbing of mass in the first stage of the process is almost the same for both of them. The difference can be seen in the amount of water vapour absorbed by materials. The calcium silicate has less hygroscopic structure than gypsum board and therefore the amount of absorbed water is smaller.

It can be noticed that for both materials covered with paint the process of adsorption/desorption is slower. The dispersion in mass uptake between specimens without and with paint layer can be well seen on FIG. 3. Even after 24h the samples with paint layer could not get to equilibrium with the surrounding air.

There is no difference in the initial rate of adsorption/desorption between the gypsum board without and with wallpaper. The difference occurs in the amount of exchanged water, what is a result of the hygric properties of wallpaper. Wallpaper is very hygroscopic material so it can absorb an additional amount of water.
Between the seventh and eighth hour of test, there appears a peak in the mass uptake profile. This peak is the result of a short dysfunction of the air conditioning system in the climatic chamber.

3.2 Influence of temperature on mass uptake

In order to check the influence of temperatures on water vapour uptake similar tests but for different temperatures have been performed (see TABLE 1). The results of the measurements are presented in FIG. 4.

![Mass uptake comparison for TEST 2 (20 °C) and 4 (24°C).](image)

TEST 2 was performed at the temperature 20 °C and TEST 4 at 24 °C. The slight differences between results from both tests can be noticed for all variants of the materials. It can be seen that the initial rate of the absorption/desorption process in the first part of measurements is slightly higher in the temperature of 24 °C than in 20 °C. Eight hours after the step-change of relative humidity the relationship between rate of the process and the temperature is inversed. The mass uptake is growing faster at 20 °C than at 24 °C. The reason is that the samples got closer to equilibrium already within the first 8 hours when the temperature was higher. Therefore it is obvious they could not absorb so much more in the next 16 hours. Similar results were presented by May and Woloszyn (2006) for 20 and 30 °C. The only exception are the samples with paint layer, when the process of absorption/desorption is faster at 24 °C for whole duration of the experiment (24 hours). The reason is that the diffusion paint has high resistance on water vapour transfer and slows down the mass exchange process.

3.3 Influence of air movement on mass uptake

The influence of air movement on water vapour exchange has been checked by performing similar tests but with and without the fan in operation in the climatic chamber. The measured velocities in the chamber with the running fan were presented in the TABLE 2. When the fan was off the velocity measurements showed that there was no air motion in the chamber. The differences in mass uptake for both situations are presented in FIG. 5.

![Mass uptake comparison for TEST 1(fan on) and TEST 2 (fan off).](image)

TEST 1 represents the measurements with the fan on, and TEST 2 with the fan off. It can be noticed that for all materials and finishing, except the samples with paint layer, the difference in the rate of adsorption process is
significant. The mass uptake during the first 7-8 hours is faster in the TEST 1 than in TEST 2. Then the situation is inversed: mass uptake rate is faster in the TEST 2 than in the TEST 1. In the desorption process this dependency is opposite, first the process of desorption is faster in the TEST 2 but after few hours it is slower than in the TEST 1. The measurements show that the amount of absorbed water after 24 hours for the test with fan off is higher than for test with fan on. This behaviour can be connected with hygric properties of the materials, however some additional investigations are needed to explain the origin of this phenomena. The difference in the speed of the mass absorption/desorption for the samples with paint layer is not so significant, which is a result of paint high resistance on water vapour transfer.

4. Tests with sinusoidal oscillation of relative humidity

The climatic chamber called Mega-Cup (Padfield et al. 2002) was used for the experiment with sinusoidal changes of relative humidity. The climatic chamber is an open topped cylinder of stainless steel with a double-wall. The top can be sealed with a metal plate so that the cylinder encloses the specimen under test in an airtight space. The climatic chamber is well insulated and the inside temperature and relative humidity can be controlled between 8 and 30 °C and from 30 to 95% of relative humidity. The temperature is controlled by air circulating in the annular space of the double-wall. The air in the chamber is cooled by water circulating in a ribbed copper coil and is heated by an electric resistive element. The relative humidity in the chamber is controlled by condensing water into, or evaporating water from a small water tank placed inside the chamber. The temperature of the water is controlled by a thermostatic device fixed beneath the tank. The water vapour flux to and from the tank is measured by checking the weight of the tank.

The tests with dynamic, sinusoidal oscillations of relative humidity from 30 to 70% with a time cycle of 24h were performed for gypsum board without any coating. The measurements were done at two different temperatures: 20 and 24 °C. Before each test the specimens were preconditioned in the temperature of 20/24 °C and 50% relative humidity. The results of the experiment are presented in FIG. 6 and FIG. 7.

![Graph](image_url)

**FIG.6:** Mass uptake under dynamic changes of relative humidity for gypsum board in 20 °C.

The measurements of mass transfer between air and gypsum board under dynamic changes of relative humidity were done for a period of some days. The test in the temperature of 20 °C was performed over ten days and the results are presented on the FIG. 6. It can be noticed that the amplitude of water vapour exchange is almost the same as in the test with the step change of relative humidity (TEST 1) after 12 hours. It can also be seen that the mass uptake profile is slightly changing with the time. This phenomenon is better seen for the longer experiments. Therefore the measurements in 24 °C were done for 25 days and the results are presented in FIG. 7.
FIG. 7: Mass uptake under dynamic changes of relative humidity for gypsum board in 24 °C.

As for the test at 20 °C also here the amplitude of mass uptake profile is approximately constant for the whole time of the experiment and equal to the mass uptake from measurements with the step-change of relative humidity (TEST 3) after 12 hours. It can be noticed that the change of the mass uptake profile is more significant here than for the test at 20 °C. It can also be seen that for the last few days of the experiment the mass uptake profile is not changing. This might indicate that the hygric condition in the material reached oscillatory equilibrium for this sorption/desorption process. The slight decline in mass might be due to too short preconditioning of the specimen.

5. HUMIMUR simulations

The experiments of water vapour exchange between air and building material can be used as validation for simulation programs. Some preliminary results of TEST 1 from HUMIMUR simulation are presented hereafter. The HUMIMUR program was elaborated in order to simulate isothermal water vapour transfer between air and material and the moisture flow inside the material (Kwiatkowski et al. 2008). The simulations are performed using Control Volume Method (CVM) with 1-D model and a first order explicit time scheme. For the calculation the measured water vapour permeability and the sorption curves of gypsum board were implemented into model. The results of calculation for TEST 1 are presented in the FIG. 8.

FIG. 8: HUMIMUR calculation of the TEST 1.

Although some differences can be noticed the HUMIMUR model gave results close to the measurements. The shape of the calculated mass uptake profile is similar to the experimental data. The difference between
calculation and test can be due to experimental uncertainty on the material and climatic data implemented into model. The differences between simulation and measurements show how important precise material and climatic data are for mathematical models.

6. Conclusions

This paper presented the influence of different parameters on mass transfer. It was shown that even diffusion open paint significantly decreases the rate of the mass transfer. The wallpaper does not change the rate of the absorption/desorption but increases the amount of buffered water. It was pointed out that the change of the temperature from 20 to 24 °C is changing the rate of adsorption/desorption process for the specimens with wallpaper and without any coatings, making it faster in the first part and slower in the second part. For the specimens covered with paint, the change of the temperature causes a uniform change of water vapour transfer rate for the whole duration of the experiment. In the test with higher temperature (24 °C) the mass uptake rate is higher than in the test with lower temperature (20 °C). Also investigations of the mass transfer for different air movements have been presented. In the tests without any air movement, the rate of mass uptake for the first part of the absorption/desorption process was first lower, but after 7-8 hours from the step-change of the relative humidity, higher than in the test with air movement in the chamber. The measurements under dynamic changes of relative humidity showed that the oscillatory equilibrium for adsorption/desorption process are obtained after few days from the start of the experiment and might depend on initial condition in the material.

Finally the preliminary results from HUMIMUR simulation were presented. Despite differences, the calculations gave similar results to experimental data. Some more simulations for other test with step-change of relative humidity and tests with sinusoidal oscillations of relative humidity will be done in the near future.
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SUMMARY: The hygrothermal performances of building zones, building components and building occupants are strongly related to the interior humidity, and this is in turn related to the moisture buffering by the interior enclosure. This paper presents a methodology for the characterisation of the moisture buffer potential of a single interior element, by introduction of the production-adapted MBV*. It is shown that this weighted-average of a long- and a short-term value allows dependably characterising the moisture buffer potential for a multitude of moisture production schemes. As such, the introduced MBV* yields a dependable characterisation of single-element moisture buffer potential, which allows direct qualitative comparison of different elements and which can be measured by simple and fast measurement techniques and equipment. Its extension towards the room enclosure level, and its ensuing use for quantification, is the topic of the companion paper (Roels and Janssen, 2008).

1. Introduction

1.1 Assessment of interior moisture buffering

The influences of interior humidity on the performance of building zones, building parts and building occupants are strongly multifaceted and highly interrelated. The levels of interior humidity substantially affect the energy performance of building zones, via latent cooling loads and transmission loads. The levels of interior humidity moreover considerably affect the appearance and stability of a building part, via the biological action of moulds and fungi. Finally, the levels of interior humidity clearly affect the health, comfort and productivity of building occupants. The correct management of these influences requires the assessment of interior humidity variations. Many authors do though emphasise the influences of moisture storage in the hygroscopic materials in the room, like finishes, furniture, carpets, books, etc. (Padfield, 1999; Rode and Grau, 2002; Simonson et al., 2004). The evaluation of such moisture exchange between the room air and enclosure is a fairly complex problem however, and a comprehensive simulation of the moisture buffering by interior elements remains currently unrealistic. A simplified methodology, most commonly via the effective capacitance or the buffer storage models, is thus usually preferred. The application of such models to realistic interior enclosures, with multimaterial and/or multidimensional features, is mostly hampered by the lacking scientific basis for the apt choice of parameters, the lacking applicability for multimaterial or multidimensional elements, and/or the lack of readily measurable input data (Roels and Janssen, 2008).

This paper and its companion paper (Roels and Janssen, 2008) introduce a complete methodology, going from a simple and fast characterisation of the moisture buffer potential (MBP) of interior enclosures to a simple and fast quantification of interior moisture buffering effects. This paper is restricted to the characterisation of only single elements, its extension to the enclosure level and its use for quantification are topic of the companion paper.

First, five criteria for the proper characterisation of enclosure MBP are formulated, yielding the evaluation basis for various recent proposals. Three similar procedures, based on cyclic step-change (de)sorption measurements, are retained. The second section demonstrates that the differences in protocols have a substantial influence, and that proper choices need to be made. It is though also demonstrated that fundamentally none of the protocols allows dependably characterising the MBP for a multitude of potential moisture production schemes. This defect is corrected by introducing a production-dependent single-element MBP characterisation.
2. Single-element MBP characterisation

The hygric interaction between room air and enclosure is governed by the contributions of the different elements of the enclosure: interior finishes as well as interior objects. To dependably characterise the MBP of enclosures, and to use it for quantification of interior moisture buffering, a characterisation of the MBP of single elements is thus required first. Foremost any single-element MBP characterisation has to dependably assess the potential of the element to absorb and release moisture, in response to variously timed humidity variations in the ambient atmosphere. The MBP characterisation thus has to target the finite surface mass transfer coefficient controlled response of realistic elements, with (multiple) finite thickness (layers) and/or multidimensional features. Moreover, the MBP characterisation should result in a limited set of values, allowing direct qualitative comparison of different elements. Finally the MBP characterisation should preferably only necessitate simple and fast measurement techniques and equipment. This yields three criteria for the single-element MBP characterisation:

- dependable assessment of the element’s MBP (dependability);
- direct qualitative comparison of different elements (comparison);
- characterisation with quick and simple methods (measurement);

Moreover, straightforward extension to the room enclosure level, for both qualitative and quantitative purposes, should be possible, defining two additional criteria:

- extendable to the level of the whole room enclosure (extendibility);
- quantification of the moisture buffer performance (quantification);

These five criteria form the basis for the selection and elaboration of a proper procedure for the characterisation of single-element and room-enclosure MBP. For conciseness, the paper here deals with homogeneous single-layer finishes only, but the methodology analogously applies to more complex interior finishes or objects.

Recently, numerous proposals for MBP characterisation of single finishes or finishing materials have been introduced, besides the materials’ standard moisture capacity and permeability. The material’s effusivity was proposed as “theoretical description” of the single-finish MBP by Rode et al. (2007). Delgado et al. (2006) suggested the use of sorption kinetics: the moisture accumulation in a sample due to a single step-change in ambient relative humidity (RH) is curve-fitted with a formula involving equivalent storage and transport parameters. Conclusively, the Japanese Industrial Standard A 1470-1 (2002), the Draft International Standard 24353 (2006) and the Nordtest Moisture Buffer Value protocol (Rode et al., 2007) advise using the amplitude of the moisture accumulation in a sample exposed to cyclic step changes in ambient RH. In (Janssen and Roels, 2008), it is argued that only the latter may realise the criteria of dependability, comparison and measurement, and these are retained for analysis here.

The Japanese Industrial Standard (JIS), the Draft International Standard (DIS) and the Nordtest protocol (NT) all formulate similar procedures making use of cyclic step-change (de)sorption measurements: the sample, conditioned to a specific RH and sealed at all but its normally exposed sides, is alternatingly exposed to a high and a low ambient RH for predefined intervals of time. The sample moisture mass evolution is recorded, and its amplitude defines the MBP. NT defines the ‘Moisture Buffer Value’ (MBV) [kg/m²·%RH] as:

\[
MBV = \frac{m_{\text{max}} - m_{\text{min}}}{A \cdot (\phi_{\text{high}} - \phi_{\text{low}})}
\]

where \(m_{\text{max/min}} \) [kg/m²] are the sample’s maximum/minimum moisture mass (obtained in the final stable cycle), \(A \) [m²] is the exposed surface of the element’s sample, and \(\phi_{\text{high/low}} \) [%] are the high/low RH levels imposed during the measurement. In this paper all MBP’s are expressed with Eq. (1), in [g/m²·%RH] for improved readability.

The procedures differ however concerning the sample thicknesses, surface mass transfer coefficients, relative humidity levels and time intervals involved, as shown in Table 1. While NT furthermore targets a stable final cycle with fairly equal amounts of sorbed and desorbed moisture, JIS and DIS use a limited number of cycles, and thus allow for differences between sorption and desorption. It is not clear how these need to be interpreted or applied, thus only steady-periodic MBP characterisations are studied here. Table 1 reveals another fundamental difference between NT and JIS & DIS: NT’s choices for a sufficiently thick sample and a sufficiently large surface mass transfer coefficient reveal that NT in essence desires to determine a material property instead of the finite surface mass transfer coefficient controlled response of real claddings with (multiple) finite thickness (layers). The influence of sample thickness and surface mass transfer coefficients will be shown significant below.
TABLE. 1: Synthesis of the JIS, DIS and NT protocols for cyclic (de)sorption MBP measurements.

<table>
<thead>
<tr>
<th></th>
<th>RH levels high / low [%]</th>
<th>time intervals high / low [h]</th>
<th>surface transfer coefficient [s/m]</th>
<th>sample thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>JIS A 1470-1</td>
<td>53 / 33, 75 / 53, 93 / 75</td>
<td>24 / 24</td>
<td>2.1·10^-8</td>
<td>as applied in practice</td>
</tr>
<tr>
<td>DIS 24353</td>
<td>53 / 33, 75 / 53, 93 / 75</td>
<td>12 / 12</td>
<td>2.1·10^-8</td>
<td>as applied in practice</td>
</tr>
<tr>
<td>Nordtest</td>
<td>75 / 33</td>
<td>8 / 16</td>
<td>sufficiently high</td>
<td>sufficiently thick</td>
</tr>
</tbody>
</table>

3. Materials and methods

3.1 Materials applied

Seven materials are analysed as homogeneous finishes: wood fibreboard (WFB), plywood (PW), gypsum plaster (GP), aerated cellular concrete (ACC), cellulose insulation (CI), flax insulation (FI), perlite insulation (PI). While some of the materials may in reality never be used as finishing materials for a room, they are selected for their differing sorption isotherms, water vapour permeabilities and penetration depths, in such a way that different dynamic responses can be expected. Table 2 presents a synthesis of the key material parameters for the seven materials considered (all values evaluated at 50 % RH).

TABLE. 2: Synthesis of materials parameters for the seven cladding materials investigated.

<table>
<thead>
<tr>
<th></th>
<th>WFB</th>
<th>PW</th>
<th>GP</th>
<th>AAC</th>
<th>CI</th>
<th>FI</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>moisture capacity [·10^-3 kg/m³·Pa]</td>
<td>13.7</td>
<td>21.4</td>
<td>1.36</td>
<td>2.34</td>
<td>3.37</td>
<td>1.37</td>
<td>0.10</td>
</tr>
<tr>
<td>vapour permeability [·10^-11 kg/m·s·Pa]</td>
<td>1.97</td>
<td>0.11</td>
<td>4.56</td>
<td>1.97</td>
<td>10.9</td>
<td>14.9</td>
<td>10.2</td>
</tr>
<tr>
<td>1/e penetration depth [·10^-2 m]</td>
<td>0.63</td>
<td>0.12</td>
<td>3.04</td>
<td>1.52</td>
<td>2.99</td>
<td>5.47</td>
<td>16.4</td>
</tr>
<tr>
<td>moisture effusivity [·10^-7 kg/m²·s0.5·Pa]</td>
<td>5.19</td>
<td>1.54</td>
<td>2.49</td>
<td>2.15</td>
<td>6.06</td>
<td>4.51</td>
<td>1.03</td>
</tr>
</tbody>
</table>

3.2 Methods applied

All results in this paper are obtained by simulation with a numerical model for moisture transfer in building parts (Janssen et al., 2007). All simulations are isothermal with temperatures constant at 20 °C. In the single-element MBP characterisation, the surface mass transfer coefficient governed response of the material to the rectangular-wave variation in ambient relative humidity is simulated with:

\[
\frac{\partial w}{\partial t} = \nabla (\delta_p(p_v)\nabla p_v) \quad g_s = \beta (p_v - p_{vs})
\] (3)

with \(w\) [kg/m²] the moisture content, \(t\) [s] the time, \(\delta_p\) [s] the water vapour permeability, \(p_v\) [Pa] the vapour pressure, \(g_s\) [kg/m²s] the vapour exchange at the cladding surface, \(\beta\) [s/m] the surface mass transfer coefficient, and \(p_{vs}\) [Pa] the interior/surface partial vapour pressure. The results are expressed as MBV following Eq. (1).

In the interior moisture buffering assessment, the hygroscopic response of the room & finish combination to an imposed moisture production regime is simulated. The room moisture balance considered is:

\[
V \frac{\partial p_v}{\partial t} + \frac{nV}{R_T T_i} (p_v - p_{vs}) = \frac{3600 R_T T_i}{V} G_v + G_v - A g_s
\] (4)

with \(V/R_T T_i\) (m³/kg/J) the moisture capacity of the zone air, \(p_{vs}\) (Pa) the exterior/interior partial vapour pressure, \(n\) (1/h) the air change rate per hour, \(V\) (m³) the volume of the zone, \(R_t\) (J/kgK) the gas constant for water vapour, \(T_i\) (K) the indoor air temperature (K), \(G_v\) (kg/s) the indoor vapour production, \(A\) (m²) the surface area of hygroscopic material and \(g_s\) (kg/m²s) the water vapour exchange with this surface, calculated via Eq. (3).
For this study a room with a total volume of 90 m³ is assumed, with 60 m² surface area of hygroscopic finishing material. The air change rate in the room is maintained at 0.5 /h, and the surface moisture transfer coefficient at 2.0·10⁻⁸ m/s. Three moisture production regimes are considered: (1) a long regime with 300 g/h between 0 and 8 am, 0 g/h at all other times, (2) a short regime with 600 g/h between 0 and 1am, 6 and 7 am, 12 am and 1 pm and 6 and 7 pm, and 0 g/h at all other times, and (3) a peak regime with 325 g/h between 6 and 8 am and 5 and 9 pm, and 25 g/h at all other times. Two ventilation air cases have been investigated: (1) academic: the vapour content of the incoming air is taken constant at 6.11 g/m³ (10 °C & 65 % RH), and (2) realistic: real climatic data are applied for the vapour content of the incoming air. The academic case is simulated for a 10-day interval: a steady-periodic cycle is achieved after such interval, which is retained. The realistic case is simulated for one year plus a preceding adjustment interval of 3 months: only the full year results are retained.

The results are expressed as (average) interior RH amplitudes, which are obtained as:
- for the academic case: half the difference in interior RH levels at respectively the start and end of the moisture production interval implying that two amplitudes result for the peak regime: one for the 6 to 8 am, and one for the 5 to 9 pm production respectively;
- for the realistic case: running 24-h maxima and minima are used, resulting in 8760 hourly values of the ‘running amplitude’. Their yearly average is used as representative amplitude. In this case, all regimes result in a single amplitude;

4. Results and discussion

4.1 Sensitivity of MBP characterisation

To illustrate the sensitivity of the MBP characterisation along the JIS/DIS/NT protocols, the MBV’s of the seven materials considered are determined, for various sample thicknesses, transfer coefficients, time intervals, and RH levels. The standard case MBV is determined on a 10 cm thick sample, with a 2.0·10⁻⁸ m/s surface mass transfer coefficient, under the 33/75 %RH and 8/16 hour NT protocol. Table 3 presents the findings. It is clear that all of the parameters have a significant influence on the resulting MBV value. The influence of the various parameters is though interdependent as well as dependent on the material. This implies that the differing prescriptions in the JIS/DIS/NT protocols will lead to differing qualitative and quantitative MBP characterisations.

For a dependable MBP characterisation thus, proper choices need to be made: samples with build-up and dimensions similar to practice, surface mass transfer coefficients as anticipated in practice, RH levels according to the expected ambient RH, and time intervals in agreement with the likely moisture production. More details on this can be found in (Roels and Janssen, 2006; Janssen and Roels, 2008). While a designer will be able to make proper choices for the first three criteria (build-up & dimensions, surface mass transfer coefficient, ambient relative humidity), the next section hints on a multitude of potential moisture production regimes. Since those cannot be dependably characterised with just a single MBV value, the production-adapted MBV* is introduced.

| TABLE. 3: Synthesis of potential MBV values for the seven cladding materials investigated. |
|----------------------------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| sample thickness | WFB | PW | GP | AAC | CI | FI | PI |
| 1 cm | 1.92 | 0.69 | 0.43 | 0.61 | 0.98 | 0.46 | 0.03 |
| 3 cm | 1.85 | 0.69 | 0.91 | 0.82 | 2.00 | 1.20 | 0.10 |
| 10 cm | 1.86 | 0.69 | 0.94 | 0.81 | 2.01 | 1.64 | 0.31 |
| transfer coefficient | | | | | | | | |
| 1.0·10⁻⁸ m/s | 1.55 | 0.64 | 0.86 | 0.75 | 1.67 | 1.41 | 0.30 |
| 2.0·10⁻⁸ m/s | 1.86 | 0.69 | 0.94 | 0.81 | 2.01 | 1.64 | 0.31 |
| 3.0·10⁻⁸ m/s | 2.27 | 0.75 | 1.03 | 0.87 | 2.43 | 1.95 | 0.32 |
| time intervals | | | | | | | | |
| NT 8/16 h | 1.86 | 0.69 | 0.94 | 0.81 | 2.01 | 1.64 | 0.31 |
| DIS 12/12 h | 2.12 | 0.77 | 1.06 | 0.90 | 2.25 | 1.85 | 0.33 |
| JIS 24/24 h | 3.09 | 1.08 | 1.55 | 1.29 | 3.39 | 2.82 | 0.34 |
| RH levels | | | | | | | | |
| 33/53 %RH | 1.73 | 0.57 | 0.80 | 0.77 | 1.82 | 1.40 | 0.20 |
| 53/75 %RH | 2.28 | 0.85 | 1.13 | 0.94 | 2.29 | 1.94 | 0.42 |
| 75/93 %RH | 4.16 | 2.41 | 2.23 | 1.56 | 3.62 | 3.52 | 1.04 |
4.2 Dependability of MBP characterisation

4.2.1 Moisture production regimes in dwellings

Figure 1 shows the RH’s measured in a detached single-family dwelling (‘social’ house with natural ventilation, Nieuwpoort, Belgium) for a three-day period in February 2004 (BBRI, 2004). Analysing the measured RH evolutions, it can be noted that the main bedroom agrees well with the NT 8/16 h loading/unloading scheme. In the bathroom, living room and kitchen, on the other hand, the loading schemes are much more variable. The typical short-term moisture peaks are observed for the bathroom while the kitchen and living room exhibit moisture production intervals with lengths from one to five hours. Similarly variable moisture production schemes are found for non-residential buildings, like offices, museums or schools. For that reason, three different moisture production regimes – long, short, peak – were defined earlier for simulation of moisture buffering in building zones. In conclusion, Figure 1 also demonstrates that the influence of the exterior climate on the interior RH is limited: the key interior RH variations are caused by interior moisture production events.

Figure 1: Variation of exterior RH and interior RH in different rooms of a single-family dwelling.

4.2.2 Interior moisture buffering simulations

The preceding section has demonstrated that the MBP characterisation is significantly influenced by the imposed sample thickness, surface mass transfer coefficient, RH levels and time intervals. It has however not been shown yet that the suggested protocols for MBP characterisation indeed dependably characterise the moisture buffering by single elements. To this aim, an appreciably unique relation between the MBP and the dampening of interior RH variations should exist. Therefore, simulations of moisture buffering in a room with a hygroscopic finish are performed, for the academic and realistic ventilation air cases and with the long, short and peak moisture production regimes as defined above. In the simulations 15 different finishes are considered: one non-hygroscopic and the seven materials applied at thicknesses of 1 and 10 cm.

The relation between MBV – determined on a sample with the actual thickness, with a 2.0·10⁻⁸ m/s surface mass transfer coefficient, under the 33/75 %RH and 8/16 hour NT protocol – and the interior RH amplitude is depicted in Figure 2. It is evident that an appreciably unique relation between the two exists for the long moisture production regime, but that the relations for the short and peak regimes are far less distinct. It should thus be concluded that the suggested MBV characterisation is currently only dependable if a clear accord between the actual production scheme and the measurement loading protocol exists. If this condition is not met, the MBV can not reliably be used for assessment of the single-cladding moisture buffer potential. Similar conclusions would have resulted if the MBV had been determined based on the 24/24 hour JIS or 12/12 hour DIS protocol, although for those, the agreement even with the long moisture production regime would have been less. As it is impractical to characterise claddings by various MBP values, one for each potential production scheme, the production-adapted value is introduced in the following section. It will be verified that the weighted average of a short term and a long term MBV, with the weight factor depending on the expected moisture production regime, gives excellent results.
4.2.3 Production-adapted MBP characterisation

As it is impractical to characterise claddings by various MBP values, one for each potential production interval, a weighted-average value is proposed:

$$ MBV^* = \alpha \cdot MBV_{8h} + (1 - \alpha) \cdot MBV_{1h} $$ (5)

with $MBV^*$ the production-adapted MBV, $MBV_{8h/1h}$ the measured MBV values (see below) and $\alpha$ is a weighting factor (see below). The $MBV^*$ is introduced here for the NT protocol, the methodology is however similarly applicable to the JIS or DIS protocol. The $MBV_{8h/1h}$ both result from the normal MBV measurement and the use of $MBV^*$ does hence not introduce any additional measurement effort. $MBV_{8h}$ is calculated from the accumulated moisture after eight hour at high RH, $MBV_{1h}$ is derived from the accumulated moisture after just one hour at the high RH level within the 8/16 h measurement. The determination of $MBV_{8h/1h}$ is graphically illustrated in Figure 3 for 1 cm and 10 cm GP. The following values are proposed for the weighting factor $\alpha$:

- $0 \text{ hour} < \text{production interval} \leq 2 \text{ hour}$: $\alpha = 0.0$;
- $2 \text{ hour} < \text{production interval} \leq 6 \text{ hour}$: $\alpha = 0.5$;
- $6 \text{ hour} < \text{production interval} \leq 10 \text{ hours}$: $\alpha = 1.0$;

$$ \Delta RH \cdot MBV_{1h} \quad \Delta RH \cdot MBV_{8h} $$

FIG. 3: Graphical illustration of the single-measurement determination of $MBV_{8h/1h}$.
When accurate information on the production regime is available, more detailed values for $\alpha$ may be applied. If longer moisture production intervals are anticipated, a similar weighted-average could be derived for the 24/24 h JIS protocol scheme. In that case, a determination of MBV$_{1h}$, MBV$_{8h}$ and MBV$_{24h}$ with appropriate interpolation factors is recommended. For the long, short and peak production regimes considered in this paper, Eq. (5) is deemed appropriate, and $\alpha$ is assumed 1.0, 0.0 and 0.5 respectively.

The resulting relations between MBV* and the interior RH amplitudes are brought together in Figure 4. Comparison with Figure 2 indicates that applying MBV* results in far more consistent MBP - interior RH amplitude relations. The stronger uniqueness of all relations shown in Figure 4 points out that the production-adapted MBV* yields a dependable characterisation of single-element MBP. Observe that this is also true for the peak production regime, where the average of MBV$_{8h}$ and MBV$_{1h}$ is used for both the 2- and a 4-hour production.

![FIG. 4: Relation between MBV* and interior RH amplitudes for academic (left) and realistic (right) conditions.](image)

5. Conclusion

The interior humidity levels influence the sustainability of building zones, the durability of building parts and the health, comfort and productivity of building occupants. The correct management of such influences requires the assessment of interior humidity variations, which are though strongly affected by the passive contributions of the interior enclosure’s hygric inertia. Since the comprehensive simulation of interior moisture buffering is currently still unrealistic, simplified methods are usually preferred. Applications of the common effective capacitance and buffer storage models to realistic interior enclosures are however easily disturbed by a lacking scientific basis for the correct choice of parameters, a lacking applicability for multimaterial and/or multidimensional elements, and/or the lacking readily measurable input data (Roels and Janssen, 2008).

This paper and its companion paper (Roels and Janssen, 2008) put forward a complete methodology to attain the double goal of characterisation and quantification of the moisture buffering by interior enclosures. In this paper, the dependable characterisation of the moisture buffer potential of single elements has been introduced. The extension towards the enclosure level, and the application for quantification, are topic of the companion paper.

Recently, numerous proposals for MBP characterisation of single finishes or finishing materials have been introduced. From these, protocols based on the moisture accumulation amplitude from cyclic step-change (de)sorption experiments were shown to potentially fulfil the criteria of dependability, comparison and measurement. The different sample thicknesses, surface mass transfer coefficients, RH levels, and time intervals prescribed by JIS, DIS and NT triggered an investigation of their respective influence. The following conditions for the dependable single-element MBP characterisation were derived:

- samples with build-up and dimensions similar to practice;
- surface mass transfer coefficients as anticipated in practice;
- RH levels in accordance with the expected ambient RH;
- time intervals in agreement with the likely moisture production;
To account for the potential variability of moisture production schemes met in practice, the production-adapted MBV* was introduced, interpolating between the original long-term MBV_{8h} and the newly presented short-term MBV_{1h}. By means of interior moisture buffering simulations, it was shown that MBV* indeed yields a dependable single-element MBP characterisation, as it can be related to the interior RH amplitudes with appreciable uniqueness. While the development here has focused on homogeneous single-layer finishes only, it is analogously equally valid for more complex interior finishes or objects.

The companion article (Roels and Janssen, 2008) will show that the proposed single-element MBP characterisation by means of MBV* can easily be extended to the level of the room enclosure. It will moreover demonstrate that the resulting room-enclosure MBP characterisation can be used for the approximate quantification of the effects of interior moisture buffering on the interior humidity levels.
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SUMMARY:
The hygric inertia of a building zone is characterised as a function of the moisture buffer potential of the finishing materials and furniture in the room. To account for the different time schedules of moisture loads, the production-interval adapted MBV* as introduced in the companion paper (Janssen and Roels, 2008a) is used. Numerical simulations demonstrate that the hygric inertia of an entire zone can be determined from its different contributing components, independent of the boundary conditions considered. The second part of the paper shows that the determined hygric inertia of a building zone can be used as a quantitative design value, which can easily be implemented in building energy simulation tools by means of an effective capacitance model or a buffer storage model.

1. Introduction

Indoor variations in relative humidity are governed by indoor moisture sources, water vapour transport by ventilation air and moisture exchange by temporal storage in available hygroscopic materials in the room as claddings, furniture, carpets, drapes, books and so on. Several authors stress the importance of the latter in the global indoor RH-course (Padfield, 1999; Rode et al., 2002; Simonson et al., 2004). The moisture exchange between indoor air and surrounding hygroscopic materials is however a very complicated problem and until now, a comprehensive simulation of moisture transport and storage in interior hygric buffering elements remains unrealistic. Therefore, most building energy simulation (BES) codes as TRNSYS, Energyplus, CONTAM... handle moisture storage in a simplified way. As starting point, the simplified models all assume the air in the room to be well mixed in a way that air temperature, humidity and pressure are equal all over the building zone. Solving the moisture balance of the building zone, two methods can typically be found to account for the moisture storage in the surrounding porous materials.

In the first method, often called effective capacitance model, the buffer effect of adsorptive materials is solved within the moisture balance of the room by correcting the moisture capacity of the indoor air. Doing so, the effective capacitance model is a very easy method, since no extra equations have to be solved. The underlying assumption is however, that the moisture buffered in the adsorptive materials is at any moment in equilibrium with the room humidity (Stehno, 1982). As a consequence the effective capacitance model gives only a reasonable estimate of the minima and maxima of indoor humidity, but is unable to predict the exact course of indoor humidity variations since the time dependent behaviour of moisture storage is not included. Furthermore, the reliability depends on the correction factor for the air capacity, where it is hard to find guidelines for.

The second model, mostly referred to as buffer storage model, treats the moisture storage in the sorptive material as an additional source/sink term in the moisture balance of the room. Determining the sink term requires at least one extra equation which has to be calculated separately. This is commonly done in a simplified way, as in the effective moisture penetration depth model (EMPD-model), where moisture storage and transport in the sorptive layer are described with a single-control-volume equation.

Though more precise than the effective capacitance model, the buffer storage model has the disadvantage that it relies on the moisture penetration depth which can only be calculated from the materials moisture capacity and
vapour permeability, measurements which are time and labour intensive. Furthermore, the calculation of the moisture penetration depth is not well-defined for claddings with multiple layers. To overcome this problem some recent studies applied building envelope models - developed for the analysis of coupled heat and moisture transport within the building walls - to calculate the storage term (e.g. Kunzel et al, 2003, Rode et al, 2003). These models are able to simulate the dynamic storage behaviour of surrounding elements in a more precise way, but yet again require precise material property data. And even these more sophisticated models – and this is probably the most important limitation for all buffer storage models – are mainly deduced for one-dimensional building walls and hardly applicable to carpets, drapes and furnishing or other more-dimensional objects, which are often the most important buffer capacity of a room.

The present study tries to overcome the drawbacks of the common models based on a dependable characterisation of the moisture buffer potential (MBP) of room enclosures, with enclosures defined as the combination of interior claddings and objects. Starting point is the generalisation of the single cladding MBP characterisation to the room enclosure level. In (Janssen and Roels, 2008a) five criteria were defined for single cladding characterisation: 1) a dependable assessment of the cladding’s moisture buffer potential; 2) a direct qualitative comparison of different claddings; 3) a characterisation based on fast and simple methods, 4) extendable to the level of the room enclosure and 5) usable for a quantitative assessment of the moisture buffer performance. To account for criteria 1-3 the companion paper proposed single cladding characterisation as a weighted average between a short term and long term moisture buffer potential value (MBV) derived similar to the prescriptions in the Nordtest-protocol (Rode et al. 2007). This paper focuses on the fourth and fifth criterion. In the first part of this paper the hygric inertia of a room (HIR) is characterised as the superposition of the moisture buffer value (MBV) of the finishing materials and furniture in the room. The validity of the proposed expression is studied numerically. It is shown that the hygric inertia of an entire room can be determined from its different contributing components, independent of the boundary conditions considered. An appreciably unique relationship between the dampening of the interior relative humidity (RH) variations and the HIR-value of the building zone is found. The second part of the paper focusses on the quantitative prediction of moisture buffering in building enclosures. Two methodologies are applied. In the first, the HIR-model is implemented into the moisture balance for a building zone by adding the hygric inertia of the room to the moisture capacity of the zone air. This corresponds to the simple moisture capacitance model, but now a reliable prediction of the effective moisture capacitance of the zone can be deduced. The second methodology uses the buffer storage model. By taking into account the short term and long term HIR-value, the hygric inertia of the whole room can be transformed into an equivalent moisture storage layer as implemented in common BES-codes. Beforehand, the next section recapitulates the general moisture balance equation of a building zone and the mathematical description of the common simplifications.

2. Moisture balance equations of building zones

Assuming ideal convective mixing, no surface condensation and considering only air exchange between the building zone and outside and neglecting the temperature dependency of the air density, the moisture balance of a building zone can be written as:

\[
C \cdot \frac{\partial p_{vi}}{\partial t} = (p_{vi} - p_{vo}) \frac{nV}{3600R_vT_i} + G_{vp} - G_{buf}
\]

with \(C=V/(R_vT_i)\) the moisture capacity of the zone air (m³.kg/J), \(p_{vo}\) the partial vapour pressure of indoor/outdoor air (Pa), \(n\) the air change rate per hour (-), \(V\) the volume of the zone (m³), \(R_v\) the gas constant for water vapour (462 J/kg/K), \(T_i\) the indoor air temperature (K), \(G_{vp}\) the indoor vapour production (kg/s) and \(G_{buf}\) the moisture exchange between indoor air and all surrounding hygroscopic materials (kg/s). The latter is determined by the vapour diffusion in the thin stagnant air layer near the surfaces of the materials and can be written as:

\[
G_{buf} = \sum_k \beta_k \cdot A_k \cdot (p_{vi} - p_{vsi,k})
\]

with \(\beta_k\) the convective surface film coefficient for vapour transfer (s/m), \(A_k\) the surface area in m² and \(p_{vsi,k}\) the vapour pressure at the hygroscopic surface \(k\). The moisture transfer in each hygroscopic material \(k\) is described by:

\[
G_{buf} = \sum_k \beta_k \cdot A_k \cdot (p_{vi} - p_{vsi,k})
\]
with \( w_k \) the moisture content (kg/m³), \( \xi_k \) the moisture capacity of the hygroscopic material in terms of relative humidity (kg/m³) and \( \delta \) the water vapour permeability of the absorbing material \( k \). Hence, analysing the hygric behaviour of a building zone, taking into account hygic buffering, means simultaneously solving the moisture balance equation (1) and Eq.(2-3) for each hygroscopic material. Note furthermore that Eq.(3) is non-linear: both the vapour permeability \( \delta \) and the moisture capacity \( \xi \) are highly RH-dependent. As a result, solving the system of equations can only be performed with a finite element or control volume method, unless simplifications are introduced.

The most common simplification is a lumped approach, best known as the effective moisture penetration depth model (Kerestecioglu et al., 1989). The primary assumption in it is that only a thin surface layer \( d_b \) of the solid material contributes to the storage process. Moisture storage and transport in the sorptive layer are described with a single-control-volume equation. For a single humidity buffer layer with available surface \( A \) (m²), Eq. (2-3) combine to:

\[
G_{buf} = A \cdot \frac{p_{vi} - p_{vb}}{p_{vb, sat}(\theta_0)} = \frac{A \cdot \xi_k \cdot d_b}{\beta + 2 \cdot \delta} \frac{\partial p_{vb}}{\partial t} \tag{4}
\]

Here \( p_{vb} \) (Pa) is the average vapour pressure in the active thickness \( d_b \) of the humidity buffer layer (m) and \( p_{vb, sat} \) (\( \theta \)) the water vapour saturation pressure at temperature \( \theta \). The thickness \( d_b \) of the sorption-active layer is – as the effective moisture penetration depth \( d_p \) – dependent on the period of the water vapour fluctuations at the wall surface:

\[
d_b = a \cdot d_p = a \cdot \sqrt{\frac{t_p \cdot \delta \cdot p_{vb, sat}(\theta_0)}{\pi \cdot \xi}} \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ a = \min(d/d_p, 1) \tag{5}
\]

where \( t_p \) is the cycling time (s) and \( a \) an adjustment factor (-) to account for the fact that the actual thickness \( d \) can be less than the effective moisture penetration depth \( d_p \). Hence, simplifying the humidity buffer layer to a single active layer with thickness \( d_b \) gives only reliable results for cyclic moisture variations with a constant period. To overcome this problem, more precise models make use of surface and deep storage layers. In this way, both short-term and long-term exchanges can be modelled.

The EMPD-model is sometimes also used in the effective capacitance model to determine the multiplication factor of the air capacity. At that moment, the temperature and vapour pressure in the humidity buffer layer are assumed to be the same as in the room air and the whole problem slims down to one single differential equation:

\[
C + \frac{A \cdot \xi d_b}{p_{vb, sat}(\theta)} \frac{\partial p_{vi}}{\partial t} = M \cdot C \cdot \frac{\partial p_{vi}}{\partial t} = (p_{ve} - p_{vi}) \frac{nV}{3600R_i T_i} + G_{vp} \tag{6}
\]

with \( C \) the moisture capacity of the zone air (m³.kg/J) and \( M \) the multiplication factor (-).

### 3. Characterisation of the hygric inertia of building enclosures

As the moisture exchange between indoor air and enclosures is determined by the contribution of the different hygroscopic materials comprised in the enclosure, the companion paper (Janssen and Roels, 2008a) elaborated the characterisation of a single-cladding MBP. To fulfil the first three criteria mentioned in the introduction (dependable assessment, direct qualitative comparison and fast and easy characterisation), a production-interval adapted MBV* characterisation of a single cladding was presented as an interpolation between a long term MBV₀ and a short-term MBV₁, both derived from the same material characterisation – cyclic step-change (de)sorption – experiment:

\[
MBV* = \alpha \cdot MBV_{0h} + (1 - \alpha) \cdot MBV_{1h} \tag{7}
\]

with \( \alpha \) a weighting factor depending on the production scheme:
Numerical simulations under both academic and realistic boundary conditions demonstrated that MBV* results in a reliable MBP characterisation of cladding materials. The experiment to determine the MBV* of a cladding is easy to perform and straightforward, but its application is currently restricted to single cladding materials. Real rooms on the other hand are generally cladded with different materials and may comprise other hygric buffers as furniture, decoration elements, carpets, drapes, books, etc. Recently Ramos et al. (2005) proposed to characterise a room’s hygric inertia as a function of the MBP of the finishing materials and furnishing in the room:

$$HIR = (\sum A_k \cdot MBP_k + \sum MBP'_l) / V$$

with $HIR$ the hygric inertia per cubic meter of room volume ($g/m^3/%RH$), $MBP_k$ ($g/m^2/%RH$) and $A_k$ ($m^2$) respectively the moisture buffer potential and area of finishing material $k$, $MBP'_l$ ($g/%RH$) the equivalent moisture buffer potential of element $l$ and $V$ the volume of the room ($m^3$). Generalising Eq.(8) to a production-interval adapted $HIR*$ characterisation by use of MBV* we obtain:

$$HIR^* = (\sum A_k \cdot MBV^*_k + \sum MBV'_l) / V = \alpha \cdot HIR_{8h} + (1 - \alpha) \cdot HIR_{1h}$$

where $HIR_{8h/1h}$ ($g/m^3/%RH$) are the long/short term inertia and $\alpha$ the weighting factor depending on the moisture production scheme concerned. As for claddings the $MBV'_l$ is determined from the moisture mass evolution during cyclic step-change (de)sorption, normalised per %RH change. As an example Figure 1 compares the $MBV$-characterisation of 1 m² of cork-board (4mm) with the $MBV'$-characterisation of a 1 meter long wooden bookshelf with books.
inertia of an entire room can be determined from its different contributing components, independent of the boundary conditions considered. This implies that the fourth criterion, which stated that the MBP-characterisation has to be extendable to the level of the room enclosure, is met and that the hygric inertia of a building enclosure can be qualitatively assessed based on its HIR*-value, which only requires simple and fast step-change sorption/desorption measurements and is applicable not only for homogeneous claddings, but also for multilayered and multidimensional interior elements and for furnishing or other interior objects. That the influence of the latter is important can easily be shown based on the MBV* obtained for the wooden book shelf. To have a similar buffer potential as a book shelf of one meter, one needs for instance $\pm 5 \text{ m}^2$ of uncoated (!) gypsum plaster or more than $12 \text{ m}^2$ of cork-board. Unfortunately, until now, making use of the EMPD-model, interior objects are difficult to incorporate and the building enclosures are mostly characterised based on the finishing claddings only. In the next section it will be shown that the characterisation of a building enclosure’s hygric inertia with a HIR*-value can also be employed as a basis for quantification of the moisture buffering effects in BES-models (the fifth criterion), resolving some of the shortcomings of the commonly used methods.

**FIG. 2: Relation between HIR* and interior RH-amplitude for the original cases, for cases with different surface areas of cladding and for cases with combinations of claddings.**

### 4. Quantification of building enclosure’s buffer effects

The previous section demonstrated that – in analogy to the thermal inertia – the hygric inertia of a building enclosure can be determined through superposition. Making use of the weighted average MBV* of the different claddings and objects in the room, the proposed characterisation showed to be applicable to a multitude of different moisture production schemes. Ultimately though, one doesn’t only want to characterise the enclosure’s hygric inertia, but aims to quantitatively assess its effect on the indoor RH-variations. To that aim, the determined HIR*-value is implemented in two common BES-methodologies to calculate the effect of moisture storage on indoor RH-variations: the effective capacitance model and the effective moisture penetration depth model.

#### 4.1 Effective capacitance model

Assuming the mass of moisture buffered in the hygric inertia of the building zone $M_{buf} \text{ (kg)}$ in equilibrium with the room humidity and proportional to the HIR*-value of the building enclosure, the water vapour exchange $G_{buf}$ of Eq.(1) can be written as:

$$G_{buf} = \frac{\partial M_{buf}}{\partial t} = \frac{\text{HIR}* \cdot V \cdot \partial p_{vi}}{10 \cdot p_{v, sat} \cdot \partial t} \tag{10}$$
The factor 10 appears in the equation to convert the g/%RH/m³ unit of the HIR*-value back to kg/m³. Eq.(10) transform Eq.(6) into:

\[
\frac{HIR^* \cdot V}{10 \cdot \rho_{v,sat}} \frac{\partial p_{vi}}{\partial t} = (p_{ve} - p_{vi}) \frac{n V}{3600 R_T T_i} + G_v
\]

(11)

and the multiplication factor \( M \) of Eq.(6) for a given building enclosure is now defined as:

\[
M = \left( 1 + \frac{HIR^*}{10 \cdot \rho_{v,sat}} \right)
\]

(12)

with \( \rho_{v,sat} \) the saturation value of the interior vapour density (kg/m³). Compared to the rough estimates for the multiplication factor \( M \) mentioned in some BES-code manuals or the value determined with the EMPD-model, the proposed value of Eq.(12) corresponds to a reliable total enlarged moisture capacity of the building enclosure.

4.2 Effective moisture penetration depth model

The EMPD model is originally developed for moisture storage in building walls, assuming that only a thin layer near the interior surface interacts with the indoor air: the buffer storage layer. Some models solve Eq.(4) for all available humidity buffering surfaces separately (e.g. EnergyPlus). In most BES-codes, however, all surrounding surfaces are transformed into one equivalent humidity buffering layer. The moisture properties of this equivalent surface have to be chosen in such a way that they result in similar storage behaviour as all available surfaces together. This latter approach can also be applied to transform furniture or other multidimensional objects into an equivalent humidity buffer layer or even the whole hygric inertia of the building enclosure, if the equivalent moisture properties can be derived.

For a single homogeneous cladding, by describing the active layer thickness \( d_b \) as \( a \)-times the moisture penetration depth \( d_p \) making use of Eq.(5), Eq. (4) can be written as:

\[
A \cdot \frac{p_{vi} - p_{vb}}{\beta_i} + a \cdot \sqrt{t_p / \pi} \cdot b \frac{\partial p_{vb}}{\partial t} = A \cdot a \cdot \sqrt{t_p / \pi} \cdot b \frac{\partial p_{vb}}{\partial t} \quad a=\min(d/d_p,1)
\]

(13)

with \( b \) is the cladding’s effusivity (s\(^{3/2}\)/m). Eq.(13) implies that the effective moisture penetration depth model is essentially governed by the cladding’s effusivity \( b \) and the thickness adjustment factor \( a \). The analytic solution for moisture accumulation in a finite homogeneous slab due to a step-change in environment vapour pressure (Carslaw and Jaeger, 1990) – as in the MBP-characterisation procedure – is equally governed by \( b \) and \( a \), implying that the measured MBV\(_{8h/1h}\) can hence be used for their determination through a fitting procedure. Conclusively MBV\(_{8h/1h}\) can be employed via Eq. (13) as basis for quantifying the moisture buffer effects not only of homogeneous claddings, but also to transform multidimensional objects into an equivalent single buffer layer. Similarly, the HIR\(_{8h/1h}\)-values, characterising the hygric inertia of a complete building enclosure, can be used to obtain an enclosure equivalent \( b \) and \( a \).

Note in Eq.(13) that when the effect of the surface film transfer coefficient on the moisture transport is not negligible, a reliable fit of \( a \) and \( b \) can only be obtained with a good assumption of the exchange surface \( A \). For cladding materials the real surface area can be taken. To transform the hygric inertia of a whole building zone into an equivalent single buffer layer, the exchange surface area should be taken close to the sum of all surface areas of claddings and other sorptive active interior elements in the zone. Determination of it could possibly be based on a 3D-room model as presented in [Nielsen, 1999]. If the effect of the surface film coefficient is negligible, fitting can be performed on \( a \) and \( A \cdot b \) instead of \( a \) and \( b \).

4.3 Comparison of the results

To illustrate the HIR*-application in the effective capacitance and effective moisture penetration depth model, simulations of interior humidity variations in the 90 m³ room are shown here for the same boundary conditions as described in §3. Examples of similar results obtained for other boundary conditions and other production
regimes can be found in (Janssen and Roels, 2008b). We limit the hygric inertia in the room to different types of single cladding materials, so the two simplified methodologies can be compared with a full numerical simulation of the enclosure’s moisture storage and transport. Two different cladding materials – each applied at 60 m² - were considered: 10 cm of wood fibre board (WFB) and 10 cm of plywood (PW). While these claddings might be considered academic, it is assumed that they are equally illustrative. The cladding properties are given in (Janssen and Roels, 2008).

To transform the HIR*-values into an equivalent single humidity buffer layer in the effective moisture penetration depth model, a cycling time \( t_p \) has to be chosen (Eq.13). As the weighing factor \( \alpha \) in the HIR*-approach, the cycling time is function of the moisture regime period. In the current case it is set as \( t_p=24 \) hours, 12 hours and 6 hours for respectively the long regime \( (\alpha=1.0) \), the peak regime \( (\alpha=0.5) \) and the short regime \( (\alpha=0.0) \).

In all simulations, the interior and cladding temperature was maintained at 20°C and the surface mass transfer coefficient was set at \( 2.0 \cdot 10^{-8} \) s/m. Simulations were run for 10 days and the RH variation of the final day is shown as measure for the interior moisture buffering in Figure 3. A close agreement is found between the fully numerical and the effective moisture penetration depth solution, supporting the applicability of the HIR*-approach for the dependable quantification of an equivalent single buffer capacity and permeability in agreement with the hygric inertia of a building zone. As could be expected the effective capacitance model predicts fairly well the RH minima and maxima but is not able to predict exact course of the indoor RH-variations. This is an inherent shortcoming of the effective capacitance model.

![Figure 3: Comparison of full numerical (full black line), effective moisture penetration depth (full gray line), effective capacitance (dashed grey line) for the WFB (right) and PW (left) claddings, under the long regime. The dashed black curve is the non-hygrosopic reference.](image)

5. Conclusions

In the companion paper (Janssen and Roels, 2008a) a production-interval adapted MBV* characterisation of a single cladding was presented as an interpolation between a long term MBV\(_{8h}\) and a short-term MBV\(_{1h}\), both derived from the same material characterisation experiment. As building zones commonly are cladded with more than one building material, the present paper generalised the approach to the level of the room enclosure by introduction of the specific hygric inertia of a room HIR*. With simulations using different surface areas and different combinations of cladding materials it was shown that the hygric inertia of a building enclosure can be determined through superposition. Making use of the production interval adapted MBV* of the different claddings and objects in the room, the proposed characterisation showed to be applicable to a multitude of different production intervals as met in practice. In this way it was verified that HIR*-values of a building zone qualitatively assesses the hygric inertia of the building enclosure.

In the final part of the paper, it was demonstrated that the HIR*-characterisation does not solely allow qualitative assessment of the moisture buffering in a building enclosure, but can also be used in a quantitative analysis. It was shown how the HIR*-characterisation of the hygric inertia of a building enclosure can easily be implemented in two commonly applied BES-techniques to account for moisture storage in building enclosures: the effective capacitance model and the effect moisture penetration depth model. As such, the HIR*-approach gives a reliable and well defined prediction of the multiplication factor to correct the moisture capacity of the
indoor air in the effective capacitance model or can easily be used to transform the global hygric inertia of the building enclosure into an equivalent single buffer layer in the effective moisture penetration depth model. Numerical simulations comparing the two simplified methodologies with a full numerical analysis of the moisture transport and storage in cladding elements proved the validity of the approach.

In this way the MBV*-characterisation of which the companion paper (Janssen and Roels, 2008a) proved to fulfil the required conditions of dependability, comparison and easy measurement, was shown in this paper to be expandable towards the characterisation and quantification of room enclosures by means of a HIR*-value. Main advantage is that the HIR*-approach – compared to the standard methodologies – makes a comprehensive characterisation of the hygric inertia of a building enclosure possible, since also multilayered and multidimensional objects as furniture, carpets, drapes, books, etc. can easily be taken into account and this based on a simple straight forward cyclic step-change (de)sorption experiment without having to measure any other material property.

6. Acknowledgements
The results in this paper have been partially obtained within KUL OT/04/28 ‘Towards a reliable prediction of moisture stress on building enclosures’, funded by the K.U.Leuven and IWT SBO 050154, ‘Heat, air and moisture performance engineering: a whole building approach’, funded by the Flemish Government. These financial supports are gratefully acknowledged.

7. References
Simulation of dynamic moisture response of autoclaved aerated concrete

Olga Koronthalyova, PhD.,
Institute of Construction and Architecture, SAS, Dubravska c 9, 845 03 Bratislava, Slovakia;
usarkoro@savba.sk

Peter Matiasovsky, PhD.,
Institute of Construction and Architecture, SAS, Dubravska c 9, 845 03 Bratislava, Slovakia;
usarmat@savba.sk

Juraj Veselsky, Assoc. Professor,
Slovak Technical University, Faculty of Civil Engineering, Radlinskeho 11, 813 68 Bratislava, Slovakia

Daniel Szabo, MSc.,
Slovak Technical University, Faculty of Civil Engineering, Radlinskeho 11, 813 68 Bratislava, Slovakia

Anton Puskar, Professor
Slovak Technical University, Faculty of Civil Engineering, Radlinskeho 11, 813 68 Bratislava, Slovakia

KEY WORDS: sorption curve, hysteresis, moisture buffer value, AAC, measurements, modelling.

SUMMARY:
The dynamic moisture response of a hysteretic material – autoclaved aerated concrete was tested under three different regimes of relative humidity time step changes. Results of the tests were analysed and compared with a numerical simulation of the dynamic hygric response. On the basis of the analysis the effects of hysteresis on resultant moisture buffer effect at different dynamic regimes were evaluated.

1. Introduction

The indoor air relative humidity is an important parameter influencing the hygro-thermal performance of building structures and the indoor climate as well. An interaction between the indoor air and the hygroscopic material can be used for moderating the indoor humidity variations. For a correct simulation of the moisture buffer effect of building materials it is necessary to know not only the basic hygric parameters determined from steady state measurements but to determine also the possible differences between the steady and dynamic behaviour.

The aim of the work was to simulate the dynamic moisture response of a hysteretic material and to evaluate the influence of hysteretic behavior on a moisture buffer effect under different dynamic boundary conditions regimes – when different parts of material were involved in the moisture uptake/release process.

Tests were done for the autoclaved aerated concrete (AAC) plate. The pore structure of the AAC is characteristic by two distinctly separated pore subsystems consisting of about 30% volume of micropores and about 50% volume of macropores (Matiasovsky and Koronthalyova 2002). For this kind of material the hysteretic behaviour is typical.

2. Experiments

Main adsorption isotherm for AAC was been determined by conditioning the samples in desiccators under a constant relative humidity and temperature (23 °C) until the static equilibrium had been achieved. The following saturated salt solutions were used: LiCl for 12%, MgCl\textsubscript{2} for 33%, Mg(NO\textsubscript{3})\textsubscript{2} for 53%, NaCl for 75%, NH\textsubscript{4}Cl for
79.5%, KCl for 85% and KNO₃ for 94% RH. The samples were oven dried beforehand at 105 °C. The primary scanning desorption curves were determined starting from the equilibrium moisture contents corresponding to 94% RH, 75%, and 53%. The water vapour permeability was measured by standard dry-cup (0 – 53% RH – silica-gel and climatic chamber) and wet-cup (100 – 53% RH - water and climatic chamber) methods.

Dynamic tests were performed in a climatic chamber. The tests were performed under three different regimes of the cyclic RH step changes: 8/16, 24/48 and 48/96 hours between 49/79, 45/80, 56/79% RH respectively. The temperature during the tests was kept at a constant value of 23.0 ± 0.5 °C. The relative humidity changes in the chamber were controlled by dry and wet air streams. The relative humidity near the sample was monitored by the capacitative RH sensor with ± 1.5% RH precision. The temperature was measured by the resistance sensor Pt 100. The specimens were sealed on all but two surfaces by the epoxy resin in order to guarantee 1D water vapour flow. Simultaneously two specimens with the dimensions of 200 x 108.5 x 39.5 mm were tested (the area of active surface was 0.0868 m²). The mass of the samples was weighed by the Sartorius balance with the accuracy 0.1g. The mass of samples, the temperature and RH in the chamber were registered every hour. The air flow velocity near the samples varied between 0.05 and 0.15 m/s that corresponded to common interior conditions.

3. Simulation of dynamic response

The moisture content during a scanning between the main adsorption and desorption curves was expressed by the relation:

\[ u_m = u_{m,0} + \xi_{\text{hys}} \cdot \Delta \phi \]  

where \( u_{m,0} \) is the initial moisture content, \( \Delta \phi \) is the small RH step and \( \xi_{\text{hys}} \) is the moisture capacity in the hysteresis region. It was expressed by following empirical relations (Pedersen 1990):

\[ \xi_{\text{hys}} = \gamma_a \cdot (u - u_a)^3 \cdot \xi_d + (u - u_d)^3 \cdot \xi_d \]  

for adsorption  

\[ \xi_{\text{hys}} = \gamma_d \cdot (u - u_d)^3 \cdot \xi_a + (u - u_a)^3 \cdot \xi_a \]  

for desorption  

where \( \xi_d \) is the adsorption moisture capacity at actual RH, \( \xi_d \) is the desorption moisture capacity at actual RH, \( u \) is the actual moisture content, \( u_a \) is the adsorption moisture content corresponding to actual RH, \( u_d \) is the desorption moisture content corresponding to actual RH, \( \gamma_a, \gamma_d \) are empirical parameters, which can be determined by fitting the measured primary scanning adsorption and desorption curves.

The 1D simulation tool WUFI (version 2.2) was used for calculations of the moisture content in samples. The standard value of the interior surface film coefficient for diffusion \( \beta_v = 2.5 \cdot 10^{-8} \text{ s} \cdot \text{m}^{-1} \) was used. The 0.5 hour time step was used in calculations in case of 8/16 hours RH change test and the 1 hour time step in case of 24/48 and 48/96 hours RH change tests. The computational mesh size of 0.5 mm was used.

4. Results and discussion

4.1 Steady-state measurements

The basic material properties of the tested AAC are in Table. 1. In the simulations of moisture uptake and release the vapour permeability moisture dependence was approximated by the relation:

\[ \mu(\phi) = \frac{1}{(a + b \cdot \exp(c \cdot \phi))} \]  

Where \( \phi \) is the relative humidity [-], \( a, b, c \) are parameters, \( a = 0.13, b = 0.003, c = 5.0 \).

The results of steady-state sorption and desorption measurements and their approximations are shown in Figure 1.
TABLE 1: Basic material properties of tested AAC material.

<table>
<thead>
<tr>
<th>Open porosity [-]</th>
<th>Bulk density [kg/m$^3$]</th>
<th>$\mu$ (0 – 53%) [-]</th>
<th>$\mu$ (53 - 100%) [-]</th>
<th>$\partial w/\partial \varphi$ sorp $^1$[kg/m$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>500</td>
<td>7.6</td>
<td>3.9</td>
<td>17</td>
</tr>
</tbody>
</table>

$^1$ in the RH range 50 – 80%

The main adsorption and desorption curve were described by the following equation (Hansen 1986):

$$u_m = A \left( 1 - \frac{\ln \varphi}{B} \right)^n$$  

(5)

Where $u_m$ is the moisture content [kg/kg], $\varphi$ is the relative humidity, $A$, $B$, $n$ are parameters.

Fitting relation (5) to the main adsorption curve gave the values of parameters: $A = 0.4$, $B_a = 0.00004$, $n_a = 3.43$ (Figure 1).

The measurements of adsorption were done in the 12 – 94% RH interval. Therefore the main desorption curve was not determined directly from the measurements. The estimation of the main desorption curve was done on base of analysis of the previous measurements of AAC samples (Hansen 1986) combined with fitting relation (5) to measured values of the primary scanning desorption curve (from 94%) in the region of low relative humidities (below 50%). The received values of parameters were: $A = 0.4$, $B_d = 0.0015$, $n_d = 2.4$ (Figure 1).

The empirical parameter $\gamma_d$ was determined by the fitting the relations (1) and (3) to the measured primary scanning desorption curves. The resultant value was $\gamma_d = 0.95$.

The measured primary scanning desorption curves were also compared with an approximation based on the phenomenological hysteresis model (Carmeliet et al 2005). According to the model the moisture content during the primary scanning desorption, starting from relative humidity $\varphi_1$, is expressed by the relation:

$$u_m(\varphi) = u_a(\varphi) + (u_a(\varphi_1) - u_a(\varphi)) A(\varphi)$$  

(6)
Where $A(\varphi)$ is the accessibility function, determined from the main adsorption and desorption curves and the maximum achieved moisture content $u_{\text{max}}$ (Carmeliet et al. 2005):

$$A(\varphi) = \frac{u_s(\varphi) - u_a(\varphi)}{u_{\text{max}} - u_a(\varphi)}$$

(7)

In Figure 2 a comparison of the measured and approximated primary scanning desorption curves is shown. The approximation by relation (3) was closer to measured values for desorption starting from higher relative humidities. In the region of lower relative humidities the relation (6) seemed to be a better approximation. On the other hand the noticed differences could be caused by uncertainties contained in the estimation of the main desorption curve.

**FIG.2 : Primary scanning desorption curves from 94 and 75% RH: measured and approximated curves**

### 4.2 Dynamic moisture response

The measured values of mass changes during step changes of relative humidity and their simulations are shown in Figures 3 – 5. In case of 8/16 hours RH change after the 3rd cycle the quasi-steady state stage was reached. In case of 24/48 and 48/96 cycles the process of sample moisture uptake continued during the whole test.

The hysteretic behaviour had significant effect on the resultant samples mass changes in case of all three regimes.

In the simulations three different moisture capacities were considered: The “main adsorption” line was the result of simulation using the main adsorption curve described by equation (5). It coincided quite well with the 1st uptake in all three tested regimes but it did not involve hysteretic effects present during subsequent releases and uptakes. The “1st scanning desorption” line was the result of simulation with primary scanning desorption curve described by equations (1) and (3). The used empirical parameter $\gamma_d$ value was 0.95. As it can be seen from the Figures the coincidence of the line with measured 1st release courses was good in 24/48 and 48/96 cycles. In case of 8/16 cycle the simulated release was slightly slower than the measured one. The “1st scanning adsorption” line is the result of simulation with primary scanning sorption curve described by equations (1) and (2). The used
FIG. 3: Measured and simulated mass change during the 8/16 hour RH change test

FIG. 4: Measured and simulated mass change during the 24/48 hour RH change test
empirical parameter $\gamma_s$ value was the same as in case of desorption $\gamma = 0.95$. The agreement between the measured and simulated $2^{nd}$ uptake was satisfactory.

The simulated values were very sensitive to the used approximation of the scanning curves. A relatively good agreement between the measured and simulated mass changes can be explained by the fact that in the measured RH changes region the coincidence between the modelled and experimental scanning curves was also good.

![Graph showing measured and simulated mass change during the 48/96 hour RH change test](image)

**FIG.5: Measured and simulated mass change during the 48/96 hour RH change test**

### 4.3 Moisture buffer value

The moisture buffer capacity of a material can be evaluated by moisture buffer value (MBV). The MBV is defined as the accumulated moisture uptake/release that happens during the considered period by the material area of 1 m$^2$ at the 1% RH step change. It can be estimated theoretically from standard material properties using the ideal moisture buffer value $MBV_{ideal}$. In case of the periodical step RH change, where the high level humidity is present within 1/3 of the period $t_p$, the $MBV_{ideal}$ [kg / %RH m$^2$] is given as follows (Rode C. et al. 2005):

$$MBV_{ideal} = 0.00568 \cdot \sqrt{p_s \cdot \delta_p \cdot \frac{dw}{d\varphi} \cdot t_p}$$

(8)

Where $p_s$ is the saturation water vapour pressure [Pa], $\delta_p$ is the water vapour permeability [s], $dw/d\varphi$ is the slope of sorption curve in the corresponding relative humidity interval [kg/m$^3$], $\varphi$ is the relative humidity [-], $t_p$ is the period [s].

The theoretical moisture buffer ability of the tested AAC was calculated according to relation (8) using the main adsorption moisture capacity and the mean $\mu$ value $\mu_{mean} = 4.8$. The comparison with the dynamic test results is in Table 2. The theoretical moisture buffer ability was in a good agreement with the MBV determined from the 8/16 cycle in spite of the fact that hysteretic behaviour was not considered in the calculation. It can be explained by the relatively small difference between the main adsorption moisture capacity and scanning curves moisture capacities in the considered RH interval (Figure 2).

In case of 24/48 and 48/96 cycles the quasi-steady state was not reached.
TABLE 2: Comparison of the calculated values $\text{MBV}_{\text{ideal}}$ and the measured MBV values of AAC material for three different RH change regimes ($\text{MBV}_{\text{ideal}}$ is calculated at 23°C), using main adsorption moisture capacity and mean value of

<table>
<thead>
<tr>
<th>RH change regime</th>
<th>$\text{MBV}_{\text{ideal}}$</th>
<th>1st moisture uptake / release</th>
<th>2nd moisture uptake / release</th>
<th>3rd - 6th moisture uptake / release</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[g/m$^2$ %RH]</td>
<td>[g/m$^2$ %RH]</td>
<td>[g/m$^2$ %RH]</td>
<td>[g/m$^2$ %RH]</td>
</tr>
<tr>
<td>48 / 96</td>
<td>3.1</td>
<td>3 / 2.4</td>
<td>2.7 / 2.4</td>
<td>-</td>
</tr>
<tr>
<td>24 / 48</td>
<td>2.2</td>
<td>2.6 / 2.2</td>
<td>2.5 / 2.3</td>
<td>-</td>
</tr>
<tr>
<td>8 / 16</td>
<td>1.4</td>
<td>1.8 / 1.5</td>
<td>1.7 / 1.6</td>
<td>1.6 / 1.6</td>
</tr>
</tbody>
</table>

5. Conclusions

Dynamic hygric behaviour of the autoclaved aerated concrete was tested by the measurements in a climatic chamber under three different step-change cyclic regimes. In case of 8/16 hours RH change regime after the 3rd cycle the quasi-steady state stage was reached. In case of 24/48 and 48/96 cycles regimes the process of sample moisture increase continued during the whole test.

It was found that hysteretic properties had significant effect on resultant moisture content of the AAC samples. Therefore in cases when the actual material moisture content is of importance the simulation model involving hysteretic behaviour is needed.

The process of moisture uptake and release was numerically simulated using the steady-state hygric properties. In the simulation of hysteretic behaviour of the AAC the empirical approach, based on the application of the experimentally determined scanning curves was used. The accuracy of simulation results was strongly dependent on the scanning curves approximation. The agreement achieved between measured and simulated mass changes was satisfactory due to the coincidence between the model and experimental scanning curves in the considered RH region.
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SUMMARY:
The paper describes a simplified method of calculating moisture flows between indoor air and porous materials. The simplified method is based on dynamic heat transfer through the building partition – Thermal Response Factors (TRF). The paper presents examples of humidity step and impulse responses for different porous materials. Formula based on impulse responses was developed and simplified for practical calculation. Presented solution based on TRF methods is close to equation developed by A. TenWolde (1994). Proposed simplified method was implemented for calculating the whole year moisture flows between different building materials and indoor air. The paper presents comparison between proposed method and more accurate calculations. In the comparison the simulating software like MOIST 3.0 was used. It was showed that proposed simplified method is accurate enough for indoor air moisture balance (the difference for whole year sum of absorbed and desorbed water vapour is about 10%). Presented method may be useful for indoor moisture balance calculation. The method showed that moisture accumulation may have significant impact on indoor humidity balance and indoor relative humidity.

1. Introduction

Indoor relative humidity is one of the most important feature of indoor climate. It has great influence on the thermal comfort, perceived air quality and building components durability as well. The most important for formation of indoor relative humidity are water vapour emission and movement of water vapour with air flows. These processes are essential for predicting short time averages of indoor moisture content. For long time period also the process of moisture accumulation within porous bodies may have significant impact on indoor relative humidity, (Emmerich, et al. 2002, Haupl, et al. 2001, Patfield 1998, Plathner, et al. 1999, Straube, et al. 2001).

Fig. 1 a) presents potential of moisture buffering by porous materials. For example for 30 m$^3$ of air you need 210 g of moisture to change the indoor RH from 50% to 90%RH, but if there is 10 kg of wood within the box (room) in steady – state conditions amount of moisture increase to 1400 g.

![Fig. 1. Potential of moisture buffering by porous materials (a), and sorption isotherms for some building materials (b) (ASHRAE, Burch, et al. (1997), Künzel (1996))](image-url)
2. Influence between porous bodies and indoor air

Moisture accumulation appears within building partitions, furniture and other inner materials. In most cases these materials may be treated as porous bodies. At equilibrium state the moisture flows from the surrounded air to porous materials is the same to the flow from material to air. In case of changing the parameters of surrounded air the flow of moisture is going to reach the new equilibrium state.

Moisture content of porous bodies in steady state conditions depends on humidity, temperature and pressure of surrounded air (Axley 1991). For typical materials and air parameters typical for indoor conditions the relation is mainly depending only on indoor humidity. This relation is called as a sorption isotherm. Building materials, furniture and inner materials are characterised by II and III type of BET (Brunauer, Emmett, Teller) sorption isotherms. Some examples of sorption isotherms for concrete, gypsum, bricks, wood and paper are presented on Fig. 1. b) (ASHRAE 2001, Burch, et al. (1997), Künzel (1996)):

During dynamic changing of indoor air humidity there is always moisture flow between indoor air and porous materials. Moisture flow may be described within the time \( \partial t \) as a sum of water vapour and capillary water flow at the distance \( \partial y \) according the formula, Burch, et al. (1997):

\[
\rho_m \frac{\partial w}{\partial t} = \frac{\partial}{\partial y} \left( \delta_m \frac{\partial P_v}{\partial y} \right) - \frac{\partial}{\partial y} \left( D_l \frac{\partial P_l}{\partial y} \right)
\] (1)

where:
- \( \rho_m \) - density of dry material, kg/m\(^3\),
- \( w \) - moisture concentration in material, kg/kg,
- \( \delta_m \) - water vapor permeability, kg/(s·m·Pa),
- \( P_v \) - water vapor partial pressure, Pa,
- \( D_l \) - capillary water conductivity, kg/(s·m·Pa),
- \( P_l \) - capillary pressure, Pa.

Equation (1) should be completed by initial and boundary condition. Moisture transport intensity strongly depends on heat distribution, for example according the Burch, et al. (1997):

\[
\rho_m \cdot (c_m + w \cdot c_l) \frac{\partial T}{\partial t} = \frac{\partial}{\partial y} \left( \lambda_m \frac{\partial T}{\partial y} \right) + h_{lv} \cdot \frac{\partial}{\partial y} \left( \delta_m \frac{\partial P_v}{\partial y} \right)
\] (2)

where:
- \( c_m \) - dry specific heat of material, J/(kg·K),
- \( c_l \) - specific heat of water, J/(kg·K),
- \( T \) - temperature, K
- \( \lambda_m \) - thermal conductivity of material, W/(m·K)
- \( h_{lv} \) - latent heat of vaporization, J/kg.

3. Simplified method of moisture accumulation flow

Description of accumulation flow may be analogous to dynamic heat transport through building partitions. Presented simplified method of moisture accumulation flow is based on Thermal Response Factors (TRF) method. This method describes the heat flow \( (\phi) \) at the surface of the material as a function of impulse responses \( (g) \) and air temperature \( (T) \) in the past, Mitalas, et al. (1967):

\[
\phi = \sum_{k=0}^{n} g_{1-1k} \cdot T_{1-1k, \delta} - \sum_{k=0}^{n} g_{1-2k} \cdot T_{2-1k, \delta}
\] (3)

Dimension of coefficients \( g_{1-1k}, g_{1-2k} \) is the same as the \( U \) – value, and the sum of coefficients should fulfil relation:

\[
\sum_{k=0}^{n} g_{1-1k} = \sum_{k=0}^{n} g_{1-2k} = U
\] (4)
Describing an accumulation of water vapor according the TRF method the temperature should be replaced by relative humidity. The assumption of constant conditions of moisture transport in the whole range of relative humidity is essential in that case. For range of relative humidity typical for indoor condition the error of that assumption not exceed 3.5%, Mijakowski (2002). According above, equation (3) changes form to:

\[
wm_j = \sum_{i=0}^{n} (gw_{j-i} \cdot \varphi_{j-i}) - \sum_{i=0}^{n} (gw_{j-i} \cdot \varphi_{2j-i})
\]  
(5)

where \(wm\) is specific moisture flow (kg/s \(\cdot\) m\(^2\)).

In case of describing the accumulation of water vapor, the time series of relative humidity for “both” sides of material are the same and the formula (5) may be written as:

\[
w_m = \sum_{i=0}^{n} (\varphi_{j-i} \cdot (gw_{j-i} - gw_{j-i}))
\]  
(6)

After replacing \(gw_i = gw_{j-i} - gw_{j-i}\) the equation (6) change to:

\[
w_m = gw_0 \cdot \left\{ \varphi - \sum_{i=1}^{n} \left( \frac{gw_i}{gw_0} \right) \right\}
\]  
(7)

and because of formula (4) the sum \(\sum_{i=0}^{n} \frac{gw_i}{gw_0}\) may be set as \(w_k\) and \(gw_0\) may be replaced by \(\kappa\). After changing the time step of discretisation and follow the above replacements the moisture flow (\(A\) in kg/s) may be written as:

\[
A = \kappa \cdot F \left\{ \varphi - \sum_{i=1}^{n} \left( w_k \cdot \varphi_{i-k} \right) \right\}
\]  
(8)

Formula (8) is close to model developed by A. TenWolde (1994). The moisture flow is a function of moisture storage coefficient (\(\kappa\)) and difference between current and previous indoor relative humidity. The previous humidifies are weighted by coefficients (\(w_k\)) which are the function of impulse response coefficients (\(gw_k\)).

### 4. Application of simplified method

Simplified method is useful for prediction of moisture accumulation flow which can reduce or increase indoor relative humidity. For example the moisture accumulation flows for two extremely different materials were calculated (1 cm layer of wool and 10 cm of concrete). Calculations were made by proposed simplified method and as comparison by MOIST Release 3.0 (Burch, et al. (1997) software based on equations (1) and (2). The moisture flows after step change of indoor relative humidity were analyzed. Next the required coefficients of simplified method were calculated. It was the base for comparison of results for simplified and accurate methods. Comparison was made for whole year indoor relative variation.

#### 4.1 Results for step change of indoor relative humidity

Moisture flows after step change of indoor relative humidity form 20\%RH to 70\%RH for 1 cm layer of wool (Fig. 2. a) and 10 cm of concrete (Fig. 2. b) are presented on Fig. 2.

Presented step responses after assumption discussed before equation (5) are the base for calculating impulse responses (\(gw_k\)) and next coefficients (\(w_k\)) occurred in formula (8). Coefficients \(w_k\) are illustrated on Fig. 3.

It is essential that the sum of \(w_k\) should be equal 1. For some materials it is the reason to take into account a lot of coefficients, for example for 10 cm layer of concrete at least 10000 hours – Fig. 4. a).

The solution may be using \(w_k\) as a values of normalised function \(f(k)\) (\(w_k = f(k) / \sum f(k)\)). It was shown (Mijakowski 2002) that the best results are given using function \(f(k) = 1/k^2\), (fig. 4. b). If 10 values of \(f(k)\) are used than \(\kappa\) and \(\tau\) for analysed materials are as below:

- for 1 cm layer of wool: \(\kappa = 1.4 \text{ g/(h} \cdot \text{m}^2 \cdot \%\text{RH)}\), \(\tau = 2.0\) h;
- for 10 cm layer of concrete: \(\kappa = 0.3 \text{ g/(h} \cdot \text{m}^2 \cdot \%\text{RH)}\), \(\tau = 66\) h;
It is worth to see that after changing the function \( f(k) = 1/k^2 \) to \( f(k) = \exp(-k) \), equation (8) became the same as developed by A. TenWolde (1994).

Obtained results were the base for calculation of whole year moisture transfer between indoor air and porous materials.

**FIG. 2.** Moisture flow after step change of indoor relative humidity; a) 1 cm layer of wool; b) 10 cm of concrete

**FIG. 3.** Coefficients \( w_k \) equation (8); a) 1 cm layer of wool; b) 10 cm of concrete

**FIG. 4.** Sum of \( w_k \) as a function of summation period of time (a), and comparison of different form of \( w_k \) function (b)
4.2 Results for whole year moisture flow between indoor air and porous materials

Indoor relative humidity time series typical for naturally ventilated dwellings (Mijakowski 2002) was used for calculation of moisture flow. The whole year moisture flow was calculated by simplified and accurate methods. Results of calculation are presented on Fig. 5. (for better view only one winter week is presented).

![Graph showing moisture flow](image)

**FIG. 5. Moisture flow between indoor air and porous material; a) 1 cm layer of wool; b) 10 cm of concrete**

Moisture flow between indoor air and porous materials for typical indoor RH and temperature time series is up to ±20 g/(h m^2) for 1 cm layer of wool and ±4 g/(h m^2) for 10 cm layer of concrete. Average error for simplified method is less than 0.9 g/(h m^2) for 1 cm layer of wool and 0.3 g/(h m^2) for 10 cm layer of concrete. Total yearly moisture transfer is presented in Table 1.

**TABLE. 1: Total moisture flow between indoor air and porous materials.**

<table>
<thead>
<tr>
<th>Porous material</th>
<th>Water vapour adsorption</th>
<th>Water vapour desorption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>accurate method</td>
<td>simplified method</td>
</tr>
<tr>
<td></td>
<td>g/(m^2·year)</td>
<td></td>
</tr>
<tr>
<td>Wool - 1 cm layer</td>
<td>10045</td>
<td>9115</td>
</tr>
<tr>
<td>Concrete - 10 cm layer</td>
<td>3612</td>
<td>3214</td>
</tr>
</tbody>
</table>

5. Conclusion

Proposed simplified method is accurate enough for indoor air moisture balance (the difference for whole year sum of absorbed and desorbed water vapour is about 10%). Fig. 6. presents correlation between results of simulation and simplified method for whole year calculation of moisture flow between indoor air and wool and concrete.

The example calculation showed that moisture accumulation may have significant impact on indoor humidity balance and indoor relative humidity. For example moisture accumulated by wool may be up to ±20 g/(h m^2) when moisture generated by one person is about 80 g/h. During the whole year total absorbed/desorbed moisture is about 10 kg per 1 m^2 of porous material (1 cm layer of wool).
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SUMMARY:
The paper describes a simplified method of calculating moisture flows between indoor air and porous materials. The simplified method is based on dynamic heat transfer through the building partition – Thermal Response Factors (TRF). The paper presents examples of humidity step and impulse responses for different porous materials. Formula based on impulse responses was developed and simplified for practical calculation. Presented solution based on TRF methods is close to equation developed by A. TenWolde (1994). Proposed simplified method was implemented for calculating the whole year moisture flows between different building materials and indoor air. The paper presents comparison between proposed method and more accurate calculations. In the comparison the simulating software like MOIST 3.0 was used. It was showed that proposed simplified method is accurate enough for indoor air moisture balance (the difference for whole year sum of absorbed and desorbed water vapour is about 10%). Presented method may be useful for indoor moisture balance calculation. The method showed that moisture accumulation may have significant impact on indoor humidity balance and indoor relative humidity.

1. Introduction

Indoor relative humidity is one of the most important feature of indoor climate. It has great influence on the thermal comfort, perceived air quality and building components durability as well. The most important for formation of indoor relative humidity are water vapour emission and movement of water vapour with air flows. These processes are essential for predicting short time averages of indoor moisture content. For long time period also the process of moisture accumulation within porous bodies may have significant impact on indoor relative humidity, (Emmerich, et al. 2002, Haupl, et al. 2001, Patfield 1998, Plathner, et al. 1999, Straube, et al. 2001). Fig. 1 a) presents potential of moisture buffering by porous materials. For example for 30 m$^3$ of air you need 210 g of moisture to change the indoor RH from 50% to 90% RH, but if there is 10 kg of wood within the box (room) in steady – state conditions amount of moisture increase to 1400 g.

FIG. 1. Potential of moisture buffering by porous materials (a), and sorption isotherms for some building materials (b) (ASHRAE, Burch, et al. (1997), Künzel (1996))
2. Influence between porous bodies and indoor air

Moisture accumulation appears within building partitions, furniture and other inner materials. In most cases these materials may be treated as porous bodies. At equilibrium state the moisture flows from the surrounded air to porous materials is the same to the flow from material to air. In case of changing the parameters of surrounded air the flow of moisture is going to reach the new equilibrium state.

Moisture content of porous bodies in steady state conditions depends on humidity, temperature and pressure of surrounded air (Axley 1991). For typical materials and air parameters typical for indoor conditions the relation is mainly depending only on indoor humidity. This relation is called as a sorption isotherm. Building materials, furniture and inner materials are characterised by II and III type of BET (Brunauer, Emmett, Teller) sorption isotherms. Some examples of sorption isotherms for concrete, gypsum, bricks, wood and paper are presented on Fig. 1. b) (ASHRAE 2001, Burch, et al. (1997), Künzel (1996)).

During dynamic changing of indoor air humidity there is always moisture flow between indoor air and porous materials. Moisture flow may be described within the time \( \frac{\partial w}{\partial t} \) as a sum of water vapour and capillary water flow at the distance \( \frac{\partial}{\partial y} \) according the formula, Burch, et al. (1997):

\[
\rho_m \frac{\partial w}{\partial t} = \frac{\partial}{\partial y} \left( \delta_m \frac{\partial P_v}{\partial y} - \frac{\partial}{\partial y} \left( D_l \frac{\partial P_l}{\partial y} \right) \right) \tag{1}
\]

where:
- \( \rho_m \) - density of dry material, kg/m\(^3\),
- \( w \) - moisture concentration in material, kg/kg,
- \( \delta_m \) - water vapor permeability, kg/(s·m·Pa),
- \( P_v \) - water vapor partial pressure, Pa,
- \( D_l \) - capillary water conductivity, kg/(s·m·Pa),
- \( P_l \) - capillary pressure, Pa.

Equation (1) should be completed by initial and boundary condition. Moisture transport intensity strongly depends on heat distribution, for example according the Burch, et al. (1997):

\[
\rho_m \cdot (c_m + w \cdot c_l) \frac{\partial T}{\partial t} = \frac{\partial}{\partial y} \left( \lambda_m \frac{\partial T}{\partial y} \right) + h_{lv} \cdot \frac{\partial}{\partial y} \left( \delta_m \frac{\partial P_v}{\partial y} \right) \tag{2}
\]

where:
- \( c_m \) - dry specific heat of material, J/(kg·K),
- \( c_l \) - specific heat of water, J/(kg·K),
- \( T \) - temperature, K
- \( \lambda_m \) - thermal conductivity of material, W/(m·K)
- \( h_{lv} \) - latent heat of vaporization, J/kg.

3. Simplified method of moisture accumulation flow

Description of accumulation flow may be analogous to dynamic heat transport through building partitions. Presented simplified method of moisture accumulation flow is based on Thermal Response Factors (TRF) method. This method describes the heat flow (\( \phi \)) at the surface of the material as a function of impulse responses (\( g \)) and air temperature (\( T \)) in the past, Mitalas, et al. (1967):

\[
\phi_t = \sum_{k=0}^{n} \left( g_{1-t_k} \cdot T_{1-t_k} \right) - \sum_{k=0}^{n} \left( g_{1-t_{k+1}} \cdot T_{2-t_{k+1}} \right) \tag{3}
\]

Dimension of coefficients \( g_{1-t_k} \), \( g_{1-t_{k+1}} \) is the same as the \( U \) – value, and the sum of coefficients should fulfil relation:

\[
\sum_{k=0}^{n} g_{1-t_k} = \sum_{k=0}^{n} g_{1-t_{k+1}} = U \tag{4}
\]
Describing an accumulation of water vapor according the TRF method the temperature should be replaced by relative humidity. The assumption of constant conditions of moisture transport in the whole range of relative humidity is essential in that case. For range of relative humidity typical for indoor condition the error of that assumption not exceed 3.5%, Mijakowski (2002). According above, equation (3) changes form to:

\[
\sum_{k=0}^{n} \left( g_{w_{l-k}} \cdot \varphi_{l-k} \cdot \left( g_{w_{l-k}} - g_{w_{l-k-1}} \right) \right)
\]

where \( w_m \) is specific moisture flow (kg/s \( \cdot \) m\(^2\)).

In case of describing the accumulation of water vapor, the time series of relative humidity for “both” sides of material are the same and the formula (5) may be written as:

\[
\sum_{k=0}^{n} \left( \varphi_{l-k} \cdot \left( g_{w_{l-k}} - g_{w_{l-k-1}} \right) \right)
\]

After replacing \( g_{w_{l-k}} = g_{w_{l-k}} - g_{w_{l-k-1}} \), the equation (6) change to:

\[
\sum_{k=0}^{n} \left( \varphi_{l-k} \cdot \left( g_{w_{l-k}} - g_{w_{l-k}} \right) \right)
\]

and because of formula (4) the sum \( \sum_{k=0}^{n} \frac{g_{w_{k}}}{g_{w_{0}}} \cdot \varphi_{l-k} \) may be set as \( w_{k} \) and \( g_{w_{0}} \) may be replaced by \( \kappa \). After changing the time step of discretisation and follow the above replacements the moisture flow (A in kg/s) may be written as:

\[
A = \kappa \cdot F \left( \varphi - \sum_{k=1}^{n} w_{k} \cdot \varphi_{l-k} \right)
\]

Formula (8) is close to model developed by A. TenWolde (1994). The moisture flow is a function of moisture storage coefficient (\( \kappa \)) and difference between current and previous indoor relative humidity. The previous humidifies are weighted by coefficients (\( w_{k} \)) which are the function of impulse response coefficients (\( g_{w_{k}} \)).

4. Application of simplified method

Simplified method is useful for prediction of moisture accumulation flow which can reduce or increase indoor relative humidity. For example the moisture accumulation flows for two extremely different materials were calculated (1 cm layer of wool and 10 cm of concrete). Calculations were made by proposed simplified method and as comparison by MOIST Release 3.0 (Burch, et al. (1997) software based on equations (1) and (2). The moisture flows after step change of indoor relative humidity were analyzed. Next the required coefficients of simplified method were calculated. It was the base for comparison of results for simplified and accurate methods. Comparison was made for whole year indoor relative variation.

4.1 Results for step change of indoor relative humidity

Moisture flows after step change of indoor relative humidity form 20%RH to 70%RH for 1 cm layer of wool (Fig. 2. a) and 10 cm of concrete (Fig. 2. b) are presented on Fig. 2.

Presented step responses after assumption discussed before equation (5) are the base for calculating impulse responses (\( g_{w_{k}} \)) and next coefficients (\( w_{k} \)) occurred in formula (8). Coefficients \( w_{k} \) are illustrated on Fig. 3.

It is essential that the sum of \( w_{k} \) should be equal 1. For some materials it is the reason to take into account a lot of coefficients, for example for 10 cm layer of concrete at least 10000 hours – Fig. 4. a).

The solution may be using \( w_{k} \) as a values of normalised function \( f(k) \) (\( w_{k} = f(k) \cdot \sum(f(k)) \)). It was shown (Mijakowski 2002) that the best results are given using function \( f(k) = 1/k^{2} \), (fig. 4. b). If 10 values of \( f(k) \) are used than \( \kappa \) and \( \tau \) for analysed materials are as below:

- for 1 cm layer of wool: \( \kappa = 1.4 \text{ g/(h} \cdot \text{m}^{2} \cdot \%\text{RH)} \), \( \tau = 2.0 \text{ h} \);
- for 10 cm layer of concrete: \( \kappa = 0.3 \text{ g/(h} \cdot \text{m}^{2} \cdot \%\text{RH)} \), \( \tau = 66 \text{ h} \);
It is worth to see that after changing the function \( f(k) = \frac{1}{k^2} \) to \( f(k) = \exp(-k) \), equation (8) became the same as developed by A. TenWolde (1994).

Obtained results were the base for calculation of whole year moisture transfer between indoor air and porous materials.

**FIG. 2. Moisture flow after step change of indoor relative humidity; a) 1 cm layer of wool; b) 10 cm of concrete**

**FIG. 3. Coefficients \( w_k \) equation (8); a) 1 cm layer of wool; b) 10 cm of concrete**

**FIG. 4. Sum of \( w_k \) as a function of summation period of time (a), and comparison of different form of \( w_k \) function (b)**
4.2 Results for whole year moisture flow between indoor air and porous materials

Indoor relative humidity time series typical for naturally ventilated dwellings (Mijakowski 2002) was used for calculation of moisture flow. The whole year moisture flow was calculated by simplified and accurate methods. Results of calculation are presented on Fig. 5. (for better view only one winter week is presented).

![Fig. 5. Moisture flow between indoor air and porous material; a) 1 cm layer of wool; b) 10 cm of concrete](image)

Moisture flow between indoor air and porous materials for typical indoor RH and temperature time series is up to \( \pm 20 \, \text{g/(h,m}^2\) for 1 cm layer of wool and \( \pm 4 \, \text{g/(h,m}^2\) for 10 cm layer of concrete. Average error for simplified method is less than 0.9 g/(h,m\(^2\)) for 1 cm layer of wool and 0.3 g/(h,m\(^2\)) for 10 cm layer of concrete. Total yearly moisture transfer is presented in Table 1.

<table>
<thead>
<tr>
<th>Porous material</th>
<th>Water vapour adsorption</th>
<th>Water vapour desorption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>accurate method</td>
<td>simplified method</td>
</tr>
<tr>
<td>Wool - 1 cm layer</td>
<td>10045</td>
<td>9115</td>
</tr>
<tr>
<td>Concrete - 10 cm layer</td>
<td>3612</td>
<td>3214</td>
</tr>
</tbody>
</table>

5. Conclusion

Proposed simplified method is accurate enough for indoor air moisture balance (the difference for whole year sum of absorbed and desorbed water vapour is about 10%). Fig. 6. presents correlation between results of simulation and simplified method for whole year calculation of moisture flow between indoor air and wool and concrete.

The example calculation showed that moisture accumulation may have significant impact on indoor humidity balance and indoor relative humidity. For example moisture accumulated by wool may be up to \( \pm 20 \, \text{g/(h,m}^2\) when moisture generated by one person is about 80 g/h. During the whole year total absorbed/desorbed moisture is about 10 kg per 1 m\(^2\) of porous material (1 cm layer of wool).
FIG. 6. Whole year moisture flows simulation versus simplified method; a) 1 cm of wool; b) 10 cm of concrete
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SUMMARY:
This paper describes the design of a test chamber for the investigation of the interaction of humid air and porous materials. Currently computational fluid dynamics (CFD) is gaining in importance as a tool to model the indoor climate in buildings. Meanwhile coupled CFD-material models are being developed which are capable of modelling moisture exchange between air and materials. The newly developed climate chamber can be used to validate these models.

The test chamber, in which different materials can be placed, represents a small room (height: 1.8m, width: 1.8m, depth: 2.1m). This allows full scale experiments for different flow regimes: natural as well as mixed and forced convection can be induced.

Two operating modes are distinguished. In the first mode hygroscopic materials are placed in front of an air jet entering the room. Temperature, air speed and relative humidity of the jet are closely controlled. Temperature and relative humidity in and around the material are measured. The velocity field is measured by a 2D hotwire anemometer. These measurements can then be used to validate CFD codes.

In the second mode hygroscopic buffering of materials is evaluated. Different hygroscopic materials are placed inside the test chamber. Air at a predetermined temperature and relative humidity enters the room at a controlled flow rate. The response of the test chamber with hygroscopic materials to different moisture loads is then measured.

1. Introduction
Growing environmental concern has resulted in an increasing awareness for energy use, comfort and durability of the built environment. Therefore a sustainable development policy is applied. This involves lowering the energy use in buildings.

On the other hand indoor air quality demands are rising. Not only in offices but also at home people want to live in a comfortable climate. Temperature and relative humidity play an important role in the perceived air quality
(PAQ) and occupant comfort as shown in previous studies (Fang et al., 1998). Relative humidity and temperature also influence moul growth and strong fluctuation in relative humidity can damage building materials or artefact such as paintings.

Simonson (Simonson et al., 2002) showed that there was a possibility to improve comfort and perceived air quality by using hygroscopic materials. Fluctuation in temperature and relative humidity can be tempered by these materials. These materials absorb water from humid air and release this water to the air when relative humidity drops. By using these materials in a smart way, the needed heating and cooling rates can be reduced and thus a smaller HVAC system can be installed (Osanyintola and Simonson, 2006).

Computational fluid dynamics (CFD) can be used as a tool to study the interaction of materials and humid air. Classic lumped models only calculate average values for the whole room and don’t take local effect into account. In these models well mixed air conditions are assumed. CFD gives the possibility to study flow patterns and moisture distributions in detail and to study local effect (Steeman et al., 2006, Steeman et al., 2008). Results are promising but many of the newly developed models have not yet been validated due to a lack of experimental data.

For validation experiments it is very important that the boundary conditions are well known. Influences from the surroundings should be reduced to a minimum. This is often not the case with field measurements where many external influences are unknown or hard to measure like weather conditions, building occupation… etc. Hence a new test chamber is designed and built where the boundary conditions are meticulously measured and controlled.

2. Test facility

2.1 Purpose of test chamber

The test setup is designed to operate in two modes. This corresponds to the two types of experiments that can be conducted inside the test chamber.

The first type of experiments are the validation experiments for new developed CFD models. Here a conditioned jet is created that enters the room at a predetermined air speed. The relative humidity and temperature of the jet are closely controlled. The velocity field inside the room is measured with a 2D hotwire anemometer. Hygroscopic materials can than be placed in front of the jet. Relative humidity inside the material is measured with small capacitance type humidity sensors. Such measurements on materials have already been conducted for airflow in a short rectangular duct (Talukdar et al., 2007). The newly developed test setup, described in this paper, however allows other flow conditions: by altering the air inlet velocity forced as well as mixed and natural convection can be induced.

In a second type of experiments hygroscopic materials are placed inside the test chamber. The objective of these experiments is to study the response of the room when a moisture source is present. Air speeds are much lower in this configuration.

2.2 Test setup: general description

FIG. 1: Schematic representation of the test facility
The test facility consists of two main parts. The climate chamber with inner and outer room is shown on the left hand side of FIG. 1. On the right hand side the climate control group is shown.

The inner room is 1.8m wide, 1.8m high and 2.1m deep. Here the conditioned air enters at the top. Air is drawn from the room at the bottom and passes though the climate control unit. The position and shape of the air in- and outlet of the room can easily be altered by connecting them to ducts which lead to other positions in the room. The outer room is placed around the inner room to reduce influences from the outside environment such as temperature fluctuations.

The wall panels of the inner and outer room consist of 6 cm rigid high density polyurethane foam sprayed in between two skins of white polyester lacquered, galvanized steel plate, 0.63 mm in total thickness. The floor panels consist of multiplex panels with phenol anti-slip surface reinforced with glass fibre. The permissible charge is 500 kg on 4 rubberized wheels or 3000 kg/m² distributed load. The $\lambda$-value is 0.366 W/m²K.

Inside the room a hotwire anemometer is placed. The anemometer is connected to a robot arm which is controlled by a computer. The robot arm can move in two directions, allowing measurements in a plane. The velocity profile of the jet as well as velocity fields near walls can by measured.

A recirculation fan draws air from the inner chamber. The air change rate (ACR) is adjustable between 0 and 10 ACH (air changes per hour). The volume of the inner room is approximately 6.8m³ resulting in a needed air flow rate of 0.0189 m³/s.

The conditioning of the air is done in tree steps: first dehumidification, followed by heating and humidification. The air drawn from the climate chamber passes through a cooling coil. Ethanol at low temperature (±0°C) flows through the tubes of the heat exchanger and cools the air (1-2-3 on FIG. 2). When the air reaches its dewpoint, condensation starts and the humidity ratio (grams of moisture per kilogram of dry air) of the air drops (2-3 on FIG. 2). The air at lowered temperature passes through a second heat exchanger where a resistive heater heats up the air to a desired temperature (3-4 on FIG. 2). By heating the air, the relative humidity drops. Steam is then added to the dry air and the humidity ratio rises. At the same time the high temperature of the steam heats the air explaining the slope of line 4-5.

By altering the power to the resistive heater and the amount of steam added, other end temperatures and relative humidity can be attained (FIG. 2 dotted line). The cooling load at a certain air mass flow is kept constant by supplying the compact heat exchanger with ethanol at a constant temperature.

\[ \text{FIG. 2 Conditioning of the air represented on a psychrometric chart (two possible paths shown: 1-2-3-4-5 and 1-2-3-4'-5')} \]

\[ \text{FIG. 3 shows the schematics of the steam humidifier. A dosing pump supplies a heated cylinder with deminerlised water. The cylinder is kept at a high temperature (300°C) by a resistance wire that is wrapped around it. The water that enters the cylinder immediately evaporates when it comes in contact with the hot} \]
cylinder wall. This way the time delay between the moment the liquid water enters the cylinder and the moment this water leaves the cylinder as steam is minimal. The dosing pump has a manually adjustable stroke length and the rotation speed is controllable. With a maximum of 180 rpm (revolutions per minute) and a stroke volume of up to 0.13ml this results in a maximum flow rate of 1.4 litres per hour.

FIG. 3 Schematics of the steam humidifier

The produced steam is then injected into the air duct. Contact of the steam with the colder duct walls must be kept to a minimum to avoid condensation. A buffer vessel with a volume of 25 litres is placed not far from the steam injection point. This ensures a good mixture of the water vapour. This buffer vessel has two functionalities. First the vessel levels out the relative humidity fluctuations caused by the humidification system. At low steam demands, the pump works at a low rotation speed and the pulsations of the pump become visible in the steam flow rate. The buffer vessel also levels out temperature fluctuations. This buffering of temperature and relative humidity is necessary to enable a smooth control.

2.3 Control algorithm

Two parameters need to be controlled during operation: temperature and relative humidity at the inlet of the chamber. Temperatures are measured with thermocouples type K, the relative humidity at the inlet of the chamber is measured by a capacitive humidity sensor TRANSMICOR T232 from GEFRAN. This sensor has an accuracy of ±2% between 5% and 95% RH. The sensor signals are read by a Keithley voltage scanner. The measured values are then sent to a computer where they are stored.

The applied control strategy is shown in FIG. 4. Temperature and relative humidity at the inlet of the chamber are measured. The computer compares these measured values to the setpoint values. A PID-controller then generates the necessary voltage signals. In case of the temperature control this voltage is sent to the resistive heater, in case of the relative humidity control the voltage signal is used to steer the pump and adjust its rotation speed. G11, G12 and G22 represent the transfer functions of the system. In reality we are dealing with a multiple-input-multiple-output system (MIMO). This means that the temperature and relative humidity loop can not be entirely separated. Changes in temperature change the relative humidity and the hot steam added to the air flow influences the temperature. The temperature loop has a smaller time constant then the relative humidity loop. Therefore the influence of the relative humidity on the temperature is small and can be neglected. The influence of the temperature on the relative humidity on the other hand (represented by G12) can not be neglected as also concluded by (Huang et al., 2007).

FIG. 4 Configuration of the feedback control system
In order to find the appropriate PID-controller parameters in an easy and fast manner, controller tuning procedures based on the work of Ziegler and Nichols are used (Corripio, 2000).

The first procedure used for the tuning of the temperature loop is the closed-loop (ultimate gain) tuning procedure. For this procedure the following steps are followed:

1. Both derivative and integral time on the PID controller are set to 0.
2. With the controller in automatic mode, the proportional gain ($K_c$) is carefully increased in small increments. A small change in the setpoint is made after each increment to disturb the loop. As $K_c$ is increased, the value of the process variable begins to oscillate. $K_c$ is changed until the oscillation is sustained, neither growing nor decaying over time.
3. The proportional band ($PB_u$) is recorded as a percent, where $PB_u=100/K_c$.
4. The period of the oscillation ($T_u$) is recorded in minutes.
5. The new PID parameters are calculated by using TABLE. 1

The second procedure used here for tuning the relative humidity control parameters is the open-loop (step test) tuning procedure. The open-loop tuning procedure assumes that you can model any process as a first-order lag and pure dead time. The following steps are followed:

1. The controller is put to manual mode, the output is set to a nominal operating value and the process variable is allowed to settle completely.
2. A step change is made in the output and the new output value is recorded.
3. From the recorded output the deadtime ($T_d$), time constant ($T$) and process gain ($K$) = change in process variable/change in output are determined.

\[
\begin{align*}
\text{Max} & \quad 63.2\% \quad (\text{Min}, \text{Max}) \\
\text{Mn} & \\
\text{output} & \quad \text{Td} & \quad \text{T}
\end{align*}
\]

**FIG. 5 Output and process variable strip chart**

**TABLE. 1 Factors for determining tuning parameters**

<table>
<thead>
<tr>
<th>Controller</th>
<th>PB(Percent)</th>
<th>Reset (Minutes)</th>
<th>Rate (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID (closed loop)</td>
<td>1.67 $PB_u$</td>
<td>0.50 $T_u$</td>
<td>0.125 $T_u$</td>
</tr>
<tr>
<td>PID (open loop)</td>
<td>80 ($K_T d/T$)</td>
<td>2.00 $T_d$</td>
<td>0.50 $T_d$</td>
</tr>
</tbody>
</table>

To evaluate the performance of the controllers, the step response for temperature and relative humidity are measured. FIG. 6 shows the response of the temperature at the inlet of the chamber when the setpoint is altered from 20°C to 25°C and then back to 20°C. An overshoot is recorded when the setpoint is changed from 20°C to 25°C indicating that the system is under-damped. The overshoot recorded here is due to the humidification system. A sudden elevation of the temperature will result in a drop of the humidity as can be seen on FIG. 6. This causes the steam humidifier to respond and hot steam is injected into the air, augmenting the air temperature, which results in an increased overshoot. The opposite effect can be seen when the temperature is lowered from 25°C to 20°C. When the temperature drops the relative humidity rises. The controller lowers the amount of steam added the air flow, which causes an undershoot.
FIG. 7 shows the response of the relative humidity on a step change from 50% to 70% RH. Fluctuations of the relative humidity are kept between ±1%, well within the accuracy of the humidity sensor. Again a small overshoot is recorded, indicating that still some improvements in the control design are possible.

2.4 Preliminary measurements of velocity field in the room

To measure the velocity field in the room a 2D hotwire anemometer is used. The hotwire is attached to a robotic arm which can move in two directions. Here a part of the middle plane of the room is measured for the recirculation fan working at full capacity. The jet reaches across the entire room and has a maximum diameter of approximately 0.2m. A small upward movement of the jet is recorded, probably caused by a small slope of the inlet tube. A uniform inlet profile is assured by a flow straightener in the inlet tube.

The velocity profile of the air inlet measured in two perpendicular planes (FIG. 9). Notice that the velocity profile in the XZ plane is measured at a distance of 68mm from the inlet. The velocity profile in the YZ plane is measured at a distance of 25mm. This explains why there is a deviation in the velocity at the centre of the tube.
FIG. 8 Velocity field in the middle plane of the chamber, the location of the measurement plane is shown on the schematics at the bottom left

FIG. 9 Velocity profile at the air inlet measured in the XZ- and YZ-plane

3. Conclusions and future work

In this paper the design of an environmental chamber is discussed. The control strategy for temperature and relative humidity implemented here gives good results but improvements are still possible.

In the next phase of this research a test setup will be built. Hygroscopic materials will be placed in front of the jet. The response of the room and the air near the hygroscopic wall can then be measured. These results can then be used to validate CFD code.

A second series of experiments will study the moisture buffering of materials and the response of the room to the presence of a moisture source.
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SUMMARY:
An experimental setup was designed for the purpose of validating a coupled CFD-diffusion model. In the CFD-diffusion model, heat and mass transport in the air domain is solved using CFD, while, in the material domain, vapour transport is modelled using a control-volume vapour diffusion model. This CFD-diffusion model allows the prediction of the convective vapour transfer coefficient for developing momentum and moisture boundary layers. In the traditional vapour diffusion model, a convective vapour transfer coefficient is used. This model allows the indirect determination of the vapour transfer coefficient from experiments. The experiment consisted of a wind tunnel placed in an environmental chamber with climate control capability. The air flow in the wind tunnel was driven by a variable-control fan that allows for a range of speeds in the laminar regime. Convective vapour transfer coefficients were indirectly determined based on the experimentally measured moisture content changes in the material for a number of air speeds. The results were compared with CFD-diffusion model for the purpose of validation and sensitivity analysis.

1. Introduction
Convective heat and vapour transfer coefficients, also called surface transfer coefficients, are generally applied as boundary conditions for hygrothermal calculations in building applications. Surface coefficients are theoretically dependent on velocity and type of the air flow, surface temperature, reference temperature of the air, surface relative humidity, reference relative humidity of the air and porosity at the surface of the material. Since the boundary layers for heat and moisture content are similar for specific conditions, it is often assumed that there exists an equivalence relationship between the heat and vapour transfer coefficients, such as the one proposed by Chilton and Colburn (1934). However, studies have shown discrepancies between equivalence equations and measurements, which suggest the need for further study on the determination of convective vapour transfer coefficients. Authors such as Masmoudi and Prat (1990), Wadsö (1993), Derome (1999), Hukka and Oksanen (1999), and Salin (2003) have reported errors as high as 300% between experimentally determined vapour transfer coefficients and values obtained using analogy equations.

In this paper, an investigation on numerical and indirect experimental determination of convective vapour transfer coefficients is presented. Convective vapour transfer for laminar air flow over gypsum samples is studied for a number of air speeds. The corresponding convective vapour transfer coefficients are compared for experimental and numerical cases. The models are presented in Section 2. The material property data used in the numerical simulations are then presented in Section 3. Next, Section 4 presents the experimental setup, the methodology used to determine indirectly the convective vapour transfer coefficients, and the comparison
between the indirect results and CFD-diffusion simulations. Finally, some general conclusions are presented in
Section 5.

2. Numerical models and preliminary model validation

The convective vapour transfer between air and a porous material can be defined by the following
relationship:
\[ g = -\delta \left( \frac{\partial p_v}{\partial y} \right)_{y=0} = h_m \left( p_{vs} - p_{vf} \right) \]  

(1)

where \( g \) is the mass flux per unit area (kg/m\(^2\)s), \( \delta \) is the vapour permeability of the material (s), \( (\partial p_v/\partial y) \) is the vapour pressure gradient in the direction normal to the surface (Pa/m), \( p_{vs} \) and \( p_{vf} \) are, respectively, the partial vapour pressure at the surface and the fluid reference vapour pressure (Pa), and \( h_m \) is the convective vapour transfer coefficient, which in this case is derived with vapour pressure as the driving potential (s/m). Note that the convective vapour transfer coefficient, sometimes referred to as \( \beta \), will henceforth be referred to as \( h_m \).

In order to model the vapour transfer between a moving air layer and a porous material, a number of numerical methods exist. Two models are proposed to simulate the moisture uptake of gypsum samples: a vapour diffusion model with an imposed convective vapour transfer coefficient as a boundary condition, and a coupled CFD-vapour diffusion model that resolves the moisture transfer in the boundary layer.

2.1 Vapour diffusion model

The diffusive vapour flux within a solid material was expressed in part earlier in equation 1. When considering diffusion in a porous material, the storage of moisture must be considered. If one considers vapour transport in one direction (x), the resulting equation can be expressed as:
\[ \Lambda \frac{\partial w}{\partial t} = \frac{\partial}{\partial x} \left[ \delta \Lambda \frac{\partial p_v}{\partial x} \right] \]  

(2)

where \( w \) is the moisture content (kg\(_{moisture}\)/m\(^3\)), \( \delta \) is the vapour permeability of the material (s), \( \Lambda \) is the area perpendicular to the vapour flow, \( p_v \) is the partial vapour pressure (Pa), and \( x \) is the direction of the vapour flow (m). The gradient \( \partial w/\partial t \) represents the vapour storage within the material. Material properties are often expressed in terms of relative humidity, and therefore equation 2 can be transformed as:
\[ \Lambda \frac{\partial w}{\partial \phi} \frac{\partial \phi}{\partial t} = \frac{\partial}{\partial x} \left[ \delta A p_{vsat} \frac{\partial \phi}{\partial x} + \delta A \phi \frac{\partial p_{vsat}}{\partial T} \frac{\partial T}{\partial x} \right] \]  

(3)

where \( \phi \) is the relative humidity, \( p_{vsat} \) is the saturation vapour pressure (Pa), and the gradient \( \partial w/\partial \phi \) represents the slope of the sorption isotherm for the material. Equation 3 together with the heat balance equation was subsequently implemented in Matlab using a control volume discretization scheme.

The primary purpose of the vapour diffusion model is to determine the change in mass of the material due to moisture adsorption or desorption in order to indirectly determine the vapour surface coefficient from experimental findings.

2.2 Coupled model

Since the convective vapour transfer at the surface of a material is dependent on the boundary layer development, it is interesting to obtain a highly accurate resolution of the air flow field in order to study the effects of varying air speeds on the convective vapour transfer. In commercial CFD codes such as Fluent 6.3.26, a highly accurate solution of the momentum boundary layer can be obtained. In addition, an equally accurate vapour boundary layer can be calculated. However, in Fluent, it is difficult to solve for vapour transport in hygroscopic porous materials without significantly altering the program functionality through the use of user-defined functions. Therefore, in order to accurately solve the air flow domain and the material domain, CFD is coupled with the vapour diffusion model mentioned previously. Details on the coupling methodology can be found in Neale et al (2007). In brief, the commercial software Matlab is used as a controller to iterate between the vapour diffusion model and the CFD solution. It is important to note that the coupled model does not make
use of any surface coefficients to obtain a solution, though the surface coefficients may be calculated from the
solution data. In addition, while the cases presented in this paper are all isothermal, the coupled model can be
used to solve non-isothermal problems.

3. Material property data

The average moisture content for the gypsum panels used in this study was measured at 30% and 80%
relative humidity for 8 samples. The resulting sorption curve was interpolated using the function that resulted
from a round-robin sorption curve determination for gypsum board (IEA 2008). It was assumed that the
behaviour of the gypsum board used in the tests would be the same as reported in IEA (2008). However,
additional testing showed that the gypsum board attains higher moisture. The difference is likely due to the
different fabrication process and materials found in North American gypsum board panels. The different
sorption curves are presented in Figure 1 (left), which show how the moisture content varies in the range of
relative humidity of interest. Based on the two measured points the actual hygroscopic curve was corrected using
a same functional description as in IEA (2008). Note that the gypsum board was assumed to be a homogeneous
material for the purpose of this study, but in reality it is a composite material of paper and gypsum, with some
coatings on the paper for fabrication purposes.

The permeability of the gypsum board as a function of relative humidity was obtained from the Annex 41
measurements, which are shown in Figure 1 (right).

The properties of air were calculated for a mean ambient temperature of 20°C and implemented accordingly.

4. Experimental measurements

In order to describe the methodology used to determine the convective vapour transfer coefficients, the
experimental setup is presented first. The diffusion model results are subsequently presented, which illustrate
how the experimental measurements are used to indirectly determine $h_m$ values. Finally, the experimental data is
compared with the coupled model data and the results are discussed.

4.1 Experimental setup

The experimental setup was designed to measure the convective vapour transfer coefficients for laminar
air flow over a given porous material. The material selected for the present study was gypsum boards cut in to
20 cm x 20 cm specimens. The experimental setup consisted of five main components shown in Figure 2: 1) a
variable control humidifier, 2) a variable speed fan with a working range of 0.05 to 1 m/s, 3) the gypsum sample
bed, 4) a PMMA open circuit wind tunnel with a relative humidity probe upstream and manual anemometer
downstream, and 5) an adiabatic/impermeable sealed environmental chamber. The air tunnel was 0.025 m high
by 0.4 m by 2.8 m long. Due to sufficient length of the windtunnel before the test section, the small height of the windtunnel, the low air speeds varying between and the 0.1 and 0.35 m/s, the air flow is fully developed and laminar. Note that the set-up components and the specimens were all at the same temperature as the air at the start of the test.

![Adiabatic/impermeable chamber](image)

**Figure 2. Schematic of the experimental setup (not to scale).**

The gypsum board samples were pre-conditioned at a relative humidity of 30%. The edges of the samples were sealed with wax to ensure one-dimensional moisture transport. While there was 0.8 m of gypsum panel in the experimental setup, only the first sample (0.2 m) was used for measurement purposes. The air inside the environmental chamber was maintained at 77.5% RH, with an accuracy of ±2.5%. Once the air inside the chamber reached the desired setpoint, the humidifier was shut off and the samples were placed in the test bed. The velocity of the air passing over the samples was maintained at the desired setpoint (0.1 to 0.35 m/s) with an accuracy of ±0.01 m/s. The samples remained in the tunnel for a period of 10 minutes, after which the change in mass of the gypsum board was recorded. Note that over the course of 10 minutes, the relative humidity in the chamber would only decrease between 3% and 5% from the starting value, which allows the assumption that the boundary conditions were constant during the test.

The convective vapour transfer process described in equation 1 can be rearranged to isolate the \( h_m \) value:

\[
h_m = \frac{g}{(p_a - p_v)}
\]

(4)

The mass flux \( g \) is expressed in terms of the change in mass per unit time (kg/s per unit area), but the relationship between the uptake in moisture versus time is not linear. Consequently, the flux cannot be calculated by simply dividing the measured change in mass by the time period. In addition, the surface vapour pressure \( p_v \) cannot be directly measured, particularly for a material such as gypsum board. Therefore, the value of \( h_m \) was determined indirectly based on the experimental results using the vapour diffusion model.

### 4.2 Diffusion model numerical simulations

In this section, we explain the procedure to indirectly determine the vapour transfer coefficients from measurements. The diffusion model allows the determination of the accumulation of moisture in a porous material for different boundary conditions. At the surface of the gypsum board, a convective vapour transfer boundary condition was implemented in the diffusion model for a number of different convective surface coefficients \( h_m \). The reference relative humidity was set to be equal to 77.5% RH, which is the average of the relative humidity in the chamber for the different experiments. The gypsum samples were initialized to 30% relative humidity, which is equal to the laboratory RH. The material properties of the gypsum panels were implemented as described in Section 2. The values of \( h_m \) were varied from 0.5x10^-8 s/m to 10x10^-8 s/m and the resulting accumulation of moisture in the gypsum was determined for each case by numerical simulation. The results are shown in Figure 3, which are ten curves showing the change in mass of the gypsum board samples over time.
Figure 3. Diffusion model results – moisture accumulation for varying values of $h_m$ over time.

The data points (●) in Figure 3 indicate the change in mass of the gypsum panel for various values of $h_m$ after 10 minutes. When the change in mass is graphed versus $h_m$, the result is a curve that allows the prediction of the $h_m$ value for a given change in mass of a sample loaded under specific conditions, which is shown in Figure 4.

Figure 4. Diffusion model results - moisture accumulation vs vapour transfer coefficient after 10 minutes.

Using the relationship shown in Figure 4, the experimentally measured change in mass of the samples can then be associated with a convective vapour transfer coefficient.

4.3 Results

Eight different gypsum samples were used in the experimental setup described previously. The samples were all obtained from the same gypsum panel and cut to be approximately the same dimension. The surface
area for each sample was measured and taken into consideration. Experiments were performed for three
different air speeds: 0.1 m/s, 0.2 m/s and 0.35 m/s. The change in mass of the gypsum specimens was measured
after 10 minutes, which was converted into an \( h_m \) value using the relationship shown in Figure 4. The estimated
error for the velocity and mass measurements was ±0.01 m/s and ±0.01 g, respectively.

The coupled model was used to simulate the experimental setup for a range of air speeds from 0.05 m/s to
0.5 m/s. The computational domain of the coupled simulation matched the experimental conditions in most
aspects, except that the length of the gypsum board simulated was longer: 0.5 m instead of 0.2 m. The extra
length did not affect the simulation results in any way, but provided extra information as will be shown below.
The material properties for gypsum and air were as described in Section 2. A fully developed laminar air
velocity profile was imposed at the inlet of the computational domain. The water vapour concentration profile
was expected to evolve to a fully developed boundary layer along the length of the gypsum board. For each case
of velocity, the average values of \( h_m \) were calculated above each grid cell in the computational domain.

The values of \( h_m \) as obtained indirectly from the diffusion model (dots) are compared to the coupled
model simulations in Figure 5. The error bars for the x- and y-directions were calculated based on the estimated
error for the air speed and mass measurements, respectively. Note that for an error of ±5-7% in the mass
measurement there was a corresponding error of ±12-15% in the value of \( h_m \), which illustrates the sensitivity of
the results on the mass measurements. The results from the coupled model simulation were analyzed at two
locations along the length of the panel: \( h_m \) value was averaged for the first 0.2 m of the simulation domain
denoted as developing and also averaged from 0.3 m to 0.5 m (denoted as developed region). Note that the
notations developing and developed are adopted as a naming convention, and further analysis has to confirm
these notations.

![Figure 5. Convective vapour transfer coefficient results for various air speeds resulting from the two
calculation approaches.](image)

The coupled model results for the region where the mass concentration profile was expected to be
developing tend to overestimate the convective vapour transfer coefficient when compared with the
experimentally-based results. The ‘developed’ results show a closer agreement with the experimentally-based
results, which indicates that the mass concentration profile is becoming developed faster than expected. One
explanation of the faster response could be due to the fact that the layered composition of the gypsum board consists at the surface of a very hygroscopic paper layer with limited thickness, while on the other hand gypsum is less hygroscopic but very vapour permeable. This means that in reality, the paper will quickly stabilize the boundary layer, which would have the effect of creating a more uniform surface condition. For this reason, after a certain amount of time elapses, the case of moisture uptake for gypsum panels behaves closer to a developed moisture boundary layer, which is illustrated by the ‘developed region’ results shown in Figure 5. Further work is on-going to analyse the influence of the composite structure of gypsum board and to further validate the model for other materials.

5. Conclusions

An experimental setup was designed and the determination of convective vapour transfer coefficients \( h_m \) was performed for laminar air flow at around 80%RH over gypsum panel samples that had been in equilibrium with 30%RH. The moisture content of the gypsum samples was determined experimentally for two relative humidities, which were used to adapt the Annex 41 round-robin gypsum panel sorption curve data for the samples used in this study. The gypsum properties were assumed to be homogeneous across the panel thickness.

A vapour diffusion model was used to determine the predicted change in mass for gypsum panels exposed to convective vapour transfer for a period of 10 minutes. The values of \( h_m \) were varied from 0.5 \times 10^{-8} \text{ to } 10 \times 10^{-8} \text{ s/m} and imposed as a surface boundary condition. The change in mass of the samples was calculated for each case and a function describing the relationship between the change in mass vs \( h_m \) was then established for then indirectly determining the vapour transfer coefficient from experimental data.

Experimental measurements were performed for eight gypsum panel samples exposed to laminar air flow for forced convection vapour transport. The change in mass of the gypsum samples was recorded after 10 minutes for three different air speeds. The corresponding \( h_m \) values were indirectly determined based on the change in mass of the samples using the vapour diffusion model. The estimated error for the \( h_m \) values was between 12 and 15% for the different samples. The experimentally determined \( h_m \) results were compared with values calculated using a coupled CFD. The coupled model tends to over-predict the convective vapour transfer coefficient if the moisture boundary layer is assumed to be developing. If the moisture boundary layer is assumed to be developed after 10 minutes, the coupled model predicts the \( h_m \) values within the experimental uncertainty. It is suspected that the influence of the paper layer in the experiment causes the surface relative humidity to be more uniform, which explains the good agreement between the developed case and the measurements. In future work it is planned to test the effect of modeling the gypsum panels as a composite material with paper and gypsum layers, instead of modeling gypsum panels as a homogeneous material.
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SUMMARY:
Modelling local moisture content in objects and walls inside buildings requires the knowledge of the interaction
of the material with the local indoor climate. Computational Fluid Dynamics (CFD) can be used to model the
local climate and is currently already used to model heat exchange at the interface of air and porous materials.
In this paper a coupled CFD-material model is presented which is capable of modelling non-isothermal
transient moisture exchange between air and porous materials. The coupled model integrates a 2 or 3D heat and
moisture transport model for porous materials in a commercial CFD solver. A verification and validation study
of the new model results in an excellent agreement between simulations on the one hand and analytical reference
solutions and experiments on the other hand.

1. Introduction
The use of numerical models for heat and moisture transfer in building components is becoming increasingly
popular. Numerical simulation allows for an accurate analysis of the hygric and thermal performance of building
components. Yet to obtain realistic results it is eminent that realistic boundary conditions are provided to the
model. In a recent paper Janssen et al. describe the integration of atmospheric boundary conditions in a
numerical heat and moisture model (Janssen, 2007). As boundary conditions such as wind driven rain are highly
variable in space and time Computational Fluid Dynamics (CFD) is used in the latter paper to simulate the
outdoor environment and generate (part of) the boundary conditions.

If the interest of a study lies in simulating the local hygrothermal response of building components or objects
facing the indoor air, a strong coupling between the air and the porous materials can occur. Unlike the outdoor
environment, which is independent of the situation in the building component, the temperature and relative
humidity of the indoor air are influenced by the interaction with the building components. Hence in this situation
it is no longer sufficient to pass information from the CFD model to the hygrothermal model, but a two-way
coupling between both models is necessary.

Recently several models which feature a two way coupling between CFD and a hygrothermal material model
have been developed. These models can be divided in two categories: the directly coupled models and the
indirectly coupled models. Directly coupled models are those models which solve both the fluid domain as the
porous material domain with one solver. Models which use an indirect coupling solve the fluid and the porous
domain with a different solver and exchange information between both solvers. Examples of indirectly coupled
models can be found in (Amissah, 2005) and (Erriguible, 2006). In (Amissah, 2005) a 3D CFD model is coupled
to a 1D hygrothermal material model, while in (Erriguible, 2006) a 2D CFD and a 2D hygrothermal material
model are coupled. Both these indirectly coupled models use explicit time stepping to link the CFD solver and
the hygrothermal solver as information between the solvers is exchanged once each time step. An example of a
direct coupled model can be found in (Mortensen, 2007). In this model a 3D steady state CFD solver was
adapted to include the governing equations for heat and moisture transfer in porous materials. The transport
equations in the air and the porous material were separated and an algorithm was developed that predicts the
moisture flux at the air-material interface and reconciles the water vapour content at both sides of this interface.

In this paper a coupled 3D CFD hygrothermal material model is developed that is capable of performing
transient simulations. The governing equations in the porous material and the fluid are written in function of the
same variables and are solved with the CFD solver. This implies that the continuity at the fluid-material interface
will be automatically fulfilled. As the new model is directly coupled and continuous at the material interface no
time consuming iteration between two codes is needed. Also the coupling between the fluid and the material is
no longer explicit, which allows for larger time steps in the simulation. A detailed verification and validation
study of the newly developed model is performed in the second part of the paper.

2. Coupled CFD-material model

The strategy followed here to develop a directly coupled CFD-material model is integrating the governing
equations for heat and moisture transport in hygroscopic porous media into the commercial CFD solver Fluent®
(Fluent Inc., 2006). The advantage of using a commercial CFD solver is that new advances in fluid modelling are
integrated in the CFD solver with every new release. In the CFD solver transport equations for heat and
moisture transfer in fluids are available. By writing the governing equations for heat and moisture transport in
porous material as function of the same transported variables as those used in the CFD solver, source terms,
diffusion terms and unsteady terms are obtained to convert the standard CFD heat and moisture transport
equations. The CFD solver is used to solve the transport equations in the entire domain (fluid and porous zones)
taking into account the changed source terms in the porous zone.

2.1 Heat and moisture transfer in air

In Fluent®, the CFD solver used in this paper, heat and moisture transfer in the air can be simulated using the
energy and the species transport equations. The air can be modelled as an incompressible fluid in which case the
energy and species transport equations can be simplified to:

\[ \rho C_p \left( \frac{\partial}{\partial t} T + \vec{v} \cdot \nabla T \right) = \nabla \cdot \left( k \nabla T - \left( c_{\text{vap}} T + L_{\text{vap}} \right) \vec{g} \right) \]  
\[ \rho \left( \frac{\partial}{\partial t} \omega + \vec{v} \cdot \nabla \omega \right) = \nabla \cdot \left( \rho D \nabla \omega \right) \]  

where \( \rho \) is the air density, \( C_p \) the air thermal capacity, \( k \) the thermal conductivity, \( c_{\text{vap}} \) the thermal capacity of the
water vapour, \( L_{\text{vap}} \) the latent heat of vaporization, \( g \) the water vapour diffusion flux and \( D \) the diffusion
coefficient of water vapour in air. The transported variables are the temperature \( T \) and the mass fraction of water
vapour in the air, \( \omega \).

2.2 Heat and moisture transfer in porous materials

2.2.1 Governing equations

In the porous material only moisture transport due to water vapour diffusion is considered. The modelled
materials are capillary active and are characterized by a sorption curve giving the moisture content \( w \) (kg/m³)
as function of the relative humidity. Heat and moisture transfer is modelled under the assumptions that:

- No air transfer, no liquid transfer and no radiation heat transfer occurs
- Moisture storage is independent of temperature
- The temperature remains below the boiling point

Under these assumptions the moisture transport equation and the heat transport equation can be written in
function of \( \omega \) and \( T \) (Eq. 3-4).
\begin{equation}
\frac{d\omega}{dt} = -\nabla \cdot \vec{g} \Leftrightarrow \frac{\partial \omega}{\partial RH} \frac{\partial \omega}{\partial \omega} + \frac{\partial \omega}{\partial RH} \frac{\partial \omega}{\partial t} = \nabla \left( \rho \frac{D}{\mu} \nabla (\omega) \right)
\end{equation}

\begin{equation}
\frac{dh}{dt} = \nabla \left( k_{mat} \nabla (T) - (c_{sup} T + L_{sup}) \vec{g} \right) \Leftrightarrow \rho_{mat} \frac{\partial T}{\partial t} + c_{liq} \frac{\partial W_{\text{liq}}}{\partial t} + \left( c_{sup} T + L_{sup} \right) \frac{\partial W_{\text{sup}}}{\partial t} = \nabla \left( k_{mat} \nabla (T) - (c_{sup} T + L_{sup}) \nabla \vec{g} \right)
\end{equation}

with

\begin{equation}
h = \rho_{mat} c_{mat} T + c_{liq} w_{\text{liq}} T + \left( c_{sup} T + L_{sup} \right) w_{\text{sup}}
\end{equation}

\begin{equation}
c = c_{mat} + \frac{c_{liq} w_{\text{liq}}}{\rho_{mat}} + \frac{c_{sup} W_{\text{sup}}}{\rho_{mat}}
\end{equation}

\begin{equation}
\phi = \frac{w}{W_{\text{sup}}} - \frac{1}{\rho_{\text{sup}}}
\end{equation}

\begin{equation}
w_{\text{liq}} = \frac{1}{1 - \frac{1}{\rho_{\text{sup}}}}
\end{equation}

\begin{equation}
w_{\text{sup}} = \frac{1}{1 - \frac{1}{\rho_{\text{sup}}}}
\end{equation}

where \(\mu\) is the vapour resistance factor, the subscript \textit{mat} refers to dry material conditions and \(\phi\) is the porosity of the material. In the right hand side of Eq. (4) the assumption is made that the energy associated with the water vapour flux is quite constant and can be brought outside the divergence operator.

### 2.2.2 Conservative implementation

Because of the non-linear nature of the transport equations (3) and (4) mass and energy conservation is not guaranteed: e.g. the storage term \(\frac{d\omega}{dt}\) \(\frac{\partial RH}{\partial \omega}\) varies with \(\omega\); and is not constant during a time step. To solve this problem Janssen proposed an iterative solution procedure in which the property that has to be conserved is estimated by a truncated Taylor series (Janssen, 2007; Janssen, 2002). This approach proved to be very effective and is implemented here. This approach, together with the segregated solution procedure of the CFD solver, leads to the following discretization of equations (3) and (4):

\begin{equation}
\frac{\partial \omega}{\partial \omega} \frac{\partial RH}{\partial \omega} \Delta t + \frac{w_{i+\Delta x,m} - w_i}{\Delta t} = \nabla \left( \rho \frac{D}{\mu} \nabla (\omega) \right)
\end{equation}

\begin{equation}
\rho_{\text{mat}} c \frac{T_{i+\Delta x,m+1} - T_{i+\Delta x,m}}{\Delta t} + \frac{h_{i+\Delta x,m} - h_i}{\Delta t} = \nabla \left( k_{mat} \nabla (T) \right) + \left( c_{\text{sup}} T + L_{\text{sup}} \right) \nabla \left( \rho \frac{D}{\mu} \nabla (\omega) \right)
\end{equation}

Note that the equations (9) and (10) are written in function of \(T\) and \(\omega\).

### 2.3 Practical implementation in Fluent®

In the previous section the differences between the transport equations in the fluid and the porous zone are discussed. In Fluent® it is not possible to transform the standard energy and species transport equations into equations (9) and (10). It is however possible to use ‘empty’ transport equations, so called UDS transport, which can be altered at will. For this reason the standard energy and species transport equations are not used, instead equations (1-2) and (9-10) are implemented in the UDS transport equations.
FIG. 1: Comparison between the increase in water vapour density predicted by the numerical model (___) and the analytical model (500s (□), 5000s (◊), 20000s (Δ), 200000s (×) and 500000s (Ο))

FIG. 2: Comparison between the increase in temperature predicted by the numerical model (___) and the analytical model (500s (□), 5000s (◊), 20000s (Δ), 200000s (×) and 500000s (Ο))
3. Verification and validation study

3.1 Verification

The aim of the verification study is to check the correct implementation of the equations given in the previous chapter. A test case for which the analytical solution is available, is simulated using the numerical model. Comparison of the analytical and numerical results allow for the assessment of the accuracy of the numerical model.

3.1.1 Test case

The considered test case was designed by (Milly, 1982) and represents the one dimensional, coupled diffusion of heat and water vapour in a 10 cm high porous material. Initially the temperature in the material is 20°C and the relative humidity is 23.45%. A step change is imposed at the top of the material: the relative humidity changes to 27.11% while the temperature at the top is maintained at 20°C. This causes water vapour to diffuse into the porous material and leads to a varying temperature inside the material (due to latent heat release). The bottom of the material is considered to be vapour tight and adiabatic.

To obtain an analytical solution for this test case the following assumptions have to be made: (1) the transfer of sensible heat by vapour diffusion and the storage of sensible heat in the liquid water and the water vapour are negligible, (2) the perturbations in temperature and vapour density are so small that the relation between the moisture content \( w \) and the relative humidity can be considered linear around the initial state with all other material properties considered constant. If these assumptions are valid the analytical solution developed by (Crank, 1989) can be used to describe the coupled heat and water vapour diffusion. The following material properties are used: \( w = 4.615 + 74.261 \times RH \); \( D/\mu = 4.37E-6 \text{ m}^2/\text{s} \); \( c = 2E6 \text{ J/kgK} \); \( k_{\text{mat}} = 1.5 \text{ W/mK} \). Note that an extremely high heat capacity \( c \) is chosen to guarantee small changes in temperature and hence assure the linear nature of the transport equations.

3.1.2 Results

Figure 1 and Figure 2 respectively give the increase of the vapour density and the temperature inside the porous material, as predicted by the analytical and numerical model. Figure 2 shows how the water vapour diffusion into the material triggers a temperature increase which levels out in time under influence of the heat conduction to the surface. The excellent agreement between both models shows that the equations in the numerical model have been correctly implemented and that the interaction between heat and water vapour transport is accurately represented.

3.2 Validation

In the validation study it is checked whether the hygric interaction between the air flow and the porous material simulated with the newly developed model agrees with reality. To this end an experiment for the benchmarking of 1D transient heat and moisture models of hygroscopic materials (Talukdar, 2007; Talukdar, 2008) is simulated. This particular benchmark experiment is well suited for the validation of the new model as the temperature, humidity and velocity of the airflow above the material are accurately controlled. This makes it possible to model the heat and moisture transport in both the air flow and the porous material.

3.2.1 Experiment

The experimental set up is elaborately described in (Talukdar, 2007). The test case simulated in this paper is not the case discussed in (Talukdar, 2008), but is a test case developed within the frame of IEA Annex 41 (IEA Annex 41, 2008). The most important characteristics of the set up and test case are briefly discussed here. During the experiment conditioned air is sucked through a duct which passes over a porous specimen. This test specimen is placed in an impermeable container with adiabatic walls. A step change in the humidity of the conditioned air is imposed and the resulting temperature and relative humidity change in the porous specimen are measured. The cross section of the duct has a height of 20.5mm. The porous specimen has a height of 37.5mm and a length of 498mm. Temperature and relative humidity sensors are placed inside the porous specimen at a depth of 12.5mm and 25mm.
The porous material used in the validation experiment is gypsum board. Three different experiments were carried out: the response of uncoated gypsum board (Test1), gypsum board coated with 0.1mm acrylic paint (Test2) and gypsum board coated with 0.1mm latex paint (Test3) were measured in the test set up. The material properties (sorption isotherm and vapour resistance factor) of the gypsum board, acrylic paint and latex paint were measured in (IEA Annex 41, 2008) and were used as input for the numerical model. The average velocity of the airflow in the duct is 0.82m/s which corresponds with a Re number of 2000. The test conditions for the three different validation cases are given in Table 1. In all three tests the relative humidity of the air flow is high during the first 24 hours. Next a step change is imposed to the air relative humidity resulting in a low relative humidity.

**TABLE 1: Test conditions for the three validation cases**

<table>
<thead>
<tr>
<th>Test</th>
<th>Used material</th>
<th>Initial conditions</th>
<th>Airflow conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T (°C)</td>
<td>RH (%)</td>
</tr>
<tr>
<td>1</td>
<td>uncoated gypsum</td>
<td>23.3</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>acrylic coated gypsum</td>
<td>24</td>
<td>34.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>latex coated gypsum</td>
<td>24.1</td>
<td>31.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.2 Model settings

The simulations are performed under the assumption of isothermal water vapour transfer: a constant temperature is imposed to the air and the porous material. To model the material properties as accurately as possible 5th order polynomial functions are used for the sorption isotherm and the vapour resistance factor of the gypsum board, acrylic paint and latex paint. The air flow in the duct is assumed to be laminar and to have a hydrodynamically fully developed profile. This is in agreement with measurements performed by (Iskra, 2007). The time step used in the transient simulation is 60s.

3.2.3 Results

Figure 3 shows the distribution of the relative humidity in the porous material and the air. In this figure the developing boundary layer for moisture transfer and its effect on the distribution of the relative humidity in the material is clearly visible.

![FIG. 3: Relative humidity in the porous material (Y<0) and air (Y>0) after 24 hours for Test case 1](image)
FIG. 4: Comparison of the measured (—) and simulated (_ _) evolution of the average relative humidity for Test1 at a depth of a) 12.5mm b) 25mm

FIG. 5: Comparison of the measured (—) and simulated (_ _) evolution of the average relative humidity for Test2 at a depth of a) 12.5mm b) 25mm

FIG. 6: Comparison of the measured (—) and simulated (_ _) evolution of the average relative humidity for Test3 at a depth of a) 12.5mm b) 25mm
In Figure 4, Figure 5 and Figure 6 the evolution of the average relative humidity at a given depth inside the porous material is compared for the numerical model and the experiments. A good agreement is found, especially during the absorption phase. The larger deviations during desorption might be caused by hysteresis in the material. By comparing the latter figures it can be seen that the humidity increase in the gypsum board decreases as the coating becomes more vapour tight (uncoated → acrylic paint → latex paint). This phenomenon was accurately predicted by the numerical model. The validation cases show that the new model is capable of simulating the hygric response of a porous material to a change in the properties of the air flowing over it.

4. Conclusion

In this paper a coupled CFD - hygrothermal material model is presented. A mass and energy conservative formulation of the heat and moisture transport equations in porous materials is implemented in the commercial CFD solver Fluent®, hence assuring a direct coupling between the fluid and the porous zone. A verification of the newly developed model was performed by comparing the model with the analytical solution for a simplified test case. Next experiments for the benchmarking of one dimensional heat and moisture transfer model were simulated. The good agreement between the simulation and the experiment proves the capability of the new model to accurately predict the hygrothermal interaction at the air-material interface.
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SUMMARY:
The study of moisture migration from the surface of building materials and construction elements is of great importance for the characterization of their hygrothermal performance. In particular, transient calculation of moisture migration from the surface requires knowledge of the convective mass transfer coefficient, CMTC and the moisture buffering properties of the building materials. In this paper the influence of the evaporation, radiation, and convection (of heat) on the convective mass transfer coefficient between the warmer air and a horizontal upward facing colder water surface is explored under atmospheric pressure. The air temperature and the water surface temperature in water-filled square cups are obtained by measurements with T type thermocouples connected to a data-logger. The results from this measurements and observations are analyzed and discussed. Increased temperature difference between the water surface and surrounding air leads to higher value of the convective mass transfer coefficient. In addition slightly decreasing value of the mass transfer coefficient is detected during the experiments. At relative humidity of 35 % and air temperature at 30°C and 24°C, the measured water surface temperature is 24.8°C and 20.4°C respectively; and the mass transfer coefficient were 0.002032 to 0.002116 m/s

1 Introduction

It is of great scientific interest to determine the parameters of heat and vapor exchange in the boundary layer in order to study the effects of the convective moisture migration mechanism between building materials and the surrounding air. Over the past decade, a lot of research has been carried out on the effect of moisture transfer and storage in building materials as it affects indoor climate.

Many parts of the world experience large changes in temperature and relative humidity from season to season. The indoor relative humidity, is an important parameter to determine the occupants’ perception of indoor air quality, and is also an important parameter as a cause of harmful processes that may occur on surfaces of materials, such as microbial growth (O’Reilly et al. 1998). Several studies have shown that high moisture contents in indoor air and building materials increase the risk of “sick building syndrome” (Sundel, 1996). Thus, it is known that humidity has an impact on both the working efficiency and health of occupants. Due to the varying loads, the indoor humidity exhibits significant daily or seasonal variation. Materials that absorb and release moisture can be used positively to reduce the extreme values of humidity levels in indoor climates.
The use of hygroscopic building materials to moderate the hygrothermal indoor environment has been a topic of research in hygrothermal conditions for buildings since at least the beginning of the 1980’s, and the results have been used in building design and analyses since then (Plathner and Woloszyn, 2002). (Simonson et al. 2004) discovered that moisture transfer between indoor air and hygroscopic structures significantly reduced the peak indoor humidity, which lead to an improvement in the quality of the indoor air as perceived by occupants. There is now an interest in including in the analyses the moisture buffering properties of absorbent, porous building materials.

The microclimate of an area is largely determined by nature of the surface which governs the rate of the energy and moisture exchange between the boundary layer. The indoor thermal environment is strongly affected by the boundary condition at the room surfaces, due to the radiation and convection heat, evaporation or condensation flux, indoor temperature, airflow ventilation, envelope material properties, etc.

Many moisture transfer processes involve the vaporization of a liquid to the surrounding air. In this presented work, the constant value of vaporization enthalpy of 2 453 040 (J/kg) (in the first set of experiments) and 2 442 480 (J/kg) (in the second group of experiments) were used. Moisture transfer problem involving phase change such as water evaporation and solution of such problem needs to be analyzed by considering simultaneous heat and mass transfer. A simple free-water interface is analyzed during the evaporation of water. This condition over a water surface for estimation of the convective mass transfer coefficient is analogous to the saturated building material surface.

CMTC encountered in forced convection is typically proportional to the fluid velocities associated with forced evaporation. As a result, we tend to ignore natural convection effect in moisture transfer analyses that involve forced evaporation, although that natural convection may contribute even in forced convection situation. The error involved in ignoring natural convection is negligible at high velocities but may be considerable at low velocities. In addition many applications in building science and environmental engineering have zero air speed over building surfaces and therefore require CMTC at still air condition.

Thermodynamic and fluid mechanic assume variation in temperature as well as a sharp discontinuity in the density across water – air boundary layer. Therefore, it is important to investigate and understand the physical mechanism and direction of the interfacial discontinuity during the evaporation, in order to determine the convective mass transfer coefficient during the evaporation process.

There are many related work on the determination of heat and mass transfer coefficients considering the effect of free and forced convection such as (Iskra and Simonson, 2007, Yan, 1996). Sparrow et al. (1983) discovered that downward airflow dominated in the evaporation of water from circular pans when the water temperature was less than ambient air temperature. The importance of natural convection heat transfer for thermal developing flow in rectangular duct has been subject of other researchers. Heated water evaporation from a circular pan in a low speed wind tunnel has been investigated by Pauken (1999). Evaporation boundary layer was result of turbulent forced and turbulent natural convection boundary layer, where the forced convection was dominated by the air velocity and free convection was a function of the density difference between the air at the surface of the water and the surrounding air.

The heat balance is one of the basic quantitative indicators that define evaporation migration from the pure water due to the radiation and convection heat, evaporation or condensation flux, and indoor temperature.

The experimental work in this paper is focused on measuring the evaporation flux from water surface, relative humidity in the air, temperature at the water surface, surrounding surfaces as well as in the air in cases without airflow over the water surface. The aim of this present work is to study the process of the mass evaporation of pure water not only to determine the CMTC but also to show the importance of the water evaporation itself without any contribution of the ventilation. These measured results are used to validate calculated convective mass transfer coefficient from the surface energy balance.
2 Description of the experiment and the calculation model

The primary goal of presented work is to measure the convective mass transfer coefficient between the still air and water surface at atmospheric pressure.

A climatic laboratory room of a volume of $17.56\text{m}^3$ ($2.4 \times 3.05 \times 2.4\text{m}$) is constructed at Norwegian University of Science and Technology, NTNU. The temperature and relative humidity of the room can be controlled individually in the range $4 - 30^\circ \text{C}$ ($\pm 1^\circ \text{C}$) and $30 – 90\% \text{RH}$ ($\pm 2\%\text{RH}$). The air velocity is measured to be in the range $0.1 – 0.3 \text{m/s}$.

Two equal water sample holders, named cup 1 and 2 are placed into a plywood box (with dimension $0.7 \times 0.7 \times 0.5\text{m}$) not only to avoid the air circulation inside the climatic room but also to provide a stable condition for natural evaporation. Water cup 1 was put on a scale while the other, cup 2, was a control sample for surface temperature, in order to examine the effects of the heat flux from the electrical scale on the water cups. (It was discovered that the scale released heat into the sample (cup 1) in the early stage of the experiment). For this purpose an isolation material is fixed between the balance surface and water cup 1 in order to avoid the transient heat from the electrical balance. A plastic curtain is situated along the front side of the plywood box for visual inspection of the specimens during the test. A water container was kept inside the climatic room. The system was adiabatic i.e. no external heat source/sink was used, and the latent heat for evaporation was extracted from the surrounding air. The system was allowed to stabilize at constant (but different) air and water temperature upon the saturation experiment. Each sample holder has a square shape with opening area of $100 \times 100\text{mm}$ and is filled with water from the container just before they are placed inside the plywood box. The cups are manufactured from polyester and are easily removable and adjustable from the box. Polyester has a low thermal conductivity, hence the heat leakage through the polyester walls were negligible. Water cup 1 is placed on an electrical analytical balance – Sartorius LA 1200S. The weighting capacity of the balance is 1200g with readability of 0.001g. The calibration of the electrical balance is done according to the manual of the producer (Sartorius 2004). The output electronic signal of the electrical balance is transferred to a PC through a LABVIEW program (NI 2007). The interval of reading the changes of the weigh is set to be two minutes. A schematic diagram of the experimental setup for the analysis of the evaporation processes are shown in (Fig.1)

Very sensitive and inexpensive T type of thermocouples has been used to measure the air temperature of the air inside the plywood box as well as the temperature on the water surface. The wall temperature of the plywood box were very close to air temperature so that we have assumed that internal surfaces of the box has temperature equal to the air temperature. The thermocouples calibration employed an ice point bath, which consists of crushed ice and water held in an insulated thermos. The ice-point provides a convenient way to check the calibration of the thermocouples whose range includes $0^\circ \text{C}$. The output signal was stored into the Hydra Data Logger (HYDRA 1990). It was continuously scanning at each two minute intervals.

Evaporation moisture flux in the present study is defined as the evaporation expected from a continuously saturated surface. The evaporative mass flux $G$ (kg/s) from water cup 1 can be estimated as a function of temperature and density of the water surface as well as the air then compared with measured water loss by the electrical balance. Then the convective mass transfer coefficient $\beta$ was determined as a ratio between the measured mass flux $G$ and the driving force (difference between the density of the moist air at the surface of the water $\rho_{w,sat}$ and the free stream vapor density $\rho_{w,air}$) for the given surface area $A$:

$$\beta = \frac{G}{A \cdot (\rho_{sat} - \rho_{air})}$$

The value of the surface mass transfer coefficient $\beta$ (m/s) is determined as a function of the measured evaporation flux from the water surface due to the evaporation, radiation, and convection (of heat).
The theoretical model is taken from (Cengel, 2006) based on the redistribution of the energy across the water surface is accomplished primarily through three processes: sensible heat flux (convection), latent heat flux (evaporation) and heat transfer by radiation.

Sensible heat flux is the process where excess of the heat energy is extracted from the water surface to the surrounding air by convection. The amount of the sensible heat depends mainly on the temperature difference between water surface and overlying air. Horizontally heat energy migration (advection) is neglected. Latent heat flux moves energy globally when liquid water is converted into the vapor (evaporation). Due to the higher temperature of the surrounding surfaces long wave radiative exists between the surrounding surfaces and water surface. The sum of the three above mention components is the total rate of energy exchange between the atmosphere air and the water surface.

So, the theoretical model that we consider is:

\[ Q_{\text{tot}} = h \cdot A \cdot (T_{\text{air}} - T_{w}) - \beta \cdot A \cdot (\rho_{\text{sat}} - \rho_{\text{air}}) \cdot h_{\text{fg}} + \varepsilon \cdot \sigma \cdot A \cdot (T_{\text{air}}^4 - T_{w}^4) \]  

(2)

where \( h \) is the convective heat transfer coefficient (W/m²K), \( h_{\text{fg}} \) is the enthalpy of vaporization of water which depends on water surface temperature (J/kg), Stefan – Boltzmann constant \( \sigma = 5.67 \times 10^{-8} \) (W/m²K⁴), and \( \varepsilon \) emissivity of the water surface 0.96 (-) (Cengel, 2006).

The value of the convective heat transfer coefficient was obtained from (Hiramatsu et al. 1998) by Eq. (3).

\[ h = 3.5 + 4.7 \cdot 10^{-2} \cdot (T_{\text{air}} - T_{w}) + 3.5 \cdot 10^{-4} \cdot (T_{\text{air}} - T_{w})^2 \]  

(3)

The value of the convective heat transfer coefficient for horizontal water surface in still air has been suggested by (Abdel and Elmroth 2007) between 8 and 10 (W/m²K) for air speed lower than 0.3 m/s, and by (Cengel 2006) 3. 1 (W/ m²K) for velocity 0 < V < 0. 2.

Various theoretical models of the heat transfer coefficient for estimation of the convective mass transfer coefficient were considered. But a theoretical model based on (Hiramatsu et al. 1998 shows best agreement between the measured and predicted results.

FIG. 1: Description of the experimental setup (not in scale)
3 Results and Discussion

For obtaining the physical properties (density, and specific heat capacity) of the water surface as well as the humid air, the temperature at the water surface and temperature in the air just above the water surface were used. The experimental work has been based on a couple of sets of water evaporation carried out under different test condition according to the experimental procedure explained in the previous section. In the first set of experiments, the average air temperature was 24°C and the average temperature of the water surface was measured to be 20.4°C. For the second group of experiments the average temperature of the air was 30°C and the temperature of the water surface was measured to be 24.8°C. The relative humidity of the air was 35% ± 3% for both experimental groups. Slightly increased value of the relative humidity is detected within the both group of experiments due to the water evaporation inside the plywood box.

The atmospheric pressure was measured once per hour inside the room by a manometer that was connected to the computer.

In this presented work, the density of the moist air at the surface of the water is always larger than that of the bulk airflow, since the water temperature is always less than the bulk airflow temperature, which causes a buoyancy-driven down flow of air towards the surface of the water.

The value of the mass transfer coefficient $\beta$ for the both groups measurements are given in the tables. Table 1 presented the values of the mass transfer coefficient at air temperature 24°C, and water surface temperature of 20.4°C while table 2 shows the measured results at air temperature 30°C, and water surface temperature of 24.8°C. From the both tables we see that the value of the mass transfer coefficient $\beta$ in table 1 is between 0.001566 (m/s) and 0.001974 (m/s) for the first group or 0.002032 (m/s) and 0.002116 (m/s) in the second table.

### TABLE 1: Measured and calculated values for mass transfer coefficient at air temperature 24°C, water surface temperature 20.4°C

<table>
<thead>
<tr>
<th>Experiment</th>
<th>A [m/s]</th>
<th>B [m/s]</th>
<th>C [m/s]</th>
<th>D [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Measurements</td>
<td><strong>0.001566</strong></td>
<td><strong>0.001974</strong></td>
<td><strong>0.001820</strong></td>
<td><strong>0.001784</strong></td>
</tr>
<tr>
<td>Max. Measurements</td>
<td>0.001954</td>
<td>0.002185</td>
<td>0.002073</td>
<td>0.002050</td>
</tr>
<tr>
<td>Min. Measurements</td>
<td>0.001226</td>
<td>0.001595</td>
<td>0.001558</td>
<td>0.001458</td>
</tr>
<tr>
<td>Sample standard deviation</td>
<td>0.000133</td>
<td>0.000108</td>
<td>0.000098</td>
<td>0.000106</td>
</tr>
<tr>
<td>Median</td>
<td>0.001564</td>
<td>0.001977</td>
<td>0.001813</td>
<td>0.001791</td>
</tr>
<tr>
<td>Average Calculation</td>
<td><strong>0.001607</strong></td>
<td><strong>0.002022</strong></td>
<td><strong>0.001794</strong></td>
<td><strong>0.001869</strong></td>
</tr>
<tr>
<td>Max. Calculation</td>
<td>0.001676</td>
<td>0.002095</td>
<td>0.001854</td>
<td>0.001920</td>
</tr>
<tr>
<td>Min. Calculation</td>
<td>0.001226</td>
<td>0.001943</td>
<td>0.001746</td>
<td>0.001809</td>
</tr>
</tbody>
</table>

### TABLE 2: Measured and calculated values for mass transfer coefficient at air temperature 30°C, water surface temperature 24.8°C

<table>
<thead>
<tr>
<th>Experiment</th>
<th>1 [m/s]</th>
<th>2 [m/s]</th>
<th>3 [m/s]</th>
<th>4 [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Measurements</td>
<td><strong>0.002054</strong></td>
<td><strong>0.002032</strong></td>
<td><strong>0.002116</strong></td>
<td><strong>0.002052</strong></td>
</tr>
<tr>
<td>Max. Measurements</td>
<td>0.002355</td>
<td>0.002265</td>
<td>0.002350</td>
<td>0.002144</td>
</tr>
<tr>
<td>Min. Measurements</td>
<td>0.001817</td>
<td>0.001756</td>
<td>0.001842</td>
<td>0.001767</td>
</tr>
<tr>
<td>Sample standard deviation</td>
<td>0.000093</td>
<td>0.000087</td>
<td>0.000075</td>
<td>0.000086</td>
</tr>
<tr>
<td>Median</td>
<td>0.002057</td>
<td>0.002175</td>
<td>0.002010</td>
<td>0.002045</td>
</tr>
<tr>
<td>Average Calculation</td>
<td><strong>0.002089</strong></td>
<td><strong>0.002051</strong></td>
<td><strong>0.002189</strong></td>
<td><strong>0.002063</strong></td>
</tr>
<tr>
<td>Max. Calculation</td>
<td>0.002240</td>
<td>0.002208</td>
<td>0.002287</td>
<td>0.002303</td>
</tr>
<tr>
<td>Min. Calculation</td>
<td>0.002004</td>
<td>0.001957</td>
<td>0.002099</td>
<td>0.001986</td>
</tr>
</tbody>
</table>
The sample standard deviation is defined as

\[ S = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2} \]  

(4)

where the \( x_i \) is the values of the sample data and \( n \) is the number of the measurements.

In the second group of the experiments, slightly increased value of the averaged surface mass transfer coefficient is noted due to the higher temperature difference between the still air and the water surface.

In Table 1 we are presenting the measured and calculated value for the mass transfer coefficient at average temperature of the air 24°C and the temperature of the water surface of 20.4°C. The average measured value of the mass transfer coefficient in this case varies between 0.001566 (m/s) and 0.001974 (m/s) while the sample standard deviation varies between 0.000098 and 0.000133.

Table 2 list the measured and calculated values for the mass transfer coefficient (CMTC) at average air temperature of 30°C and the temperature of the water surface was measured 24.8°C. The average measured value of the mass transfer coefficient in this case varies between 0.002032 (m/s) and 0.002116 (m/s) while the sample standard deviation relative deviation between 0.000075 and 0.000095.

FIG. 2: Comparison between the measured and calculated values for mass transfer coefficient at air temperature 24°C, water surface temperature 20.4°C from Table 1
4 Conclusion

The practical application of this work is related to building physics in cases where the air temperature is higher than surface temperature of the wet material surfaces during the evaporation at extremity low air speed.

The basic idea of this experimental work is to study the influence of temperature differences between the still air water surface and hence to determine the mass transfer coefficient during the evaporation process.

From the both groups of measurements can be concluded that the mass transfer coefficient increases with increasing temperature differences between the water surface and surrounding air. Slightly decreasing value of the mass transfer coefficient is noted within the time of experiments. The explanation for this can be given with the fact that the higher relative humidity leads to lower mass transfer coefficients.

At relative humidity of 35 % and air temperature at 30°C and 24°C, the measured water surface temperature is 24.8°C and 20.4 0°C respectively; and the mass transfer coefficient were 0.002032 to 0.001566 m/s 0.001974 m/s respectively.

Slightly higher effect on the total evaporative mass flux is also noted for the second group of experiments. In contrary, the experimental results of the mass transfer coefficient in this paper can be related mainly to the combined natural convection and forced convection, (but when the forced convection is dominant over the natural convection this effect will be neglected) from a horizontal surface.

An additional research goal is rising from this experimental work. Detailed investigation of the responsibility of the measured parameters such as temperature, relative humidity, evaporation on the CMTC as well as the experimental uncertainty of measured value of the CMTC will part of the further
research. Design new mathematical model that can describe the dimensionless convective moisture transfer coefficient when neither forced nor natural evaporation is negligible.
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SUMMARY:  
A study was planned in order to improve the knowledge on heat, air and moisture transfers within light-weight building envelopes. In this aim, an experimental cell exposed to real climate, consisting of a small wooden frame structure and panel walls is being built. The aim of this large scale experiment is to evaluate the influence of different elements, such as the thickness of insulation, the thermal inertia and the vapour-barrier on the indoor environment and the building structure. The experiments will be followed by a numerical parametric study. The first phase, design of the experiment using numerical simulation, is discussed here. Two ways are exposed, the first one consisting in simulating several possible configurations, and evaluating the best sequence from the results, the second one consisting in giving information for the location of sensors. Concerning experimental sequences, the results of numerical simulations showed that it is more relevant to install additional insulation, prior to extra thermal inertia. Concerning sensor locations, 2D simulations showed that the effect of thermal bridges was visible on a length of about 15 cm. This information allowed choosing relevant locations for thermocouples in order to measure the effect of multidimensional transfers.

1. Introduction

The need for sustainable buildings led to the development of high performance envelopes. Building sciences have now to get to a better understanding of the conditions within the wall, and their consequences on the indoor environment. Depending on indoor conditions, insulation and hygroscopic properties of materials, condensation can occur and insulation level can thereby seriously decrease. Such phenomena are particularly important for light-weight envelopes, where mass transfers may seriously affect heat transfers.

To get information on the behaviour of such a structure, an experimental cell exposed to real climate, consisting of a wooden frame structure and panel walls is being built. The aim of this full scale experiment is to evaluate the influence of different parameters: the thickness of the insulation, the thermal inertia, the vapour-barrier, etc. on the behaviour of indoor environment and building structure.

The whole study consists of 3 phases:

- Design of the experiment using numerical simulation
- Large scale experimentation and model validation/improvements
- Parametric study using numerical model
The first phase, design of the experiment using numerical simulation, is discussed here. Numerical simulation was used to answer the following questions:

- What experimental protocol should be adopted in terms of evolutions of the experimental cell?
- Where the sensors should be located in order to perform relevant measurements?

The first question is a key point to optimise experimental investigations. Indeed, switching between steps requires serious modifications of the experimental cell, such as adding or removing additional insulation layer and/or vapour or air barrier, etc. Also the duration of each step is rather long, several weeks will be needed. It is then necessary to make sure that each step, and the sequence of steps, will be relevant, and no experimental time and effort will be wasted. Here, the required simulation tool has to be able to represent whole building approach, including outdoor climate, internal loads and coupled heat and mass transfers within the envelope.

The second question is very important in places such as corners, structural elements etc., where multi-dimensional transfers occur. Therefore numerical simulations should be performed using detailed tools, able to represent multi-dimensional effects.

2. Overall experimental protocol

2.1 Experimental set-up

The experimental measurements will be performed in a full scale test cell exposed to real outdoor climate. The test house, presented in figure 1, is built based on the European Technical Approval concerning wooden frame constructions [1], and is located at CSTB Grenoble, France. It consists of one room (≈ 5x5x2.5 m³) plus a naturally ventilated attic, not studied here. It will be ventilated and an occupation will be simulated using a humidifier and a heating system.

The structure is based on a wooden frame, consisting of spruce posts (70x16 mm²) positioned every 60 cm. The ceiling and the floor are highly insulated (thermal resistance of 12.5 m²K/W, permeability of the vapour barrier of 2.08.10⁻¹² kg/m²sPa), in order to have heat and moisture transfer mainly across vertical walls.

Initially, the lateral panels were to be built as shown on fig. 1b. The aim of the air gap between the gypsum board and the insulation was to leave us the possibility to increase the thickness of the insulation material without changing, in particular, the quantity of wood and the presence of thermal bridges. This composition for the wall panels is the one used in the simulations discussed in this paper; however, after discussion with other members of the project, some changes were made.

![FIG. 1: Schematic drawing of the test cell (frame and wall section)](image-url)
The objective is to study the influence of some construction parameters (e.g. the thickness of insulation, the quality of air- and vapour-barriers), and the potential leak points (around the window, in the corners, close to the posts), etc.

The instrumentation comprises the measurements of temperature and relative humidity in the room, within the walls and at their surfaces, heat flux through walls, as well as energy consumption and outdoor conditions.

As a first step, the test cell is built in a basic configuration, referred to as “base case” (C0) in the following. From this base case, we have the possibility to test several construction configurations, in order to evaluate the influence of some elements. We show in this paper the interest of using numerical simulations to help designing the subsequent steps of the experiment.

### 2.2 Methodology for the use of numerical simulation

Apart from the window, the following 4 parameters were chosen as primary parameters to vary: the thickness of insulation, the vapour-barrier, the air-barrier, the thermal inertia (concrete plates can be added on the floor).

The base case (C0) has no window, in order to diminish the influence of solar radiation, and to have homogeneous wall compositions. The basic characteristics are: single layer of insulation (80 mm), presence of vapour- and air-barrier, and no extra thermal inertia.

Then, a window will be added, in order to have a more realistic building. This will be called the “reference case”, or C1.

From here, with the variation of 4 parameters, 16 different configurations are possible, see figure 2.

Two types of evolutions are possible:
- Impacting mainly mass transfer (adding/removing air- and vapour- barrier)
- Impacting mainly heat transfer (adding/removing insulation and thermal mass).

---

**FIG. 2: Chart of the possible configurations**

---

(W: window; 
 t: one layer of insulation; 2t: 2 layers; 
 V: vapour barrier; \( \overline{V} \): no vapour barrier; 
 A: air barrier; \( \overline{A} \): no air barrier; 
 i: inertia; \( \overline{i} \): no inertia)
We had to define one sequence of experiments, that is, choosing among those 16 possible cases the configurations to carry out practically; the rules are that we have to change one parameter between two successive cases, and we want to have as visible effects as possible. The numerical simulations are used here to answer the question: which evolutions are the most relevant for experimental measurements (i.e. showing the most visible differences between steps \( n \) and \( n+1 \))?

To better observe the impact of mass transfers, it was decided that the tests on vapour- and air-barrier should follow each other, helping us to see their respective behaviour/role.

From here, 3 "main directions" could be identified:

- 1\(^{st}\) modification of mass transfer / 2\(^{nd}\) modification of mass transfer / 1\(^{st}\) modification of heat transfer / 2\(^{nd}\) modification of heat transfer
- 1\(^{st}\) modification of heat transfer / 2\(^{nd}\) modification of heat transfer / 1\(^{st}\) modification of mass transfer / 2\(^{nd}\) modification of mass transfer
- 1\(^{st}\) modification of heat transfer / 1\(^{st}\) modification of mass transfer / 2\(^{nd}\) modification of mass transfer / 2\(^{nd}\) modification of heat transfer

As there are always two possibilities for mass and heat transfer modifications, a total of 12 possible sequences is obtained. To choose the most interesting sequence, the impact of heat transfer modifications was studied first, considering that we have both vapour- and air-barrier. Therefore the following configurations were simulated: C1 (one layer of insulation and no additional thermal mass), C2 (one layer of insulation and additional thermal mass), C9 (two layers of insulation and no additional thermal mass), C10 (two layers of insulation and additional thermal mass). The differences between the 2 possible "paths" between C1, initial case, and C10, final case (via C2 or via C9) are presented in the section "results".

3. Numerical models

3.1 Whole building modelling

3.1.1 The HAM-tools

The software used here, HAM-Tools (Heat, Air and Moisture simulation Toolbox), is a simulation toolbox developed by the Chalmers University of technology (Sweden), and by the Technical University of Denmark. It is described in details in [2] and [3]. It is open source, free for research and available on www.ibpt.org.

The toolbox is a component library, running with Matlab-Simulink, which allows simulating the thermal, hygric and airflow behaviour of a building in its entirety (walls in detail and volume). The walls are modelled using a 1D finite differences scheme, and the air zones are considered homogeneous (1 node per zone). At each time step, the temperature and relative humidity are computed for each node, as well as the air pressure of the zone and the moisture content of the materials. The material properties are functions of the temperature and/or moisture content. The HAM-Tools can also read a climate file, and provides a simplified heating/cooling system, ventilation, and gains due to occupants (heat/vapour). The software computes the energy loads of the building.

The main interest of HAM-Tools in this study is that it simulates both the room air and the construction elements, giving detailed temperature and moisture fields inside the walls. This is a key point in our work, as focus is put on the behaviour of the construction elements. For this reason also we will install sensors inside the walls and at the thermal bridges locations.

To achieve this study, 2D modules for the HAM-tools will be developed in order to be able to simulate also the thermal bridges, and to have an overall model for the building. The models will be validated against the experimental results.

3.1.2 Non-ventilated cavity

In the first version of the test-cell, 80 mm of insulation have been installed, but, in order to easily add a second layer of insulation, the posts are 160 mm wide. This means we have a non-ventilated cavity inside the walls, between the insulation and the gypsum board.
To model the walls of our test house, we used the default block “exterior wall” in HAM-Tools. This block describes a wall made of 3 layers: one exterior material, one insulation material, and one interior material. Between the two latter, a possibility is given to add a heat, vapour and/or liquid resistance, generally used to insert a vapour barrier. We used this possibility to model both the vapour barrier and the non-ventilated cavity.

As no liquid transfer at all can occur through the air gap, the resistance for liquid transport was set to a very high value. Also a large value for the resistance to vapour transfer was used, to represent the vapour-barrier.

We modelled the heat exchanges within the cavity with a constant resistance, because the convection correlations (based on Nusselt number calculations) required a loop that the model couldn’t solve. To estimate the value of this resistance, we used the calculation method from EN ISO 6946 standard [4], considering both radiation and convection. The convection heat transfer is given as a function of the thickness of the cavity. By using the calculation method in [5], based on dimensionless numbers and empirical correlations, we obtained the same value for a temperature gradient of 5 K (which seems reasonable), that is, $h_c=1.25 \text{ W/m}^2\text{K}$. The radiation heat transfer coefficient is a function of the emissivity of both sides of the cavity, giving $h_r=5.7 \text{ W/m}^2\text{K}$, resulting in a total resistance for the cavity of 0.17 m²K/W.

### 3.1.3 Simulation parameters

The exterior temperature and relative humidity were defined as sinusoidal curves (both of daily and yearly period), based on the climate in Grenoble.

The cladding itself is not modelled, but is supposed here to protect the wall from wind-driven rain and partly from radiation. Therefore and to simplify, no rain and no radiation (both short and long wave) are taken into account.

The chosen period corresponds to the coldest part of the winter, the ambient relative humidity being at its maximum. The simulation ran for 30 days, until dynamic pseudo-equilibrium is reached; only the last days are shown in this paper. For this period, the temperature and relative humidity had an average daily evolution between -8°C (resp. 98%) and +2°C (resp. 88%).

In the simulations, the room was heated, using a variable temperature set point, in order to observe the effect of some inner additional thermal inertia. Set points were 20°C during “office hours” (9h-17h), 17°C otherwise. The heater is the default one in HAM-tools, with a proportional regulation. A constant humidification of 40g/h was added, in order to take into account latent loads, while not having parasitical effects due to a varying amount of humidification. This rate corresponds to 1 occupant sitting at a desk. The ventilation rate is constant and set to 0.5 ach.

The materials used are taken from the material library in HAM-Tools, the properties of which are based on [6].

### 3.2 Thermal bridges modelling

We used in parallel the software COMSOL and WUFI 2D, in order to have a better confidence in the results. COMSOL allows the user to input his own equations, domain and boundary conditions, and solve the system by a finite elements method. WUFI 2D is dedicated to heat and moisture transfers, containing a large library of materials.

We modelled the heat transfer by conduction inside 2D blocks, representing the main thermal bridges that we will face in our test-cell. These are the junction between the floor or ceiling and the vertical walls, the vertical corners and the junction between the panels and the wooden frame elements.

Only thermal simulation was carried out, in order to determine the temperature field. From this, we will assume one or a few locations where condensation or high relative humidity could occur. This can either be due to high absolute humidity (no vapour-barrier, or on its inside face), or cold temperature (mostly close to the exterior surface). Hygroscopic materials, such as wood, can also release moisture while the local temperature is falling (time delay), resulting also in such risks.

The other point of those simulations was to evaluate the extent (length) of the influence of the thermal bridge on the regular part of the wall, in order to place the thermocouples so as to get a “profile” of this influence.

The boundary conditions were chosen constant, 5°C on the outside, 20°C on the inside. The material thermal conductivity and heat capacity are defined identically to HAM-Tools materials.
4. Results

4.1 Configurations and sequences to study

We ran the 4 simulations corresponding to the evolution of the test-cell from single insulation layer, no inertia, to double insulation layer, with additional thermal inertia (C1, C2, C9 and C10). The interesting parameters to observe were the indoor temperature, and, mostly, the heating power. Very few effects, if any, could be seen in the other parameters evolution (such as room absolute or relative humidity, or walls temperature or humidity).

In figure 3 we can see the evolution of the heating needs as a function of time, for the last 5 days of the simulation period. The shape of curves, with very strong variations is due to the intermittent temperature set point and the proportional control of the heating device.

We can see, both from C1 to C2, and C9 to C10, the effect of adding thermal inertia. The amplitude of variations, when the set point changes, is much stronger with the additional thermal inertia. In cases C2 and C10 the heater can even be stopped for a while.

We can also observe, both from C1 to C9, and C2 to C10, the effect of adding supplementary insulation. The insulation makes the whole plot lower, C1/C2 needing globally more power than C9/C10; if we calculate the energy consumption for the last day of simulation, using a trapezoidal method to integrate the power needs, we get 72.13 kJ in C1, 65.10 kJ in C2, 67.19 kJ in C9 and 58.84 kJ in C10.
The effect of adding inertia is slightly more significant with a standard insulation (C1 to C2) than with a thicker insulation (C9 to C10), regarding the evolution of the power. The main reason is that with a better insulation, the power need already falls down to a low value, making the inertia less probing in this case.

The interesting fact to denote here is that the difference between C1 and C9 is clearly visible (in average 200 W lower for the maximum and minimum value), whereas when we have more inertia, adding insulation (C2 to C10) produces less effect (approximately 100 W for the maximum value, hardly any difference at all for the period of stop).

After analysing the results of numerical simulations, we have chosen to install first some more insulation, and then to add extra thermal inertia, corresponding to the sequence C1 (one layer of insulation and no additional thermal mass) - C9 (two layers of insulation and no additional thermal mass) - C10 (two layers of insulation and additional thermal mass).

4.2 Sensors positioning

For each case, the results from both WUFI 2D and COMSOL simulations agreed very well (difference less than 0.5°C); only the latter is presented in figure 4 (wooden frame within wall, figure 4a, floor junction, figure 4b, and vertical corner, figure 4c). The case modelled corresponds to a complete filling of the cavity by insulation.

FIG. 4: the 3 thermal bridges and the location of sensors on the vertical corner

On figure 4a, b and c, the lines represent isothermal values, every 1°C, from 5°C to 19°C. On figure 4d, TC stands for thermocouple, RHT for relative humidity and temperature sensor.
The interesting information was to learn that 15 cm away from the coldest point, no more effect of the thermal bridge could be seen. We therefore decided (see figure 4d for the example of the vertical corner) to place thermocouples at distances regularly increasing from the coldest point to 20 cm away. We also placed a thermocouple on the exterior side of the wooden element.

5. Conclusions and Perspectives

This paper presented the methodology of using numerical simulations as an aid for designing an experimental protocol.

Two ways were exposed here, the first one consisting in simulating several possible configurations, and evaluating the best sequence from the results, the second one consisting in giving information for the location of sensors. Concerning experimental sequences, the results of numerical simulations showed that it is more relevant to install first additional insulation, and then to add extra thermal inertia. Concerning sensor locations, 2D simulations showed that the effect of thermal bridges was visible on the length of about 15 cm. This information allowed choosing relevant locations for thermocouples in order to measure the effect of multidimensional transfers.

The practical aspects of the modifications, and the period of the year, will be key points for the choice of the sequence, but we show here that interesting information can be obtained using numerical simulation. For some of the parameters to study, it can even be decisive. Another point in using numerical simulations before making the experiment is to help us determining which data will be the most interesting to observe in the different configurations, and most relevant to compare between 2 cases.

The next phase in our work is to perform the chosen sequence of experiments; the climate measured data will be used as an input for the numerical model, then the simulation results will be compared to the measures, and the model will be adjusted.

Then, we will use the numerical model to perform the parametric study itself, in the same conditions for the different configurations. The conclusions should help in understanding coupled heat and mass transfers in lightweight envelopes and to give indications on the ways to improve the performance of wooden frame constructions.
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SUMMARY:
Two wall-testing protocols used for evaluating wall assemblies in the Canadian Arctic were developed. The protocols were developed as part of a project to develop building envelope assemblies that are energy efficient and durable under extreme cold outdoor climates and indoor conditions typically found in these climates. The objective of the testing phase was to evaluate the hygrothermal performance of wall assemblies as well as providing input for hygrothermal simulations. The exterior test protocol was based on a representative Arctic location selected on the basis of a climate characterization study carried out using Canadian locations. The interior protocol comprises four parameters: temperature and interior moisture, and is intended to be used in conjunction with the exterior protocol.

1. Introduction

Most Canadian Arctic communities are accessible only by air, sea, or ice road and consequently the cost of utilities in these northern communities is significantly higher as compared with communities having road or rail access. The cost of infrastructure and transportation is also quite high. Extreme northern climates greatly affect the durability of building envelopes, which in turn affects the quality of the built environment and its energy budget as well as the global environment. These factors emphasize the need for the development of energy efficient, durable, healthy, and sustainable housing. Although there is readily available information on the design of building envelopes and technologies for northern Canadian communities little attention has been given to the performance of innovative building envelopes exposed to such extreme conditions (Saïd 2006). Many demonstration projects have been built in the North stretching back to the 1980’s however in general there has been little review of the performance and service life of these projects or indeed typical houses (Cornick and Rousseau 2007). Data on acceptable typical indoor conditions in these communities are scant and limited (Kovesi et al. 2006a and b, Rousseau et al. 2007). To address some of these issues, a four-year project was undertaken to assess the performance of innovative wall systems for the Canadian North, (Saïd 2005).

The scope of this project includes a review of published literature on high energy efficiency building envelopes, outdoor climate characterization, a field survey of indoor temperature and relative humidity in selected homes and a community consultation on typical current practices for construction methods of the building envelope. Data collected in these field surveys has supported the development of experimental and modelling studies to predict the hygrothermal performance and the energy and environmental impact of several wall assemblies for the Canadian Arctic. The experimental study will be conducted in an environmental chamber, which can simulate climate on one side and indoor conditions on the other (Maref et al. 2007). Six wall systems, five considered innovative and a reference wall will be tested. The overall energy and hygrothermal performance of the walls will be assessed and will ultimately lead to recommended Arctic wall types based on wall performance and cost. In preparation for this work it was necessary to define the limiting conditions to which these walls would be exposed on the exterior and interior sides. Computational studies were coordinated with the laboratory testing studies in order to obtain data to benchmark computation as well as provide data for the design of the laboratory testing. Since it is not practical to test all combinations the test results will also form the basis of a parametric study to assess the hygrothermal performance of the selected building envelope assemblies. Two
studies supported this effort, a survey of interior conditions, and a climate study. The protocols for testing of wall assemblies described in this paper were developed for this project as no standardized existing test protocols were deemed adequate for reproducing the extreme environmental loads that the building envelope of housing can be subjected to in the Arctic. The development of the protocols is described by Cornick (2008a and b).

2. Accelerated test protocol

Accelerated tests are designed to induce, in a short period of time, changes in properties representative of those caused by natural aging so that long-term performance can be predicted from the test results (Masters and Wolfe 1974). There is an enormous amount of published work on accelerated test-protocols focusing on the corrosion or deterioration of individual components or materials. Mehlhorn and Herlyn (1998) describe a double climate chamber system facility at the Fraunhofer-Institut für Holzforschung where full-scale specimens can be tested. The facility is designed to be used for accelerated aging or short-term testing and has been used to test interior insulation materials used in wood-frame construction.

For the exterior protocol expected in-service conditions were intensified so as to provoke high rates of moisture transfer in a short period time by subjecting the specimens to typical and extreme conditions. Moisture management is assessed through the application sustained high temperature and pressure gradients combined with high indoor moisture conditions and with rapid changes in the exterior conditions. The main reason for proposing accelerated tests was time. Rather than testing for an entire year the accelerated exterior climate test protocol was designed to represent three seasons: winter season, spring, and summer, as the sequencing of these were deemed to present the critical conditions for moisture accumulation and moisture drying potential. The advantage of an accelerated test is the collection of data in a shorter time frame than full year cycle studies. The difficulty lies in the ability to predict performance to actual constructions in the field. This stresses the importance of complementary studies involving field monitoring, as well as review of documentation maintenance, repairs, energy consumption of buildings built with the walls characterized in the laboratory.

Since the main objective of the laboratory testing is to examine the cold weather performance, a long period of cold weather testing was selected. Specimens are first acclimatized, then subjected to mean conditions, followed by mean minimum conditions, followed by a brief period of extreme cold conditions, and returned to mean conditions, approximately 4 weeks providing enough time to fully characterize the performance of the wall during cold weather. The spring season and summer seasons are included to assess ability of the wall specimens during a rapid transition season. The summer and spring phase each last approximately one week. The interior protocol is linked to the exterior protocol in that the temperatures and relative humidity (RH) values are linked to the exterior parameters. There was sufficient data to develop an interior daily profile for the winter phase (Rousseau et al. 2007). The spring and summer interior profiles were developed by using interior temperature and RH models (ASHRAE 2006). The total test duration is 6 weeks. Although a six-week protocol can hardly be called accelerated, the protocols will be evaluated after the testing of the first set specimens is complete.

3. Exterior extreme cold climate test protocol

The proposed exterior test protocol for the extreme cold regions is described in this section. The protocol comprises four climate parameters: ambient temperature, wind speed, atmospheric moisture and solar irradiance. Not all the parameters need to be used in the testing program; they can be used singly or in combination as required.

3.1 Representative Cold Location

The cold climate protocol was developed using weather data extracted from one cold location. The selection of this representative location was made from a pool of locations for which long-term data sets of hourly weather conditions were available. Many of the locations had up to 48 years of data, starting as early as 1953, and ending in 2001. To winnow the list of potential locations, only locations that met the cold climate criteria outlined by Cornick (2005) were considered. The criteria were: 1) 100 or more days where daily min. is less than –20°C, and/or 2) 8000 or more heating degree-days below 18°C. Fig. 1 shows the mean min. daily temperatures for locations with long-term data meeting the criteria. The three coldest populated locations considered were Cambridge Bay (Iqaluktuttiaq), Hall Beach (Sanirajak), and Resolute (Qausuittuq), all in Nunavut. Of the three possible locations with long-term data, Cambridge Bay was selected as the representative location. Cambridge Bay shows the greatest seasonal temperature range.
3.2 Temperature

Winter. Temperature was the most important testing parameter for the extreme protocol. Three seasons were considered; winter (Dec. to Feb.), spring (Mar. to May), and summer (Jun. to Aug.). In determining the thresholds for the winter season, min. daily temperatures were considered. The average min. temperature for the three winter months is \(-35^\circ C\), the suggested baseline for the winter temperature cycle. There are significant periods where the temperatures are \(-40^\circ C\) and below. A threshold temperature of \(-42^\circ C\) is proposed to mimic typical cold spells lasting about a week. There are significant periods when the temperatures drop below the winter design temperature, \(-46^\circ C\) (NBCC 2005). During these periods, the heating systems in buildings may not be able to maintain the design temperature. To simulate extreme cold spells, a threshold temperature of \(-50^\circ C\) held for 36-hours is proposed. The rates of temperature change in winter fall between 0 and 2°C/h (Cornick 2008b). It was clear from the data that there is no regular pattern of diurnal temperature cycling during the winter season therefore no diurnal temperature cycling for the winter portion of the test protocol is provided. The suggested winter temperature profile for the cold regions protocol is given in Table 1.

Spring. There is a rapid warming during the spring season. Large diurnal cycles may result in melting and refreezing of moisture accumulated in the wall stud cavity. Daily max. temperatures are proposed as the basis of the spring season profile to increase the possibility of freeze/thaws in the cavity. Temperatures for the typical spring months vary significantly around the mean value. A steady warming trend was observed. Suggested steps are at \(-25^\circ C\) for March, \(-15^\circ C\) for April, and \(-5^\circ C\) for May. The rates of temperature change in spring fall between 0 and 4°C/h, however most of the values fall between 0 and 2°C/h. Data obtained for the spring months show a clear pattern of diurnal cycling due to insolation. To maximize the effect of springtime variation it is recommended that a 10°C 24-hour diurnal swing around the base line temperatures be incorporated into spring season profile. The solar model assumes a simple symmetric cosine variation around the daily mean temperature shifted to accommodate the peak, at 16:00 hours (Cornick 2008b). The spring solar profile is given in Table 1.

Summer. The summer months show a progressive warming due to increased amounts of insolation. Regular diurnal cycles can raise the temperature of exterior envelope elements much above ambient temperature leading to possible heat damage or premature aging. To maximize the potential for such effects to occur in the test the daily max. temperatures were selected as the basis of the summer season profile. The mean max. temperatures for the typical summer months are 5°C, 15°C, and 10°C in steps. To simplify the protocol a single condition of temperature, 15°C was selected. There was less variation in heating and cooling rates than in the spring. This is expected due to the prolonged daylight periods. Most of the rates of temperature change in summer fall between 0 and 2°C/h although there were excursions of up to 8°C/h. The summer months also show a strong pattern of diurnal cycling due to solar irradiance. The spring diurnal temperature profile is recommended (see Table 1).

---

**FIG. 1: Mean daily minimum temperatures for various Northern locations.**
3.3 Wind

Wind is an important climate parameter in the performance of exterior envelopes in extreme cold climates. The Canadian arctic can be divided roughly into two regions, the east and west, the Eastern Arctic being the windier of the two. Comparing various Northern communities, Cambridge Bay can again be used as a representative location for windy locations. The mean monthly mean wind speeds tend not to vary by season while the direction is consistent from the North. For the protocol a constant wind condition, 22 Km/h or 6.1 m/s, close to the annual mean, was suggested. To simulate wind in a test chamber a fan can be used or a pressure difference maintained across the sample to simulate the effect of wind. When using a pressure difference a heat transfer coefficient must be maintained on the exterior surface to simulate the effect of heat removal. In determining the appropriate pressure difference, \( \Delta P \), across the sample, the following assumptions were made: 1) the building height was 6m, 2) the location of the neutral pressure plane was at grade, 3) the station pressure was 101.3 kPa, 4) the indoor temperature was 25\(^\circ\)C, 5) the wind pressure coefficient on the leeward side was 1.0, and 6) the stack and wind pressures were added.

Wind velocity pressures at the wind speed recommended for the protocol vary from 23 to 30Pa, depending on temperature. The absolute stack pressure was calculated for various temperature differences. For the spring and summer time conditions the stack pressure is much reduced, approximately 5Pa. The wind velocity pressure and stack pressures were added to give the worst case. For the winter profile, assuming an ambient temperature of –35\(^\circ\)C, the long-term mean, and the wind velocity pressure is approximately 27Pa. The stack pressure at this temperature is approximately 17Pa. The combined pressure is 44Pa. Rounding up the recommended pressure difference across the envelope was 50Pa. The recommended spring and summer period pressure differences across the envelope were 35Pa and 25Pa respectively. The variation of Heat Transfer Coefficient (HTC) using the ASHRAE Handbook of Fundamentals, Chapter 3 formula (ASHRAE 2005, McAdams 1954) shows that the heat transfer coefficient should be in the range of 30 W/m\(^2\)-K for the wind speed recommended. The suggested pressure difference and heat transfer coefficient profile is given in Table 1.

### Table 1: Parameters that comprise the exterior protocol, the complete protocol is given by Cornick (2008b).

<table>
<thead>
<tr>
<th>Stage No.</th>
<th>Season</th>
<th>Description</th>
<th>Ext. T [(^\circ)C]</th>
<th>Time [h]</th>
<th>( \Delta P ) Pa/HTC [W/m(^2)-K]</th>
<th>RH [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Winter</td>
<td>Initial conditioning</td>
<td>–35(^\circ)C</td>
<td>168</td>
<td>50/30</td>
<td>70</td>
</tr>
<tr>
<td>2</td>
<td>Winter</td>
<td>Average conditions</td>
<td>–35(^\circ)C</td>
<td>168</td>
<td>50/30</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>Winter</td>
<td>Typical conditions</td>
<td>–42(^\circ)C</td>
<td>168</td>
<td>50/30</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>Winter</td>
<td>Extreme conditions</td>
<td>–50(^\circ)C</td>
<td>36</td>
<td>50/30</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>Winter</td>
<td>Average conditions</td>
<td>–35(^\circ)C</td>
<td>168</td>
<td>50/30</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>Spring</td>
<td>Spring (Mar.)</td>
<td>–25(^\circ)C</td>
<td>72</td>
<td>35/30</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>Spring</td>
<td>Spring (Apr.)</td>
<td>–15(^\circ)C</td>
<td>72</td>
<td>35/30</td>
<td>80</td>
</tr>
<tr>
<td>8</td>
<td>Spring</td>
<td>Spring (May)</td>
<td>–5(^\circ)C</td>
<td>72</td>
<td>35/30</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>Summer</td>
<td>Summer season</td>
<td>15(^\circ)C</td>
<td>120</td>
<td>25/30</td>
<td>85</td>
</tr>
</tbody>
</table>

### 3.4 Atmospheric Moisture

Atmospheric moisture in the extreme cold regions does not directly play a large role in the performance of the envelope. Temperatures are too cold throughout most of the year for the atmosphere to hold significant amounts of moisture. The importance of this parameter depends largely on the interior environment. During the winter months the average humidity ratio is about 0.6 g water g/kg dry air. For the temperatures specified for the winter portion of the protocol the saturation humidity ratios are less than 0.14 g/kg. Compare these values with typical values for indoor moisture content, which vary between 2 and 4 g/kg during the winter. Control of humidity on the cold side of the test chamber is not crucial during the winter portion of the test protocol. If humidity control is desired and possible, a suggested target RH is 70% for the winter portion of the test. In spring, like the winter months, the amount of water vapour in the atmosphere is still low. The average humidity ratio is about 1.0 g/kg. If humidity control is desired and possible, it is suggested that the target RH be held at 80% for the spring part of the test. In the summer months the average humidity ratio is 5.0 g/kg. This is more significant than the other periods. The suggested target RH is 85% for the summer part of the test. The RH profile is given in Table 1.

### 3.5 Insolation

The decision to include solar radiation in the cold regions test protocol was based on anecdotal evidence provided by building specialists in Northwest Territories during community consultation, to the effect that solar driven moisture was a major consideration with respect to performance and premature aging of materials on
certain building facades (Cornick and Rousseau 2007). Global horizontal radiation in Cambridge Bay NU shows a sharp rise in the spring months and a sharp fall off in the autumn with a slight double peak. The direct irradiance pattern follows a similar pattern but shows a more pronounced double peak. Diffuse radiation reaches a peak on the longest day of the year. The pattern on a vertical surface is different. In Cambridge Bay the south orientation receives the most radiation. The peaks occur at the end of March or beginning of April. The peak solar radiation received on a southern exposure occurs during the spring swing season around Day 93 (April 3rd).

Table 2: Mean total irradiance W/m² for selected days on a south face vertical surface in Cambridge Bay NU.

<table>
<thead>
<tr>
<th>Season/Hour</th>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
<th>Day 4</th>
<th>Day 5</th>
<th>Day 6</th>
<th>Day 7</th>
<th>Day 8</th>
<th>Day 9</th>
<th>Day 10</th>
<th>Day 11</th>
<th>Day 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring</td>
<td>3 April</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>40</td>
<td>180</td>
<td>380</td>
<td>580</td>
<td>720</td>
<td>820</td>
</tr>
<tr>
<td>Summer</td>
<td>21 June</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td>120</td>
<td>180</td>
<td>280</td>
<td>360</td>
<td>440</td>
</tr>
</tbody>
</table>

The peak mean total irradiance corresponds with the peak mean hourly irradiance as well. Day 93 is suggested for the solar profile for the spring portion of the exterior test protocol. Direct solar irradiance on a vertical surface is less in the summer months than in spring. Diffuse radiation is high due to the longer daylight hours. The peak values occur towards the beginning of June. Since there is almost constant daylight for the summer months, the direct and diffuse profiles are all similar. The suggested daily profile occurs on the summer solstice (June 21st or Day 172). The hourly irradiance values, direct normal plus diffuse, rounded to the nearest 20 W/m² for practical purposes are given in Table 2. The values given are direct normal radiation on a south facing vertical surface plus the diffuse radiation. The recommended irradiance for the winter is 0 W/m².

4. Interior extreme cold climate test protocol

The interior test protocol for the cold regions was based on measurements undertaken in 16 homes in Inuvik Northwest Territories and Carmacks Yukon Territory (Rousseau et al. 2007, Cornick and Kumaran 2008).

4.1 Temperature

From the measurement data, the following observations were made, 1) temperatures were kept high, 2) the ranges are different; 5°C to over 35°C for Carmacks, 16°C to 35°C for Inuvik, 3) the mean temperatures in the Carmacks and Inuvik data sets were similar, and 4) there was considerably more variability in the Carmacks data. There were two distinct patterns in the data. The difference in the data sets was that the majority of the Yukon houses surveyed were heated using wood burning stoves without heat distribution systems. Since the majority of houses in the Arctic are not heated by wood, a heating profile was developed using the Inuvik data, i.e. houses with forced-air or baseboard heating systems. In houses with working heat distribution systems temperatures were kept high, temperature control was good, and the range was narrow (see Fig. 2). Setbacks were not used. Several Nordic residents where occupants tend to use high set points and open windows for temperature control confirmed this anecdotally. The recommended profile is 21°C, the 10% temperature. In houses that use wood stoves, temperature control was more variable and setbacks were observed when the occupants were away or sleeping. Seven of the eight houses surveyed in the Yukon used wood burning stoves as the primary heat source. There were no central heat distribution systems or thermostats. A separate temperature profile was developed for houses with wood burning stoves, details of which are given by Cornick (2008a). Spring and summer temperatures for the cold locations were not measured as part of the project. Predictions of the interior temperatures were based on the procedure outlined in ASHRAE 160P (2006). Springtime temperatures for Cambridge Bay NU are still cold. Interior temperatures in the spring were set to 21°C. The month chosen for summer was July 1983 a typical warm summer month. The 24-hour running average temperature never rises above 18.3°C consequently the summer profile is set at a constant 21°C.

4.2 Relative humidity

Three strategies for setting the boundary relative humidity conditions on the room side were examined: 1) constant conditions, 2) an offset from the exterior conditions, and 3) an interior daily moisture profile.
FIG. 2: Hourly temperatures for the houses surveyed, Inuvik NT. Minimum, maximum and mean temperatures of the houses surveyed for each hour of the day, plus or minus one standard deviation are shown.

4.2.1 Constant conditions

The sample period for the surveys was in winter. The 90th percentile value of the combined dataset was chosen for the RH level threshold. The RH at this level was 41%, rounded down to 40%. This threshold is in line with the recommended value in ASHRAE 160P (2006). Spring and summer data for Inuvik and Carmacks were not measured as part of the project. Predictions of the interior RH were based on the procedure outlined in ASHRAE 160P. For the representative location the month chosen was May 1991. The mean daily temperature for May was –5.3°C, which using the procedure yielded a relative humidity of 44.7% rounded up to 50%. Similarly for summer RH conditions the month chosen was July 1983. The mean daily temperature for July was 12.3°C, which using the procedure yielded a relative humidity of 62.3%, rounded up to 65%.

4.2.2 Dynamic/Offset

Another method proposed was to use an offset from the exterior conditions, applied to the interior chamber of the test facility. The offset expressed in terms of difference between indoor and ambient humidity ratio was determined from the survey data in a manner similar to that used in determining the constant RH conditions. A lognormal distribution was assumed. In selecting the moisture load threshold for the test protocol the 90% value of the combined dataset was chosen. The moisture load at this level is 5.0 g/kg. It was suggested that this moisture loading, be used for all seasons, since there was no data to suggest that the loading was seasonal.

4.2.3 Interior moisture profile

A daily moisture profile based on the survey results was produced. The profile accounts for moisture added to the interior during the day. The advantages of this method are that a typical 24-hour profile can simulate typical occupant behaviour and other profiles exist for comparison. The disadvantage of the approach is that it may be difficult to achieve in the lab. Examples of daily moisture profiles already exist (Ellinger 2004). Tariku (2008) developed a moisture profile by estimating the daily moisture generation based on occupancy (Christian 1994), determining a schedule for the occupants, then distributing the moisture according to the schedule. In the case of the survey data it was difficult to generate a moisture generation schedule lacking information on occupancy, house characteristics, and the use of ventilation equipment. A moisture profile based on the measured data that imposes humidity conditions rather than imposing a load added to ambient conditions was developed. The humidity ratio was derived from the recommended RH and temperature profiles.

Different rooms type were monitored, bathrooms, kitchens, bedrooms, common areas, and storage spaces. Certain rooms have a specific use and distinct moisture profiles. A generalized profile is shown in Fig. 3. There was much data on bathrooms and kitchens. Three profiles were generated: 1) a bathroom profile, 2) a kitchen profile, and 3) a whole house profile. The normalized mean RH for each hour in each room was plotted in order
to identify patterns. The thresholds were based on statistical analysis. The hourly profiles are given in Table 3. Profiles for the other time steps were also developed (Cornick 2008a).

5. Discussion

Testing protocols developed for the assessment of the hygrothermal performance of building envelope for extremely cold regions, such as the Arctic are scarce. The protocols here may be furthered refined as actual testing experience is acquired. The key to developing the exterior protocol was the selection of a representative location. Other locations may be selected, however, the methodology for determining the thresholds values remains valid (Cornick 2008b). No account was made for increasing temperatures in the Arctic. Recently the Canadian meteorological service has made the modelling data on the Intergovernmental Panel on Climate Change 4th Assessment Report (IPCC 2007) scenarios available. A reassessment of the exterior protocol is perhaps in order to reflect future trends. With respect to the interior protocol more survey data is required, particularly for spring and summer seasons. Although there was sufficient data for developing the winter portion of the interior protocol, the survey pointed to areas where more information would be useful. Specifically, more information on specific rooms, a better assessment of air-change rates, air pressure difference and occupant behaviour are required. As well, a longer monitoring program needs to be established to provide hourly data on the interior conditions throughout all seasons.

![Fig. 3: A generalized moisture profile.](image)

**TABLE 3: Hourly whole house profile**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whole house average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>21</td>
<td>1.5</td>
<td>10\textsuperscript{th} percentile</td>
<td>16</td>
<td>40</td>
<td>21</td>
<td>6</td>
<td>90\textsuperscript{th} percentile</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>21</td>
<td>6</td>
<td>90\textsuperscript{th} percentile</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
<td>23</td>
<td>10</td>
<td>21</td>
<td>1.5</td>
<td>Mean</td>
</tr>
<tr>
<td>Bathroom Profile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>21</td>
<td>1.5</td>
<td>10\textsuperscript{th} percentile</td>
<td>18</td>
<td>50</td>
<td>21</td>
<td>8</td>
<td>99\textsuperscript{th} percentile</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>21</td>
<td>8</td>
<td>99\textsuperscript{th} percentile</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
<td>23</td>
<td>10</td>
<td>21</td>
<td>1.5</td>
<td>Mean</td>
</tr>
<tr>
<td>Kitchen Profile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>21</td>
<td>1.5</td>
<td>10\textsuperscript{th} percentile</td>
<td>16</td>
<td>40</td>
<td>21</td>
<td>6</td>
<td>90\textsuperscript{th} percentile</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>21</td>
<td>6</td>
<td>90\textsuperscript{th} percentile</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
<td>23</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>Mean</td>
</tr>
</tbody>
</table>

6. Summary

This paper gives an overview of the development of two test protocols for testing building envelopes exposed to extreme cold conditions as found in the Canadian Arctic. The exterior protocol comprises four parameters:
temperature, wind, atmospheric moisture and solar irradiance. An accelerated test was defined; the length of the test is 6 weeks or 42 days. Three seasons comprise the test, a winter season, a spring or swing season and a summer season. Not all the parameters need to be used in the test. The most important parameter is temperature. Other parameters can be added as required. A corresponding interior test protocol was also developed. The protocol comprises two parameters: temperature and moisture. The protocol was based on the results of monitoring the indoor environment of 16 residential units for one winter month.
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SUMMARY: This study consisted of three parts. The first comprised development of a model of the wood rotting process, and is based on observations in the laboratory. We set a huge number of wood pieces with various water contents and waited for rotting to start. We then measured the weight and water content of the pieces every few weeks. The second part of our study comprised development of a numerical model to represent the rotting process under various conditions. The model is based on the growth of fungi hypha in the wood. The third part comprised calculation of the humidity variation in the crawl space of dwellings in Japan. The results of the above were then used to estimate the durability of the crawl space.

1. Introduction

It is said that the wood rotting process is divided into two phases (Nofal 2000). In the first phase, called the “Initial stage”, fungi in the air stick to the wood surface and their hypha grow into the pores in the wood. The hypha absorb water and nutrients such as nitrogen from the wood cells along the pore walls, and the fungi grow bigger.

When the fungi have grown to a certain size, they start to “eat wood”. This is the beginning of the second phase, called the “Growth stage”. In Japan, Dr. Saito has been studying the growth stage of wood fungi (Saito et al. 2007). He has calculated the weight loss caused by fungi growth together with heat and moisture variation.

Our object is to clarify the initial stage, which past studies have regarded as a simple linear relation with time.

Our study was composed of three parts. The first part comprised observation of the wood rotting process in the laboratory. We set a huge number of wood pieces with various water contents and waited for rotting to start. We then measured the weight and water content of the pieces every 2 weeks. The second part comprised development of a numerical model to represent the rotting process under various conditions. This model was based on the growth of fungi hypha in the wood. The last part comprised development and application of a numerical model.

2. Observation of wood rotting

The test conditions for all samples were as follows.

a) No specific fungi were pre-planted on the sample surfaces.

b) The samples were placed in small plastic bags after the water contents were adjusted to the planned range. (See Figure-2 and 3)

These were the major points of difference with past studies, and were the main reason why our focus was on the initial stage. In previous studies, specific fungi were placed on test pieces, and the growth processes of those specific fungi were obtained, as intended. In our study, we could not obtain the growth processes of specific fungi. However, we determined the growth processes of several fungi common in real houses.

Table 1 shows the test conditions, which are divided into 2 groups: constant and daily variation.

“Constant” means that the temperature and humidity were constant. The water content, which was set by adding water to the test pieces at the beginning of the observation, decreased with time. We measured the weight of the pieces every 2 weeks and calculated the water contents. If a piece was too dry, we added water.
Daily variation conditions of daily condensation in an insulated wall of a house were simulated by controlling the temperature and humidity of the laboratory room and adding water once a day. The amount of added water was determined from calculations of annual T & RH variations of a wall using the HAM-tool before the tests. However, during the actual test period, we occasionally failed to add the correct amount of water.

We chose Japanese hemlock as the standard wood since this is known as being the most easily rotted.

Table-2 shows the test schemes for A1 and A2.

<table>
<thead>
<tr>
<th>Code</th>
<th>Place</th>
<th>Environment condition</th>
<th>Type of wood</th>
<th>Number of pieces</th>
<th>Test period</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>Nara</td>
<td>30°C 95%RH</td>
<td>Hemlock</td>
<td>60</td>
<td>2003.1-2004.1</td>
</tr>
<tr>
<td>A3</td>
<td>Mie</td>
<td>30°C 95%RH</td>
<td>Hemlock, Pine, Cypress, Spruce</td>
<td>270</td>
<td>2005.8-2006.3</td>
</tr>
<tr>
<td>B4</td>
<td>BRI</td>
<td>27°C 95%RH – 26°C 70%RH</td>
<td>Hemlock</td>
<td>40</td>
<td>2003.1-2007.9</td>
</tr>
<tr>
<td>B5</td>
<td>BRI</td>
<td>27°C 95%RH – 26°C 70%RH</td>
<td>Hemlock</td>
<td>90</td>
<td>2005.7-2007.9</td>
</tr>
<tr>
<td>F</td>
<td>KIU</td>
<td>30°C 95%RH</td>
<td>Hemlock</td>
<td>108</td>
<td>2007.8-2008.9</td>
</tr>
</tbody>
</table>

C: Constant, D: Daily variation, T: Transient

Table 2: Test scheme of A1 and A2

- **Step 0**: Preparation of the test pieces
  - Cut and make 60×50×20mm piece

- **Step 1**: Measure dry weight of test pieces
  - Measure weight after 48 hours at 60 degree C.

- **Step 2**: Set water content
  - 20~30%wt
  - 40~70%wt
  - Over 80%
  - Soak piece in pure water.
  - Set pieces in glass box with pure water in bottom. No direct contact between piece and water. (Photo-1)

- **Step 3**: Set pieces in incubator
  - Set piece in plastic bag or box (Photo-2)
  - Then set piece in T&RH controlled room (Photo-3)

- **Step 4**: Weigh every 2 weeks, and observe rotting
  - Adjust water content based on measured weight

- **Step 5**: Measure dry weight as in Step 1 after rotting is detected.
3. Observation results

Table-3 shows the rotting process of each piece after Test A1. All rotted pieces, which were found after 16 weeks, had water contents of 40 ~ 70%wt.

This suggests that the wood rot needs 100 days and a water of 40 ~ 60%wt under constant conditions. This is very significant.

<table>
<thead>
<tr>
<th>Time Elapsed (Weeks)</th>
<th>0</th>
<th>10</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>24</th>
<th>28</th>
<th>38</th>
<th>40</th>
<th>54</th>
</tr>
</thead>
<tbody>
<tr>
<td>WC 20 ~ 30 %wt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40 ~ 70 %wt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>80 ~ 120 %wt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In test-B, 3 pieces had rotted after 120 weeks. The water contents in this test varied through the day. This result is reasonable because the rotting period would be expected to be longer than that under constant conditions.

In this test, we did not record the weight variations. We only recorded of the volume of added water and the times it was added. We calculated the change of water content by the following method.

The water content depends on the volume balance between evaporation and volume of added water. The evaporation rate is estimated as shown in Table-4.

<table>
<thead>
<tr>
<th>Temperature Depression</th>
<th>RH</th>
<th>Vapor pressure [mmHg]</th>
<th>Vapor transfer coefficient [kg/m²sPa]</th>
<th>Evaporation rate per unit area [g/m²h]</th>
<th>Surface area [m²]</th>
<th>Evaporation rate [g/h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>RH</td>
<td>P_s(T)</td>
<td>P_s(T) x RH</td>
<td>ΔP_v</td>
<td>α_i</td>
<td>J = α_i/ΔP_v</td>
</tr>
<tr>
<td>26</td>
<td>70</td>
<td>3,360</td>
<td>2,360</td>
<td>1,000</td>
<td>2.1e-8</td>
<td>77.2</td>
</tr>
<tr>
<td>27</td>
<td>95</td>
<td>3,573</td>
<td>3,386</td>
<td>187</td>
<td>1.3e-8</td>
<td>13.6</td>
</tr>
</tbody>
</table>

*Test pieces were sealed on 4 sides with a vapor barrier, leaving 2 free surfaces of 2cm x 5cm. Thus, the evaporative area is 0.02 x 0.05 x 2 = 0.002 m².

Table-5: Evaporation rate of water adding day and non-water adding day

<table>
<thead>
<tr>
<th>T &amp; RH</th>
<th>Evaporation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water adding day</td>
<td>9:00~18:00 26C70%RH</td>
</tr>
<tr>
<td></td>
<td>18:00~27C95%RH</td>
</tr>
<tr>
<td>Non-water adding day</td>
<td>27C95%RH</td>
</tr>
</tbody>
</table>

The amount of water in the wood piece is determined from the following formula.

\[ X_{n+1} = X_n + \Delta X \]  

(1)

The term \( \Delta X \) is given by,
At water adding day \[ \Delta X = 2.4 - 1.8 = 0.6 \text{ g/day} \]

Other days \[ \Delta X = -0.66 \text{ g/day} \]

Figure-4 shows the calculated water content variations of the 3 rotted pieces. Measured results of water content are also plotted in the figure as square symbols. It can be said that the calculated result corresponds with the changing trend of the measured result.

![Figure 4: Water content variation of three rotted pieces](image)

In the beginning to 35 weeks, the water contents were about 40 ~ 60%wt, which is fitted to the rotting required condition obtained in the constant tests. However, from 35 weeks to 110 weeks, the water content was 20 ~ 30%wt. This was caused by the decrease in water adding frequency. After that, the water adding frequency increased, thus increasing the water content.

Figure-5 shows the variation of number of days when the water content was in the range of 45 ~ 55%wt. According to this result, it can be said that the rotting conditions under variable condition is same as in the constant tests. It needs a water content of 45 ~ 55%wt and a period of more than 100 days.

These tests also suggest that during the period where the water content was 20 ~ 30%wt there was no rotting. The rotting process seems to have stopped during this period. This is also very important in clarifying the initial stage of wood rotting.
In order to clarify the initial stage, we tested the effect of a drier state on the number of days needed for rotting to start. The former result shows that 20–30%wt did not have any influence on rotting, so we tried a drier state, such as below 20%wt.

Test-F was the same test as Test-A in the beginning. However, after 8 weeks, we move the test pieces to a room at 20 Deg. C. and 50%RH to dry the pieces and set their water contents to 10 ~ 20 %wt. After 4 weeks in the dry condition, we added water to the test pieces and adjusted the water content to 40~60%wt again. Then we continued to observe the pieces.

Figure-6 shows the water content variations of test pieces in Test-F. The water content, which was set to 40~60%wt at the beginning, dried after 8 weeks to 13~15%wt. After the number of days at 40~60%wt exceeded 120 days, which was the rotting condition we had already established, no rotting was found.

It can be considered that the drying period below 20%wt decreases the number of days needed for rotting.
4. Numerical modeling of initial stage of rotting

We considered the fungi growth process that explain the results of our measurements and a literature survey, and we constructed a numerical model based on the following assumptions.

a) The hypha of fungi needed for its growth hastens fungi growth after it has some length.

b) The hypha, with vacuum water and nutrition around it, can not absorb water rapidly while the water content is below the fibrous saturated point (30%wt) since the pore water is balanced by pore retention power.

c) If the water content is up to 40–60%wt, the water in the pores is free of pore retention and can be sucked by the hypha. If it exceeds 80%wt, hypha does not get the air (oxygen) to be needed for growth.

d) The hypha’s ability of to vacuum water is maintained while the surroundings are dry, until they can not sustain their organization. Once the organization of the hypha is broken by drying, the ability is lost.

We call the 40–60%wt period “Growth period”, the 20–30%wt period after the growth period “Stopping period” and the below 20%wt period “Cancelling period”. Figure-4 shows the basic concept of our model.

The numerical model based on the assumptions is formulated as follows.

When \( T_d \leq T_f \)

\[
L = f(W)
\]

*This is the relation between water content and strength, which is shown by many measurements.

When \( T_d > T_f \)

\[
L = L_d
\]

(*This is the strength of rotted wood.)

Here,

\( W \): Water content %wt, \( T_f \): Allowance term, \( T_d \): Equivalent hypha growth term

\[
T_d = \text{MAX}( T(W_{U1} \leq W \leq W_{U2}) - p \times T(W \leq WD), 0 )
\]

\( T(W_{U1} \leq W \leq W_{U2}) \): The term when the water content is in the range of \( W_{U1} \)and \( W_{U2} \)

(Hypha growing term)

\( T(W \leq WD) \): The term when the water content is below WD (Hypha decreasing term)

\( p \): Hypha decreasing parameter
The term $WD \leq W \leq WU1$ is the “Stopping term”. According to our tests and observations, $T_f = 100$ days (Elapsed time needed for rotting at a constant state), $WU1$ 40\%wt, $WU2$ 60\%wt, $WD$ 20\%wt, respectively. We have to investigate parameter $P$ more.

5. Application to crawl space durability

We show an application example of the damage function of wood rotting to durability estimation of buildings. In the Japanese summer, crawl space humidity rises because of the humid outdoor air and the coolness of ground heat capacity. (Iwamae et al. 2003) We calculate the annual variation of humidity of crawl space by simultaneous heat and moisture transient processes. The floor consists of plywood 30mm thick. The ventilation rate of the crawl space with the outdoors is 10 times per hour. This is normally used in Japan.

According to the water content of the floor wood, we calculate the wood rotting progress.

Figure 8 shows the annual variation of crawl space humidity with the outdoor air of Osaka. It is shown that summer does not have high humidity in the outdoors, but crawl space humidity is very high.

Figure 9 is the calculation results of the water content at the floor wood surface facing the crawl space. This is called “the standard case”.

Figure 10 show the wood rotting progress at the point. We calculate three cases from the damage function of wood rotting mentioned above. “Case x1.5” and “Case x 2.5” are the water content with the standard case multiplied by 1.5 and 2.5, respectively. In the standard case, there is a lot of condensations. However, according to our durability estimation, these condensations cause no damage to the wood. If the water content is higher than 1.5 times, the rotting proceeds to about half of the initial stage. But with the end of summer, the rotting progress starts to go back and no damage remains in the autumn. For the case of x2.5, the rotting progress goes headlong into the growth stage. At the beginning of September, the fungi will be visually detected in this case.
6. Conclusion

We constructed a numerical model for wood rotting, especially in the initial stage, based on laboratory tests. This numerical model represents the results of our tests well. However, we don’t think this model can represent all rotting phenomena around the world. We have to investigate and validate more, and the problem remains as follows.

1) Identify parameters in model, including variations for different wood

As stated above, hemlock is known to rot easily. In our tests on other woods, we did not find any fungi growth. Thus, we think the parameters based on Hemlock tests are safer. But too much safety is expensive and restricts design. It should be better to identify the parameters for the each kind of woods.

2) Influence of mold growth on rotting progress

Mold itself does not have any influence on structural strength. However, it affects human health. On the other hand, it interferes with fungi growth. Health problems should be handled by an air flow path in houses. We should try to study mold at any rate.
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SUMMARY:
The paper investigates moisture content in bottom and top sills in an internally insulated basement wall. Moisture and temperatures in the wall are measured from May 2007 until January 2008. The moisture content in the sills are also simulated in the program WUFI 2D. During the measurement period, the sills take up very little moisture. Long term simulations with high initial moisture content in the construction indicate that the sills in the wall dry out. However, this is not confirmed by the measurements, partly because of low initial moisture content in the sills and a short measurement period. Further, the bottom sill does not dry during the winter season as predicted by the calculations. The results from the project can not be used to confirm the validity of Norwegian guidelines concerning insulated basement walls.

1. Introduction

In Norway, areas in basements are often used as normal, heated living spaces. Basements walls therefore need good heat insulation and protection against moisture damages. Given the often limited drying possibilities of built-in moisture in basement walls, one would prefer wall constructions without organic constituents. However, basement walls with an inner, insulated wooden framework are nevertheless popular, partly of economical reasons. Such walls may experience moisture problems of different causes:

- Built-in moisture due to exposure to rain or snow during the building process
- Ground water or storm water infiltrate through cracks in walls
- Condensation on concrete surface due to entrance of moist room air
- Condensation on concrete surface due to moist air entering in cracks between floor and wall

In this paper, problems with built-in moisture from the building process are focused. There are numerous examples of rot in bottom sills in basements walls due to built-in moisture, especially in several kinds of prefabricated building elements combining in-situ concrete and an internal, wooden framework. In order to reduce the risk on moisture damages, the following guidelines are now recommended in Norway:

- At least 1/3 of the total thermal resistance should be located outside the concrete wall
- The wooden framework should be separated from the concrete wall with insulation, as shown in figure 1.
- No vapour barrier should be used on the inside of the wall, unless more than 50 % of the wall is above grade.

The aim of the study is to examine whether these guidelines are sufficient to avoid moisture damages due to built-in moisture from the building process. The study is based on measurements in a basement wall (figure 1) in a new house outside Oslo and on calculations with the program WUFI 3.2 (www.wufi-pro.com).
2. Measurements

Description of the materials in the basement wall is shown in Table 1. Water vapour diffusion resistance factor and the initial water content are used in the WUFI calculations. The wall is instrumented with thermocouples, sensors for relative humidity and conductivity moisture meter for wood moisture content. Hourly data are stored on a logger inside the house. Measurement data from the period 23.6.2007 until 10.01.2008 are used in the paper.

**TABLE 1: Materials in basement wall. The materials are listed as shown in figure 1, ranged from inside and out.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Width [mm]</th>
<th>Water vapour diffusion resistance factor (-)</th>
<th>Initial water content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gypsum board</td>
<td>9</td>
<td>8</td>
<td>1.8</td>
</tr>
<tr>
<td>Mineral wool</td>
<td>100</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>Sills and studs</td>
<td>100</td>
<td>100</td>
<td>44</td>
</tr>
<tr>
<td>Expanded polystyrene</td>
<td>50</td>
<td>50</td>
<td>1.8</td>
</tr>
<tr>
<td>Concrete, w/c ratio 0.4</td>
<td>100</td>
<td>180</td>
<td>85</td>
</tr>
<tr>
<td>Water membrane *)</td>
<td>100</td>
<td>$10^6$</td>
<td>-</td>
</tr>
<tr>
<td>Expanded polystyrene</td>
<td>50</td>
<td>50</td>
<td>1.8</td>
</tr>
</tbody>
</table>

*) Membrane under bottom sill and outside concrete wall

Figure 2 shows measured relative humidity inside the wall and average moisture content in bottom and top sills. The relative humidity is measured between the mineral wool and the EPS-insulation. The moisture content in the sills is corrected according to actual air temperature.

The moisture content in the bottom sill is higher and more constant than the moisture in the top sill. The moisture in the top sill reacts faster to changes in the surrounding climate. The sharp drop in the moisture content in the top sill towards the end of the measuring period is caused by a cold spell in the outside temperature, which in turn lead to low indoor relative humidity.
3. Simulations of heat and moisture transport

3.1 Calculation model

WUFI 2D 3.2 (www.wufi-pro.com) is a program for calculation of coupled heat and moisture transfer in building components. WUFI 2D 3.2 calculate transient heat and mass transfer in two dimensions. The mathematical model in the program is described by differential equations for heat and moisture transfer. The differential equations are discretised by means of an implicit finite volume method and are iteratively solved (Künzel 1995). For heat transfer, the program takes in to account thermal conduction, short wave solar radiation, long wave radiation cooling and enthalpy flows through moisture movement with phase change. For moisture transfer, the program takes into account vapour diffusion, solution diffusion, surface diffusion and capillary suction. Convective heat and moisture transport is disregarded.

3.2 Simulation results

The main input data for the calculations are shown in Table 1. The climate files used in the calculations are sinus-curves fitted to the measured climate data, see Table 2. Figure 3 shows the grid used in the calculation. Figure 4 shows measured and calculated moisture content in top and bottom sill throughout the measurement period. Figure 5 shows calculated moisture content in top and bottom sill assuming an initial high moisture content in sills and studs (18 % by weight) and concrete (90 % RH).

The calculated moisture content fits reasonably well to the measured moisture content in the top sill. The calculations for the bottom sill, however, do not concur very well with the rather constant moisture content in the bottom sill.

The long term calculations in Figure 5 indicate that the sills dry out.
Table 2: Description of sinus climate files used in the calculations

<table>
<thead>
<tr>
<th>Climate</th>
<th>Temperature/amplitude</th>
<th>Day of maximum</th>
<th>Relative humidity (%)</th>
<th>Day of maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor air</td>
<td>20/0</td>
<td>-</td>
<td>60/30</td>
<td>18. aug</td>
</tr>
<tr>
<td>Soil, 1-1.8 m</td>
<td>11.5/3</td>
<td>3. aug</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>Soil, 0-1 m</td>
<td>10/10</td>
<td>3. aug</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>Outside air</td>
<td>10/20</td>
<td>3. jul</td>
<td>70/10</td>
<td>18. aug</td>
</tr>
</tbody>
</table>

FIG. 3: Grid used in the WUFI2D 3.2 simulations. The right figure is an enlargement of the corner of the wall.
FIG. 4: Measured and calculated moisture content by weight in top and bottom sill

FIG. 5: Calculated development moisture content in sills, assuming a high initial moisture content in sills, studs and concrete
4. Discussion

The sills in the wall were quite dry when the building process was completed and the measurements started. During the measurement period, the sills take up very little moisture. The moisture content in the top sill seems to follow the changes in the surrounding atmosphere, while the moisture content in the bottom sill show small variations.

The calculated moisture content fits reasonably well to the measured moisture content in the top sill (figure 4). The fit between measured and calculated values are poorer for the bottom sill. One possible explanation for this could be air leakages to the ground. Moist air from the ground may prevent the seasonal drying of the bottom sill during wintertime.

Long term simulations with high initial moisture content in the construction indicate that the sills in the wall dry out. This is not confirmed by the measurements, partly because of low initial moisture content and a short measurement period.

The wall construction does not fully comply with the guidelines for insulation of basement walls in Norway. Only about ¼ of the thermal resistance in the wall is located outside the concrete, it should have been ⅓. Secondly, the external insulation should have covered the concrete wall also above grade. Without the external insulation in this area, there is a condensation risk on the inner surface of the concrete. This type of condensation is not confirmed in this project, but both simple condensate calculations and general experience from practice indicate that no external insulation in this area is a problem. In general, it is a challenge for the building industry in Norway to prioritise external insulation of basement walls.

5. Conclusion

Field measurements in an internally insulated basement wall show that the sills take up very little moisture during the first year after the building period. The calculated moisture content fits reasonably well to the measured moisture content in the top sill. The fit between measured and calculated values are poorer for the bottom sill, possibly because of air leakages to the ground.

Long term simulations with high initial moisture content in the construction indicate that the sills in the wall dry out, with seasonal variations. However, this is not confirmed by the measurements, partly because of low initial moisture content in the sills and a short measurement period. Further, the bottom sill does not dry during the winter season as predicted by the calculations. Consequently, the results from the project can not be used to confirm the validity of the Norwegian guidelines concerning insulated basement walls.
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SUMMARY:
This paper presents results from field investigations on facades. Examples of typical weak points and alternative solutions which have proved to be more reliable are presented. Due to higher insulation thicknesses and more wind-driven rain solutions with one-stage tightening are more vulnerable and more often results in building defects. In the future only two-stage tightening systems should be used.

1. Introduction

SINTEF Building and Infrastructure’s archive of building defect assignments represents one of Norway’s most important sources of knowledge on types of process induced building defects and related causes. This knowledge has been thoroughly analysed during the last years (Lisø et al. 2006). At least 75 % of these defects are related to moisture, and most of the defects are related to moisture from outside the building (for instance wind-driven rain). Earlier, most building defects were related to roofs. However, an analysis of building defects from 1993 to 2002 reveals that the majority of the defects in this period are related to walls. More than 35 % of the defects are related to walls, while about 22 % of the building defects are related to roofs, see Figure 1.

In 1997 the thermal insulation requirements were restricted. The U-value requirement for walls was set to 0.22 W/m²K. In 2007 new requirement levels were introduced. 0.18 W/m²K was the new requirement for walls. For roofs the U-value was restricted from 0.15 to 0.13 W/m²K, from 1997 to 2007. The thermal performance requirement was also restricted for most of the other building sections. The result is a building envelope with more thermal insulation and less transmission heat losses. As a result, the outer part of walls on the average has a lower temperature. This may lead to reduced drying of built-in moisture and moisture penetrated into the construction from outside. New constructions are therefore more dependent on correct workmanship and solutions built according to sound building physical principals.

Buildings to be developed in the future demand new solutions due to increased focus on cost efficient building, energy efficiency, environmental material use, indoor environment, life cycle costs etc. This focus is a result of higher performance demands from users and more stringent governmental requirements. In addition climate change may result in increased precipitation, higher temperatures and increased frequency of extreme weather. The climate changes may in Norway also lead to temperatures more often passing the freezing point, resulting in
freeze-thaw cycles and accelerated material decay.

FIG. 1: Process induced building defect cases for the 10-year period 1993-2002 (a total of 2,423 building defect cases), distributed by localization of defects (Lisø et al. 2006).

SINTEF Building and Infrastructure has carried out several field investigations on facades. In this paper some results from this work is presented. Examples of typical weak points like detailing around openings and the in boundary between materials or construction parts will be shown. Alternative solutions which have proved to be more reliable are also presented. The majority of the defects have been found in systems with one-stage tightening, but building defects may also occur in systems with two-stage tightening.

1.1 Tightening techniques

Using a two-stage tightening to prevent rain water from entering the construction has been an important principle in Norway for more than 50 years. This principle is based on a separate rain and wind barrier like shown to the left in Figure 2 and in Figure 3.

The purpose of the rain barrier is to avoid moisture to penetrate into the construction, in addition to being a mechanical protection for the construction behind. The ventilation gap separates the rain and wind barriers. It provides ventilation and drainage of both moisture passing through the rain barrier, and moisture from the inner constructions. It also contributes to pressure balancing, which again will reduce the probability of penetration of moisture from the ventilation gap through the wind barrier. If moisture penetrates the first barrier it may be transported out of the construction in the ventilation gap, without entering the main part of the construction.

FIG. 2: Schematics of common tightening techniques.

The properties of the outer cladding and ventilation openings may however vary a lot from building to building
and the actual solution may not be as robust as desired (i.e. having a high resistance against failure, e.g. moisture problems). One-stage tightening wall systems are often also used, see the right construction in Figure 2. Here, the rain and wind barrier is within the same material layer. This construction is usually considered more vulnerable considering external moisture than the two-stage tightening construction, often due to insufficient workmanship.

FIG. 3: Detailed explanation of two-stage tightening. The left figure shows a ventilated cladding. A typical joint is shown to the right. Vertical cross-sections. (SINTEF Building Research Design Guides 342.003)

2. Examples of building defects in one-stage tightening systems

Several examples can be found on one-stage tightening wall constructions. But instead of showing typical examples of these, an example of a not so obvious one-stage tightening construction detail is shown. The construction shown in Figure 4 resulted in leakage. The figure shows a horizontal cross section of the detail where the window is inserted into a wall. The wall itself is a ventilated façade (two-stage tightening) while a one-stage tightening construction is chosen where the window connects to the wall. The construction resulted in lots of water entering the interior space due to wind driven rain on the façade. Rain water penetrated the gap between the outer barrier of the wall and the window frame and entered the interior space through small openings in the intersection between the window frame and the wall.

FIG. 4: Example of combination of one- and two-stage tightening. Horizontal cross-section of the connection between a wall and a window.
Figure 5 shows an example of insufficient tightening around windows in a one-stage tightening wall construction. The wall consists of aerated concrete blocks. The plastering is directly in connection with the architrave lining of the windows and doors. The plastering is therefore the only rain- and wind barrier around the openings. After some time, there will be small gaps between the plastering and the window- and door lining, where water may penetrate. The detail shown in Figure 5 leads to substantial water leakage and build-up of moisture in the walls.

FIG. 5: Example of insufficient tightening around windows in a one-stage tightening wall construction of aerated concrete blocks. The plastering is the only rain- and wind barrier around the openings.

In the boundary between the construction parts in Figure 5 there should have been an elastic sealant, and a separate capping with a cavity behind it, for drainage of penetrated water, see Figure 6.

FIG. 6: Example of sufficient tightening around windows in a one-stage tightening wall construction, with an elastic sealant and a separate capping with a cavity for drainage and ventilation, from Lisø and Kvande (2007).

3. Examples of building defects in two-stage tightening systems

3.1 Brick walls

A tiled wall is considered to follow the two-stage tightening technique because the rain and wind barriers are considered as separate layers. But the wall is not really ventilated because there seldom are ventilation openings at the top, and only a few drainage openings at the bottom of the wall. Also, according to ISO 6946 (ISO 2007) the gap is considered unventilated because of the limited opening to the exterior. In most cases the drainage
effect is also limited because of mortar partially filling the gap, see Figure 7.

Up to recently, this has not been a large source of building defects in Norway (providing the use of frost-safe stones). Now, this construction type seems to get some attention due to more defects, probably because the heat loss through the construction is reduced as a result of better insulated walls. This leads to less effective drying-out of moisture in the construction. Wet facades are observed more often. Mortar filling parts of the gap, and also closing the few drainage openings usually found at the bottom of such walls does not help. Larger gaps and more/larger drainage openings at the bottom of the walls may be the solution. In addition openings should also be located at the top of the brick-wall, making the cavity truly ventilated, see Figure 8. This will reduce the insulation effect of the gap and the bricks themselves, but the insulation effect of this part of the wall is small compared to the rest of the wall anyway (having to comply with U-value requirements of 0.18 W/m²K or better).

FIG. 7: Figure of the construction principal of a brick wall to the left. The figure to the right shows an example of constructed brick wall where mortar partially fills the ventilation gap and thus substantially reduces the effect of the gap.

FIG. 8: Construction principal of a brick wall with a larger ventilated opening behind the bricks and with openings on the top. The gap behind the bricks should be large enough to prevent it from being closed by mortar.

3.2 Ventilated claddings

Walls with ventilated claddings are considered to follow the two-stage tightening technique. However, insufficient understanding of the principles may lead to defects. This may be because the cladding in not ventilated, because drainage openings close to the bottom of the cladding are not installed, or because there might be openings in the cladding itself. Figure 9 shows an example of a ventilated cladding of wood. The cladding has openings between each panel and a ventilation gap of 30 mm between the panel and the wind barrier. Even with several ventilation openings to the exterior environment, this wall experienced problems after only 2 years, in a moderate climate. The wind barrier and the gypsum board were observed to be wet, and the wooden studs of the inner wall had started to rot.
The moisture that penetrated the outer cladding (rain barrier) did not dry out. Also, the construction did not have sufficient drainage openings at the bottom of the wall. The openings in the façade allowed wind driven rain to penetrate the outer layer and reach the wind barrier, which was not robust enough to withstand moisture.

Thus, in constructions with openings between cladding elements, the function of the ventilation and drainage gap is of extended importance. A wind barrier that can withstand larger rain loads is also necessary. In this example, the whole cladding had to be removed, and damaged materials in the construction behind had to be replaced. A new, tighter cladding which also provided sufficient ventilation and drainage was then supplied.

**FIG. 99**: Example of a construction with openings in the façade and limited drainage openings.

Figure 10 shows an example of a construction with a cladding of cement based sheets. The sheets were fastened to 23 mm thick furring strips. However, the ventilation and drainage gaps are closed at the upper and lower edges of all windows and doors, and at the bottom of the wall. This leads to an accumulation of moisture in the construction, and the sheets were damaged by frost.

**FIG. 10**: Example of construction with cement based sheets. Due to insufficient ventilation and drainage of moisture the sheets were damaged by frost.

In ventilated claddings, the panels must be fastened to vertical furring strips of at least 23 mm. Larger openings may be necessary in some climates. It is of great importance that the gap is provided with sufficient ventilation/drainage openings at the top and bottom of the wall, to ensure sufficient ventilation and drainage of the construction.

Vertical furring strips are the most common practice of achieving a ventilated cavity behind the outer cladding; see the two figures to the left below (Figure 11). If horizontal furring strips are used these must be fastened to vertical furring strips to ensure ventilation and drainage of the gap, as shown in the two right figures of Figure 11.
It is important to ensure that the ventilation and drainage gap is not blocked by windows, other openings etc. The inner part of the wall construction (behind the cladding) must have a wind tight and water resistant surface. To prevent access of mice etc. behind the cladding, the ventilation openings should be covered by a metal net (mouse barrier etc.).

FIG. 11: Example of ventilated claddings of horizontally (two left figures) and vertically mounted wooden panel, from SINTEF Building Research Design Guides 542.101 and 542.102.

4. Conclusions

Building defects in facades have been studied in field investigations. The number of building defects for solutions with one-stage tightening has increased. The reason is probably higher insulation thicknesses and more wind-driven rain. These solutions are vulnerable to moisture problems and should be avoided in the future. Two-stage tightening systems also experience problems in a higher degree, often due to no or reduced ventilation.

As a consequence of restricted thermal insulation requirements and a more severe climate, it is more than ever important to understand the principles of two-stage and one-stage tightening, and come up with alternative designs when traditional constructions have to be improved.
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SUMMARY:  
In order to shield the indoor environment from the exterior most building components are assembled out of several layers of materials to meet different performance requirements (watertightness, airtightness, thermal resistance, stability etc). In that regard windows and doors are usually the weak spot of the building because it is a transition from the building component to the glass where all the different materials and functions are literally forced together. On top we want them to open and close, so that interface becomes even more crucial and we need to use somewhat exotic fabrics to rise up to the challenge (the bill will rise accordingly). This research area is much too often left to the industry.

Pressure equalisation is the basic principle where windows and doors derive their performance from, but how can this be realised, and what are the main parameters that influence it? As in walls and roofs we can distinguish different elements in the window casement that will fulfil those needs and influence the performance: the section, joggles, gaskets and fittings (handle, gearbox, locking bar, corner pivot, stay, hinges...). Using high frequency measuring equipment the influence of the different elements is examined in both dry as well as rainy conditions during static and dynamic pressure differences. The pressure equalisation in the chamber is depending on the collaboration of the profile and the gaskets, the design of the vents and drainage holes, and the fine-tuning of the fittings.

Analysing the performance of windows and doors one comes to the conclusion that the European Standard EN 1027:2000 may not properly benchmark the watertightness: certain damage initiation phenomena are underestimated in the current procedure.

1. Pressure equalisation in windows

The most common design strategy for watertight windows is pressure equalisation, although pressure moderation might be a more appropriate name (Straube J.F. 1998). The performance of different types of cladding that use pressure equalisation has well been studied over the last 40 years: an extensive literature review can be found in (Suresh Kumar K. 2000). The Pressure Equalised Percentage (PEP) is a specific value between 0 and 100% which measures the rapidity and degree to which the internal air pressure within the cavity can equalise with the external air pressure (Burgess J.C., 2000). A PEP value of 100% implies a perfect pressure equalisation of the cavity with the same amplitude and in phase with the external air pressure. As window frames only have a small cavity volume, we expect the phase shift of the pressure to be relatively small because the major determinant of response speed is the compressibility of the air (Straube J.C., 2001). The PEP can be calculated with following formula (1):

\[
PEP = 100 \left(1 - \frac{1}{2PT} \int_0^T \left| P_e(t) - P_r(t) \right| \right)
\]  

(1)
Due to the complex geometry of windows (caused by thermal and mechanical characteristics) and the fact that they have to open and close, it is practically impossible to create a face-sealed watertight window that is impervious to water and air through time under all circumstances. As a result we take for granted that failure will occur: the window should be designed as a drained construction with a water barrier, an air barrier, and drainage paths as separated functions. The water barrier is in fact just a shedding device to prevent water from entering in the cavity of the window frame, like the exterior facing of a masonry brick wall. The air barrier is utterly important for the performance of the window because it must withstand high pressure loads to enable pressure equalisation at all times. Any penetration of the airtight barrier by hinges, joggles or fittings may be crucial to the overall performance. Any water that penetrates into the cavity should be drained to the exterior by weep holes at the bottom, and in order to prevent negative pressures effects in the cavity by static water columns in the weep holes vents are located at the top of the window.

The pressure equalisation is just one principle of water management. If we also take the buffering effect into account and realistic weather data, it becomes clear that some windows may perform quite well under high pressure loads, without obtaining real good pressure equalisation (See also: Rousseau J., 1999). The effect of external pressure gradients is strongest along the vertical edges of buildings for wind angles between 30 and 60 degrees, but usually this does not coincide with the greatest wetting intensities (those occur during perpendicular winds). In this paper only windows of relatively small dimensions are discussed, so external pressure gradients are not taken into account. The biggest mean pressure difference as well as the biggest peak pressure differences do in fact coincide with the greatest wetting intensities (Suresh Kumar K., 2003) The outer 5 to 10% of the building width and the top 5 to 10% of the building height experience the largest gradients and normal compartmentalization should be adjusted to that (Inculet D., 1997).

There are reservations concerning all of the current watertightness tests available, and research is needed on the principles and requirements of dynamic testing (Kerr D., 1997) In order to design a new standard test, there should be a good agreement between the performance under real conditions, and the performance according to the lab test. The different damage initiation phenomena need to be closely examined to develop the test conditions for dynamic testing. On one hand there is a difficult balance between the conditions and performance of a window during its total service time, and the conditions and performance in the test facility (Cornick S.M., 2004) On the other hand there is also a balance between creating a test method that comes close to reality and a test method that is economically realistic and viable.

2. Watertightness test method

In order to test the watertightness of windows the test method described in (EN 1027:2000) is used: the window is framed into a box and put against the test wall that can simulate rain and apply pressure differences. The first 15 minutes of the test water is sprayed on the window (2 L/min/m²) without any pressure difference. After 15 minutes a pressure difference of 50Pa is imposed while the spray rates remain the same. Every 5 minutes the pressure difference is changed according to the following sequence: 0-50-100-150-200-250-300-450-600-750-900-1050-1200 Pa (figure 1). The level of watertightness of the window tallies with the highest pressure difference that is achieved without any water infiltration during that stage. The moment water is visible on the inside surface of the window, or water can be found on the backside of the gasket (for windows with central gaskets) this is considered as failure. The type of water infiltration can be classified according to the place, cause and level of failure. We can distinguish 6 different places of failure when it comes to water penetration in and around windows in buildings, but the test procedure only allows evaluating 3 of them (figure 2):

- L1: Leakage path along the glazing stop to the interior
- L2: Leakage path around the operable unit to the interior
- L3: Leakage path through the joint of frame members
The other leakage paths interact with the construction surrounding the window (L4: leakage path through the window to wall interface to the interior, L5: through the window assembly into the adjacent wall assembly, L6: through the window to wall interface into the adjacent wall assembly). More information on water penetration in and around windows can be found in (RDH Building Engineering Limited, 2002). In order to test these failures a complete mock-up of a construction should be necessary, or the testing should take place in-situ.

![Figure 1: watertightness test according to EN 1027:2000](image1)

![Figure 2: dimensions of test window](image2)

Next to the place we can also make distinction in the cause. The first and most prevalent cause of water infiltration has to do with the accumulation of water in the cavity between the frame and the sash. When the level of water rises too high two things are possible: the hydrostatic pressure on little cracks can cause water to flow into the interior, or the water just runs over the edge of the profile and past the gasket. The second cause of water infiltration is the velocity of the air flow when it enters the cavity: if the airtightness is too small the wind will flow into the interior of the building with too much speed and the kinetic energy of the raindrops will enable water to reach the airtightness barrier. We can distinguish three levels of failure:

- Construction error (bad mitre joint, bad coupling between frame members and mating extrusions, discontinuous gaskets, penetrations...)
- Poor adjustment (poor installation of operating hardware, poor installation of the glass, lack of weep holes or vents...)
- System failure (limits of water buffering, limits of pressure equalisation...)

The sequence of these levels of failure reflects the achievable level of watertightness of the window. If there is a weld failure at the mitre or butt joint of a vinyl window, there can even be infiltration without any pressure difference, and a better adjustment of the hardware of the gaskets will not help. If there is no construction error the quality of adjustment will limit the watertightness. Eventually the overall design and collaboration of the hardware, the gaskets and the section of the window will determine at which level the window reaches the end of its abilities to prevent water from infiltrating into the interior. Each type of failure will define a level of watertightness that can be achieved, so only if there are no construction errors and the window is well adjusted, the system can reach its full potential. It is beyond any doubt that manufacturers should focus on robust and feasible designs of window frames to achieve better performance on site.

### 3. Survey of 207 certified watertightness tests

Between 1994 and 2008 the façade test facility of the University of Ghent has tested a lot of windows including their performance regarding watertightness, airtightness and resistance to wind loads. We were able to retrieve 207 test reports, containing tests of 136 aluminium windows (66%), 52 vinyl windows (25%) and 19 wooden windows (9%). While the aluminium windows achieve high levels of watertightness more frequently than the other materials, wooden windows are better represented on the other end of the spectrum. Airtightness does not give the same result: aluminium windows have better airtightness, followed by wooden and vinyl windows. The
The airtightness of the windows is specified by a level according to EN 12207 ranging from 1 to 4, level 4 being the most airtight windows.

![Diagram showing the correlation between airtightness and watertightness of windows.](image)

**Figure 3: Watertightness vs. Airtightness – analysis of 197 test samples according to current EN standards**

Figure 3 shows the correlation between airtightness and watertightness of windows: it may be clear that the level of airtightness is a stipulation for good watertightness because only 6% of the windows of level 3 achieve a watertightness level above 600 Pa (for the airtightness level 4 windows that percentage is 38%). A close examination of those results shows that at least airtightness level 3 is required for watertightness levels above 150 Pa, level 4 is required for airtightness above 450 Pa, and the air leakage needs to be half of level 4 to reach 1200 Pa.

The correlation between mechanical resistance to wind (the deformation when submitted to a certain pressure difference) and watertightness is slightly less explicit, but more rigid frames do achieve a better watertightness performance, and slack windows (relative sag under a 1000 Pa load is bigger than 1/350) do not reach watertightness above 600 Pa. Good pressure equalisation and watertightness depend on the collaboration between the frame, hardware and gaskets. Apparently the gaskets in the less rigid frames are not able to follow the bigger deformation: either this is a physical limitation, or none of those windows had gaskets adjusted to the type of frame. The mechanical resistance is a combination of the stiffness of the frame and sash, the fine tuning of operating hardware and the number of hinges, stays and other elements that connect the sash to the frame.

### 4. Experiments with high frequency measuring equipment

In order to analyse the effect of different parameters on pressure equalisation in windows experiments are conducted at our certified test facility on a vinyl window (1.44m high by 1.22m wide, see figure 2). The window has 3 drainage openings (a slot of 5mm wide and 30mm long) at the bottom and 2 vents of the same size at the top. It is a turn and tilt window and it uses an inner- and outer gasket for respective water- and airtightness. Including the hinges there is a total of 11 closing points for a contour of 5.04m. The sash is well dimensioned in accordance to the frame, the hardware is adjusted correctly, and the glass is also placed as it should be.

Three pressure taps are used: one to measure the pressure on the exterior of the frame, and two to measure the pressure in the cavity of the window. These are placed in the left and right jamb of the frame to see if there is a difference caused by the place of the tilting hardware that is situated in the upper left corner. The pressure taps are calibrated very low range differential pressure transmitters with a full scale error of less than 1.0 % (GEMS 5266 transmitter). The output of the taps is transmitted to a data acquisition module with a full scale error of 0.1% (Dataq DI-158) into the computer for direct processing with the software WinDaq.

Between every test there was a period of at least 20 hours to let the window dry. Doing two tests on one day is not possible because the results of the second test do not match those of the first in identical circumstances (the achieved pressure difference at the moment water infiltration occurs can be half the pressure difference during the first test). A possible explanation would be that the surface friction of the gaskets could be slightly altered for a period of time when it has been wet. Lower surface friction might lower the airtightness of the gasket and hence the watertightness. Further research needs to be done to confirm these theses.
Figure 4: Air flow rate and PEP plotted against the total pressure difference over the window

Figure 4 shows the air flow rate of the window as a function of the pressure difference across it, both in dry as well as in rainy conditions. On the second Y-axis the PEP is plotted for the two situations. The measurement for the rainy conditions does not go beyond 730 Pa because water infiltration occurred at that stage (raising the pressure difference beyond that point would distort the measurements). During a rain event the film of water will partially close the vents and weep holes, thus reducing the airflow but also reducing the pressure equalisation of the cavity. The amount of water that is entering the cavity depends mainly on the pressure difference and the geometry and deformation of the window frame and sash. When the pressure rises all of a sudden the water cannot be drained quickly enough by the weep holes any more and static water columns in the weep holes block the pressure equalisation (for this particular window that phenomenon started at 620 Pa). This causes the pressure in the cavity to fluctuate with an amplitude of 20 up to 50 Pa and a period of 0.1 to 0.2 second (figure 5). From that moment on the average pressure in the cavity drops when the total pressure difference across the window is raised. The amplitude of the fluctuation on the other hand rises up to 100 Pa at the point of failure (730 Pa). If the total pressure difference is decreased, the fluctuating of the pressure in the cavity will not cease until all the water has drained. The amplitude of the fluctuation seems to be a measure to predict the failure of the window in different circumstances, however more research is needed to confirm these preliminary conclusions. One could think that the deformation of the window is the most critical factor for the balance between the airtightness of the outer and inner plane, but apparently the water film and imbalance of the water drainage system causes the pressure equalisation to fail preliminary and water will infiltrate into the interior.

The difference between the two pressure taps built into the frame is smaller than 10 Pa for 71% of the measured points, in some cases the difference rises up to 30 Pa (over 90% of the time the difference between the taps is within 10% of the pressure in the cavity). Over 70% of the time the left jamb (where the stay arm of the turn and tilt hardware penetrates the airtightness seal) is at a higher pressure than the right one. The penetration enables a higher air flow rate at that spot, so the pressure equalisation will be slightly modified in the left upper corner of the window.

As stated before the normal test procedure according to EN1027:2000 contains a wetting period of 15 minutes followed by a number of pressure steps of 5 minutes each (figure 1). Every window in Europe is tested that way to measure its performance regarding watertightness. It is up to member states to define which level of performance is required and obliged in a certain situation, based on a correlation between the test conditions and the conditions of the window in situ. In order to define that correlation a parametric analysis on the testing protocol has been started. Experiments point out that the level of watertightness drops when the time step becomes smaller. According to the certified test procedure the window fails at 900 Pa (after 1 minute), while it fails at 750 Pa (after 2.5 minutes) if every time step is 4 minutes in stead of 5. The total testing time is 8 minutes shorter, because 8 time steps are 1 minute shorter. This excludes the water buffering system to be the
predominant factor in the watertightness. The longer every time step takes, the more time the water has to rise in the cavity and eventually run over the edge past the sealant. Apparently there must be another factor that influences the overall performance of the system. That factor must enable a parametric change between the 4th and the 5th minute of the test or during the total time of the sequence of pressure steps. The hardware is too rigid to change any characteristic with such a time delay, so it comes down to the torsion of the vinyl sash or the compression of the gasket. It could be possible that every pressure step the total pressure difference moves the sash a little bit away from the frame while the gaskets can not follow that movement and need more than 4 minutes to expand from their compressed situation.

**Figure 5: fluctuation of pressure in cavity during rain**

**Figure 6: air flow rate at 900 Pa during 15 minutes**

Figure 6 shows the air flow rate plotted against the time when a pressure difference of 900 Pa is directly applied. The results have been corrected to take the temperature, barometric pressure and relative humidity into account. The fan of the test stand is frequency controlled, so as the window gets more airtight because the gaskets slowly expand, the pressure difference over the window will rise (fan frequency remains the same). The computation also takes this into account and figure 6 shows the results for a constant pressure difference of 900 Pa. The dotted line on the figure is the air flow rate of the window at 900 Pa during a normal test procedure (46 Pa). These results show it is worthwhile investigating the correlation between the test method and reality. As wind does not blow continuously the test should take the same damage initiation phenomena into account: the effect of time is totally different in reality and in the test.

5. Gust effects

**Figure 7: Pressure difference and PEP during a gust effect**
Figure 7 shows the pressures outside and in the cavity during a gust effect, on the second Y-axis the PEP is plotted against the time. It clearly shows the pressure equalisation in general is very poor during the gust effect: as different lengths of gusts were tested (up to 10 seconds), the PEP never did rise above 60%. This is in shear contrast with the pressure equalisation during static testing which is above 90%. The fluctuation of the outside pressure is caused by the interaction of the shifting of the glass panel and the shifting of the working point of the fan. The quick change of pressure on the glass panel will cause a volume change in the outside volume of the test setup of about 5470cm³ (temporary shift of 4mm), while the airflow per second at that moment is about 11100 cm³/s. This slightly postpones the build up of pressure in that volume. Once the fan reaches its working point the glass panel shifts back a little due to the torsion in the sash, and this will again interact with the working point of the fan, causing the fluctuation of the outdoor pressure. Although the PEP may be below 40% at a certain point in time, the ability to press water into the cavity during that short period of time needs investigation but seems unlikely.

As the window fails at 900 Pa (after 1 minute) in normal test conditions according to the European standard, it is interesting to see when it would fail when subjected to gust effects. For this experiment gusts of 5 seconds were used, alternated with 5 seconds at about 10% of the gust pressure difference (for example: 900 Pa – 90Pa). When a gust pressure difference of 900 Pa is applied water infiltration starts during the second gust. The window fails after 5 gusts when a gust pressure difference of 750 Pa is applied, and with 600 Pa it does not fail during a test with 50 gusts. So even if there is no water buffering in the cavity, the inability of the gasket to close quickly enough will cause water infiltration to occur at a lower pressure difference than under static conditions.

The PEP (Pressure Equalisation Percentage) is expected to rise when the period of the gust gets longer: slow external pressure changes will be followed well by the pressure in the cavity (when there is no influence of the gasket). If the external pressure is changed much faster, there will be a more pronounced phase shift in the equalisation and the amplitude in the cavity will be slightly tempered (Straube J.F., 1998). However, in general 3 Hz has been selected as threshold for pressure equalised rainscreen joints, where a PEP of 95% is an appropriate benchmark (Burgess J.C., 1995). But does this apply for windows? Preliminary research points out that there is a clear difference in the way the pressure equalisation reacts in cladding and in window frames.

Although there might be a little change in volume of the cavity due to the movement of the insulated glass unit during pressure changes, we do not consider these changes to be that big to have a major influence on the phase shift and amplitude of the pressures. According to (Choi C.C.E., 1998) a vent factor (venting area to cavity volume A_v/V_c) should be more than 0.035m⁻¹ to achieve a good pressure equalisation for a frequency of 1 Hz or less in building envelopes. The volume of the cavity of the window is 5095cm³ and the venting area is 7.5cm², resulting in a vent factor of 0.0015m⁻¹, over 20 times too small (this does confirm the low PEP during the dynamic testing). Further research is needed to test whether this rule of thumb does apply for windows, and whether windows need the same level of pressure equalisation for those frequencies to be weathertight.

6. Conclusions

A survey on 207 tests according to current EN standards shows there is a clear connection between airtightness and watertightness: apparently a certain level of airtightness is required to realize a corresponding level of watertightness. On top the window needs to be rigid enough to enable the gaskets to follow any movement of the sash to avoid premature failure. At least 13.7% of all windows (incomplete dataset, probably higher) does not pass the watertightness test for the pressure level stated by the manufacturer of the window. Without passing a judgement on that number, it should be clear that this is only true for those windows, especially prepared with kid gloves to be put to the test. In order to get any idea on the performance of windows in real buildings, one should test them in situ, or arbitrarily choose windows that are produced in the factory.

The proportion of the airtightness of the outer plane to the airtightness of the inner plane is crucial to the pressure equalisation in the cavity of the window. Once the Pressure Equalisation Percentage drops below 90% the window will fail shortly after. During rain events a water management imbalance originates at a certain pressure difference causing pressure fluctuations in the cavity. Speeding up the current EN test standard advances the infiltration of water at lower pressure differences. The importance of the mass-balance of water in the cavity is outstripped by the time-dependant functioning of the gasket. The Pressure Equalisation Percentage does not rise above 60% during gust effects up to 10 seconds in duration, and the air flow rate at that time is twice as high compared to the normal test procedure. Windows can not withstand the same pressure difference for dynamic testing as during static testing procedure.
More research is required to verify these results on other windows with different materials and different configurations. A computer model based on the helmholtz resonator theory or mass continuity equations needs to be developed and validated in order to predict the performance of pressure equalised window systems.
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SUMMARY:
Full-scale laboratory measurements were taken to determine the moisture convection performance of the joint of an external wall and attic floor. This joint is one of the most typical air leakage paths, where the highest air pressure difference forms in winter. Two commonly used external walls (timber-frame and autoclaved aerated concrete walls) and two different sheathing materials (wood fibreboard and mineral wool) were studied. The attic floor was in both cases a timber-frame structure. A two-dimensional heat, air, and moisture transport computer model was used to study the hygrothermal behaviour of the joint studied. Results from the laboratory measurement series and computer simulation showed that, in leaky joints of this kind, the moisture convection due to positive air pressure remarkably raised the moisture accumulation rate on the inner surface of sheathing. At the same time, the sheathing material played an important role in the hygrothermal behaviour of the joint. Moisture convection at constant pressure difference and humidity load conditions was possible to control with airtightness (exfiltration rate) and sheathing material. The results of this study are used to determine the airtightness requirements of structures for several positive pressure and airtightness levels.

1. Introduction

Accurate assessment of hygrothermal performance of building envelopes is important to prevent moisture damages and to guarantee longer service life, as well better indoor air quality for buildings.

Water leakage has the most critical influence on the hygrothermal performance of building envelopes. Neither air convection nor vapour diffusion is comparable (Karagiozis 2002). If the ventilated facade claddings are used, they should protect the wall from driving rain. Vapour diffusion is controllable by a vapour barrier (Vinha, 2007). If the building envelope has a vapour barrier that controls the vapour diffusion, the major humidity load is usually carried by the outgoing airflows due to air leakage. Hygrothermal loads caused by air leakage may be much more important those caused by vapour diffusion. The role of air exfiltration for the hygrothermal performance of the building envelope is analysed in many studies (Burch and TenWolde 1992, Hagentoft and Harderup 1996, Ojanen and Kumaran 1996, Janssens (1998), Kilpelainen et al. 2000, Janssens and Hens 2003). The uncontrolled air movement through a building envelope leads also to problems relating to health, energy consumption, performance of the ventilation systems, thermal comfort, noise, and fire resistance.

Air leakage through a building envelope depends on the result of air-pressure differences over the envelope and the airtightness of the building envelope. The positive air pressure difference over the building envelope can be utilised in the control of radon, particulate matter, fungal spore or other contaminants transported to the indoor air. At the same time, high indoor humidity load and positive air pressure conditions may cause intensive moisture accumulation in the building envelope and it is not recommended in most of cases in cold climate. As an air pressure difference over the building envelope cannot be avoided even in typical residences (Kalamees et al. 2007) and as buildings are not totally airtight (Granum and Haugen 1986, Kronwall 1980, Brunsell and Uvsløkk 1980, Nilsson et al. 1982, Polvinen et al. 1983, Hamlin 1997, Stephen 1998, Sherman and Dickerhoff 1998, Kauppinen 2001, Korpi et al. 2004, Kalamees 2007), convection should be taken into account in the process of hygrothermal design.

To assess and predict the long-term heat and moisture performance of building envelope systems, we can use simulation tools or experimental investigations. As laboratory and field experiments are expensive and time consuming, the use of calculation methods to assess the moisture behaviour of building components is...
increasing. As air leakages are concentrated in the joints of different envelope parts (wall, roof, floor, window), the air leakage is multidimensional and two-dimensional measurements and simulation should be carried out. To know how closely computer models can simulate real life, we must also compare calculated results with those of laboratory experiments. Users of models have to know the exact input data (material properties, climate data) and the limitations of the model to use them to assess the moisture behaviour of building components effectively.

In this study, typical air leakages and their locations were determined from the field measurement data reported in Kalamees et al. (2008). Full-scale laboratory measurements were carried out to determine the moisture convection performance of the joint between the external wall and attic floor. The studied two-dimensional heat, air, and moisture transport simulation model was validated for future simulations.

2. Methods

2.1 Laboratory measurements

Two commonly used external wall (timber-frame wall (Figure 1) and autoclaved aerated concrete (AAC) wall (Figure 2)) joints with a timber-frame attic floor are measured in laboratory conditions between climatic chambers. The studied two-dimensional joint details consist of a 1.2 by 0.7 m (width by height) external wall part and a 1.2 by 0.9 m attic floor part.

The warm climatic chamber is equipped with heating and humidification units and simulates the indoor climate. The cold climatic chamber is equipped with refrigeration, heating and humidification units simulating the outdoor climate. The climatic chambers are automatically controlled and continually maintain an equilibrium of various climatic parameters, such as air temperature, relative humidity (RH) and air pressure difference, over the examined structure.

The influence of the sheathings on the hygrothermal performance of the joint was studied by using two commonly used sheathings material. First, a test series was conducted with 12 mm wood fibreboard. Later the joint was modified and a 20 mm mineral wool board covered with spun bounded polyolefin (SBPO (Tyvec)) film was used. The attic floor was insulated with 220 mm thick mineral wool.

There were two test samples in sheathings that were weighted during the test to control the moisture accumulation. When test samples were removed, the possible condensation on the inner surface of the sheathings was also determined.

Figure 1 Studied timber-frame wall joints with timber-frame attic floor (left) and the studied joint in laboratory conditions between climatic chambers (right). Temperature and RH measurement points are shown by red dots.
In the timber-frame wall/attic floor joint, air leakage was allowed between two air/vapour barrier foils. In the AAC wall/attic floor joint, a 1…2 mm thick air gap was left between wall plate and AAC block. The wall/attic floor joint was tested with different airflow conditions. First, three test series were carried out with opened air leakage joints. After that, a test series was conducted with narrower, i.e. 10 cm wide, air gaps. The real air inflow through the air leakage part was measured with an electronic soap film calibrator (bubble flow meter). Figure 3 shows the real air inflow through the 10 cm wide air leakage part. The trend lines of these data were used to determine the exfiltration airflow for simulations. The overall airtightness of the joint with the closed air leakage part was measured with wood-fibreboard sheathing. Even the studied setup was built to be as airtight as possible as there was only 15% leakage compared to the airflow through the target air gap.

The laboratory measurements were taken between ±0 °C and -11 °C outdoor temperature conditions. The moisture excess (Δν, the difference between the humidity by volume of indoor and outdoor air) was 4 g/m³ in both tests. According to measurements in detached houses, this is the design value of moisture excess for dwellings with low occupancy (Kalamees et al. 2006, Kalamees 2006). The air pressure difference (ΔP) over the test setup was ±10…+11 Pa. According to measurements and simulations in detached houses, the design value of air pressure difference over the building envelope should be at least ±10Pa (Kalamees et al. 2007).
2.2 Simulation mode

Based on laboratory measurements, the simulation model built with the CHAMP-BES program (Coupled Heat, Air, Moisture and Pollutant Simulation in Building Envelope Systems) was validated for future analysis. This program is an outcome of a joint effort between the Building Energy and Environmental Systems Laboratory at Syracuse University, U.S.A. and the Institute for Building Climatology at the University of Technology, Dresden, Germany.

CHAMP-BES modelling comprises the description of fluxes in the calculation domain or in the field (between volume elements including material interfaces) and at the boundary (between volume elements and exterior or interior rooms) by physical models. Also included are models for storage processes like adsorption, desorption and release. The numerical solution is performed by semi-discretization in space (using a finite/control volume method) and subsequent integration in time (Grunewald and Nicolai 2006).

In the simulation of the material properties such as density, thermal conductivity, moisture permeability, and moisture storage function, the measured material properties from Tampere University of Technology (Vinha et al. 2005) were used.

3. RESULTS

3.1 Laboratory measurements

Full-scale laboratory measurements were performed to analyse the moisture convection performance of the joint of an external wall and attic floor and to obtain reference data to compare simulation results. Boundary conditions for the measurement series are shown in Table 1. Laboratory tests were carried out in two cycles: first, to stabilise the joint of the external wall and attic floor, the test was conducted with a closed (taped) air leakage path. This cycle continued 1...3 weeks. After that, the air leakage gap was opened between the air/vapour barrier foils (timber-frame wall/attic floor joint) and between the wall plate and AAC block (AAC wall/attic floor joint) and measurement continued in positive pressure conditions.

The first seven tests were conducted with 12 mm wood fibreboard sheathings and the last three tests were conducted with 20 mm mineral wool-board sheathings. After the first three test series, the air inflow gap was reduced to decrease the air inflow. The air flow was smaller also during three last test series, because mineral wool-board sheathing was covered with SBPO film and it was possible to tape all joints better so that the test structure became more airtight.

<table>
<thead>
<tr>
<th>Test</th>
<th>Tout, °C</th>
<th>Tin, °C</th>
<th>Δν, g/m3</th>
<th>ΔP, Pa</th>
<th>q, l/s@10Pa</th>
<th>Determined condensation on the inner surface of the sheathings</th>
<th>Sheathings material</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Timber-frame wall</td>
<td>AAC wall</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>+22</td>
<td>+4</td>
<td>+20</td>
<td>0.31</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>-10</td>
<td>+22</td>
<td>+4</td>
<td>+20</td>
<td>0.31</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>-10</td>
<td>+22</td>
<td>+4</td>
<td>+10</td>
<td>0.31</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>+22</td>
<td>+4</td>
<td>+10</td>
<td>0.18</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>+22</td>
<td>+4</td>
<td>+20</td>
<td>0.18</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>-5</td>
<td>+22</td>
<td>+5</td>
<td>+10</td>
<td>0.18</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>+22</td>
<td>+4</td>
<td>+10</td>
<td>0.18</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>-5</td>
<td>+22</td>
<td>+4</td>
<td>+10</td>
<td>0.05</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>-10</td>
<td>+22</td>
<td>+5</td>
<td>+10</td>
<td>0.05</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>-5</td>
<td>+22</td>
<td>+2.5</td>
<td>+10</td>
<td>0.05</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>-5</td>
<td>+22</td>
<td>+2.5</td>
<td>+20</td>
<td>0.05</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1 Boundary conditions and determined condensation on the inner surface of the sheathings for the measurement series
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There was condensation and frost formation on the inner surface of the sheathing of the attic floor at the end of some tests, see Figure 4 and Table 1. During the 30-day measurement period of Test 1, the increase in the mass-related moisture content of the wood fibreboard sheathing of the attic floor in Test 1 was 10 % and the final moisture content was 22 %.

3.2 Comparison of laboratory tests and results of simulations

To develop the model for future analysis, the study was started with simulation program CHAMPS-BES to validated the simulation model based on the full-scale laboratory measurements. The first two cases were Test 2 (12 mm wood fibreboard sheathing) and Test 11 (20 mm mineral wool-board sheathing).

Comparison of measured (Test 2, Table 1) and simulated temperature, RH, and the humidity by volume between the outer surface of insulation and the sheathing of the attic floor (T&RH sensors 4, 5, 7 in Figure 1) are shown in Figures 5-7.

The calculated temperatures are rather accurate. RH and humidity by volume show larger difference between measured and calculated results. Measured and simulated results did not show condensation (Figure 6), but condensation and frost formation occurred of the sheathing of the attic floor (Figure 4). Reasons for that could be
the geometrical change of fiberboard sheathing whereby sheathing retreated from the surface of the insulation and lower surface temperature caused interstitial on the surface of the sheathing. The locations of the T&RH sensors were not exactly on the places, where the frost formatted. In addition, condensation of moisture may impairs the accuracy of the measurement results so that RH sensors show slightly lower values, Vinha (2007).

![Graph]

**Figure 6** Simulated and measured RH behind the sheathing of the attic floor in the case of timber-frame wall connection with attic floor.

![Graph]

**Figure 7** Simulated and measured humidity by volume behind the sheathing of the attic floor in the case of timber-frame wall connection with attic floor.

The simulations are continued with other indoor humidity loads, air pressure differences, air leakage conditions, and other sheathing materials to determine the influence of moisture convection to the building envelope.

### 3.3 DISCUSSION

There was condensate and frost formation on the inner surface of the sheathing of the attic floor in the case of positive air pressure difference $+10...11$ Pa and moisture excess $+4$ g/m$^2$ in the structure with 12 mm wood fibreboard sheathings. Exfiltration remarkably raised the moisture accumulation rate: during Test 1 ($T_{\text{out}} -11^\circ$C), the increase in the moisture content of the wood fibreboard sheathing of the attic floor after a 30-day period was $10\%$ and the final moisture content was $22\%$. During Test 2 ($T_{\text{out}} -6^\circ$C), the frost formation took longer. Higher temperature and lower airflow rate remarkably improved the hygrothermal performance of the tested joint of the wall and attic floor.
Field measurements in Finnish detached houses (Kalamees et al. 2008) showed that one typical air leakage place was in the joint of the attic floor with the external wall. Measurements in Estonian detached houses (Kalamees 2007) showed that a more typical air leakage place was in the joint of the interstitial floor with the external wall. The RH at the connection of the intermediate floor and external wall can be rather high, causing the risk of mould growth and rot fungi when there is positive air pressure inside the building (Kalamees 2007). As the air pressure difference over the building envelope of the joint of the attic floor with the external wall is higher than in the joint of the intermediate floor with the external wall, this joint was analysed in the current study.

It is not possible to take into account the geometrical change of materials in simulation programs. Nevertheless, during measurements, the fibreboard sheathing swelled due to moisture accumulation. The joints of timber-frame and AAC walls with the timber-frame attic floor were simulated as two-dimensional joints. In reality, the convection in the joint was surely three-dimensional (see condensation areas in Figure 4). These two facts, as well as the fact that the studied joints contain small imperfections that cannot be modelled, may be the main reasons for the difference in the comparison of simulation and measurement results. There was a tendency, that the moisture accumulation continued in measurements, while, in the simulations, the moisture content remained at a fixed level (especially measurement point 4, Figure 7).

Tests with mineral wool-board sheathing showed better hygrothermal performance compared to fiberboard sheathing. Larger vapour permeability and thermal resistance caused better drying potential of the mineral wool-board sheathing. At the same time the test with mineral wool-board were conducted with smaller air flow rate, Table 1. The leakage path of on the air/vapour barrier was same in all tests, but in the case of mineral wool-board sheathing covered with SBPO film, it was possible to tape all joints better so that the test structure became more airtight. This shows that the selection of the sheathing material may play an important role for improving the airtightness of the building.

4. CONCLUSIONS

The moisture convection performance of the joint of external wall and attic floor was studied by full-scale laboratory measurements. A two-dimensional heat, air and moisture transport computer model was validated for future analysis.

Results from the laboratory measurement series showed that, in the leaky joint, the exfiltration remarkably raised the moisture accumulation rate on the inner surface of sheathing. Sheathing material with higher thermal resistance and water vapour permeability, as well higher outdoor temperature and lower airflow rate, remarkably improved the hygrothermal performance of the tested joint of the wall and attic floor.

Despite some discrepancies between the results of laboratory measurements and computer simulations, the simulation program CHAMPS-BES showed good performance and is a useful tool in assessing the moisture behaviour of building components, including moisture convection.

The results will be utilized in further analyses where relevant properties for moisture control are specified.

4.1 ACKNOWLEDGEMENT

This study was supported with a grant from the Finnish Academy (grant 210683). The authors are grateful to Professor John Grünewald and to Andreas Nicolai from Dresden University of Technology, one of the authors of the CHAMPS-BES program, for permission to use the program in this study.

4.2 REFERENCES


Measurement of Moisture Transport through Perforated Vapour Barriers

Petr Slanina, Ing., PhD-student, 
Faculty of Civil Engineering, Czech Technical University in Prague; petr.slanina@fsv.cvut.cz

Sarka Silarova, Assoc. Professor, 
Faculty of Civil Engineering, Czech Technical University in Prague; silarova@fsv.cvut.cz

KEYWORDS: envelope, roof, moisture transport, diffusion bridge, water vapour permeability measurement, vapour barrier, perforation.

SUMMARY: In the European Standards EN 15026 and EN ISO 13788, moisture transport in building envelopes is assumed one dimensional. In fact, three-dimensional moisture transport occurs due to layer perforation or building assembly details. The article is focused on cases of flat roofs where the vapour barrier is perforated. Water vapour permeability measurement of different vapour barriers with different degrees of perforation is done by the wet-cup method. Results are presented. A significant increase of moisture transport is found through vapour barriers which are perforated. A note on setting the apparatus to measure materials with very high water vapour resistance factor is presented. Finally, based on the results we discussed new recommendations to design more efficient flat roofs and avoid future failures.

1. Introduction

Flat roof sandwich assemblies with classical order of layers (roof membrane, insulation, vapour barrier) are regularly designed and build in central and north Europe (Silarova, 2005) and also in cold regions of North America (Mehta et al., 2008). A vapour barrier is included in these assemblies to avoid excessive interstitial condensation of water vapour usually below the roofing membrane during cold seasons. Vapour barriers are designed based on calculations described in International and European Standards EN 15026 (2007) and EN ISO 13788 (2001). In these standards, moisture transport in building envelopes is assumed to be one-dimensional. This is correct when each roof layer is homogeneous, without any perforation, and when the roof assembly is truly planar. However, under certain circumstances, three-dimensional transport of moisture may occur in the roof assembly and then the calculations – according to the standard method – are not realistic, then failure comes, the service life is shortened and the roof assembly loses its integrity.

Three-dimensional moisture transport occurs in roof (envelope) assemblies due to several reasons:

- imperfect joining of material strips;
- bad connection of vapour barrier to openings;
- mechanically fastenings puncturing the roof layers;
- bad workmanship during construction;
- structure and assembly details;
- aging of sealing materials.

The main problem is with materials which have high sd-value and which are usually used for vapour barrier layers. We name a place of imperfection or perforation of an envelope layer a “diffusion bridge” because moisture transport noticeably increases in this place and because of similarity with the term “thermal bridge”. A diffusion bridge in the case of a perforation of the vapour barrier in the roof assembly is shown in FIG. 1. Slanina S. and Silarova S. (2006).
It is very difficult to simulate 3D moisture transport in envelope (roof) assembly Karagiozis A.N. (2001) therefore we have decided to use measurement to show how much moisture can be transported through perforated vapour barriers. Perforations can result for example from a mechanical fixing which penetrates the vapour barrier or perforation of vapour barrier due to work negligence. We focused more on flat roof assemblies where moisture transport due to convection does not occur because roofing membranes are air impermeable.

FIG. 1: 1D and 2D(3D) moisture transport in roof assembly. A diffusion bridge is demonstrated on the right.

2. Previous Work

In the past, water vapour permeability of perforated materials with high sd-value was measured by Seiffert (1960), Bauer (1965) and Mrlik F. (1985). K. Seiffert measured sd-value of 1.5 mm thick aluminium sheet with percentage of perforation from 0.01% to 0.22%. His measurements showed a significant decrease in the sd-value. W. Bauer did similar measurements. He measured sd-values of three different materials (aluminium sheet d=1mm, PVC foil, fiberglas board). The percentage of perforation for these materials was between 0.03% to 10%. His measurements show that the decrease in sd-values is greater in the case of materials with higher water vapour resistance factor (i.e. aluminium sheet). Above 1% of perforation, the sd-value does not dependent on material because all measured materials have the same sd-value with similar perforation.

The strange result of Bauer’s measurement is the sd-value of aluminium sheet without any perforation because he had measured $s_d = 54 \text{ m}$ and according to standards it should be at least 1500 m. Also Bauer’s and Seifert’s measurements vary in sd-values of aluminium sheet for percentage 0.03% and 0.0275%. The sd-value should be higher for Seifert (greater thickness of Al-sheet and smaller percentage of perforation) but the result is twice higher for Bauer’s aluminium sheet $s_d = 5 \text{ m}$ than Seifert’s aluminium sheet $s_d = 2.02 \text{ m}$. These two discrepancies make all the results uncertain.

Other similar measurements were done by F. Mrlik. He measured the sd-value of PE foil that was perforated by staples. First he measured sd-value of PE foil with staples then he pulled out the staples and measured the sd-value of PE foil again only with pinholes. A factor of 2 to 3 was found between these two measurements.

3. Measurements

3.1 Method

As we were not able to find other results and the results shown above are unclear, we had decided to perform our measurement in the laboratory of Faculty of Civil Engineering, CTU in Prague.

We use the wet-cup method as basis mechanism for our measurements. Advantages of this mechanism are: simplicity, low cost, accuracy, wet-cup method is described in several international standards (ASTM E 96/E 96M (2005), EN ISO 12572 (2001), EN 1931 (2000)), and also the conditions of the method are similar to real condition in roof assemblies. One disadvantage for the measurement is the long time period needed to get results.

The principle of the wet-cup method is to create two environments with different relative humidity (RH). RH inside a cup is 50% and RH outside the cup is 95%. Temperature is the same for both environments. Vapour flux then goes from the cup with higher RH through a sample to the environment with lower RH according to simple equation (1).

$$g_v = -\frac{\delta_a}{\mu(\varphi)} \nabla p_v$$  \hspace{1cm} (1)
where:

- $g_v$ water vapour flux \([\text{kg m}^{-2} \text{s}^{-1}]\),
- $p_v$ water vapour partial pressure \([\text{Pa}]\),
- $\delta_a$ water vapour diffusion coefficient of dry air \([\text{kg Pa}^{-1} \text{s}^{-1} m^{-1}]\),
- $\mu$ water vapour resistance factor of measured material \([-]\), which depends on moisture content.

The cup with the sample is weighed at regular time interval. When the vapour flux reaches steady state (decrease of mass is constant per time period), a minimum of four additional weightings are done. The sd-value of the sample is calculated using following equations.

$$
\mu = \frac{\Delta t \ A \ \Delta p_v \ \delta_a}{\Delta m \ d}
$$

(2)

Where:

- $\Delta t$ time difference between weighing with constant decrease of weight \([\text{s}]\),
- $\Delta m$ weight difference between weighing with constant decrease of weight \([\text{kg}]\),
- $A$ measured area of the sample \([\text{m}^2]\),
- $d$ thickness of the sample \([\text{m}]\),
- $\delta_a$ water vapour diffusion coefficient in air \([\text{kg Pa}^{-1} \text{s}^{-1} \text{m}^{-1}]\), calculated from simplified Schirmer's equation, see in WTA 6-2-0, (2004).

$$
\delta_a = \frac{1.97 \times 10^{-7} \times T^{0.81}}{P}
$$

(3)

where:

- $T$ absolute temperature \([\text{K}]\),
- $P$ barometric pressure \([\text{Pa}]\), we used constant value; $P = 101325$ Pa,

and

- $\Delta p_v$ water vapour partial pressure difference between the sides of the sample \([\text{Pa}]\), EN ISO 13788 (2001),

$$
\Delta p_v = \frac{\Delta r h}{100} \cdot 610,5 \cdot e^{\frac{17,269 \cdot \theta}{T - 273.3}}
$$

(4)

where:

- $\Delta r h$ different relative humidity between the sides of the sample \([\%]\),
- $\theta$ constant temperature during the measurement \([\text{°C}]\).

The equation (4) is for temperatures equal to or higher than zero degree Celsius ($\theta \geq 0$ °C). The sd-value of the sample is calculated using equation (5):

$$
s_d = d \cdot \mu
$$

(5)

where:

- $s_d$ water vapour diffusion-equivalent air layer thickness (sd-value) \([\text{m}]\).

As we measured materials with high sd-value, we assume that water vapour transfer coefficients on the both sides of the samples are insignificant and thus these coefficients are not taken into account.

Furthermore, in our calculation we did not use corrections for the sd-value calculation as are mentioned in ASTM E 96/E 96M (2005) or Mukhopadhyaya et al. (2007). These corrections are: water vapour resistance due to still air between saturated solution and specimen surface, edge mask effect and buoyancy correction. The first two corrections – water vapour resistance due to still air and edge mask effect – are insignificant in our case because the resistance due to still air is too small to compare with water vapour resistance of the samples and edge mask effect is used only for thick samples. To eliminate buoyancy effect we employed a “blind test”.


3.2 Experimental set-up

The principle of wet-cup method is simple but special care is required to measure materials with very high µ-factor. The apparatus needed improvement. After three years of measurement we can recommend the following:

1. Cup – Aluminium cups of thickness 1mm were used. The cups were painted to avoid chemical reaction with saturated solution. The surface in contact with the sample and sealing material must not be painted. Glass cups are also good but quite heavy.

2. Scale – Scale resolution 0,001g is necessary (resolution 0,0001g would be even better). A scale with resolution 0,001g was used for the results presented here.

3. Area of the sample – The area of samples should be as large as possible. Samples with measured area 0,03m² were used here.

4. Sealing material – The sealing material is the most important technical issue to obtain accurate measurement results as shown in several round-robin tests, e.g. Toas M. (1989) or Time B. and Uvslokk S. (2003). Four sealing materials (silicon, bee wax, bitumen mastic and butyl mastic) were tested for half a year with help of the “blind tests”. The blind test is a measurement where the sample is replaced by the material from which the cup is made. In this case aluminium sheets (1mm) were used instead of samples. Butyl mastic was finally chosen from the following reasons: almost impermeable for water vapour, almost no moisture adsorbed, good adhesion, easy to fit and no chemical reactions with sample or aluminium cup.

5. Monitoring – Relative humidity and temperature outside of the cups were monitored every half an hour. RH inside of the cups was monitored only once and atmospheric pressure was monitored every time when the samples were weighed.

6. Set-up – Three or four cups with samples and one cup as the blind test were used in the same time period. The blind test was used to compensate for leakage and varying atmospheric pressure. A suggestion of similar principle can be found in ASTM E 96/E 96M (2005). The final sd-value should be calculated by equation (6),

$$s_{df} = \frac{\sum s_{dn}}{n} - \sum \frac{s_{di}}{i}$$

where:

- $s_{df}$ final sd-value of the material [m],
- $s_{dn}$ the sd-value of each sample [m],
- $s_{di}$ the sd-value of each blind test [m],
- $n$ number of samples [-],
- $i$ number of blind cups [-].

The schema of final experimental apparatus is outlined on FIG.2 and real experimental apparatus is shown on FIG.3.

3.3 Procedure of Measurement

First we measured materials without any perforation. We perforated vapour barrier materials with a sharp pin after four or five weightings which had showed constant decrease of mass. Then we weighed cups with perforated samples and after four or five constant decreases of the mass per time period we perforated samples again with higher percentage of perforation and etc.

The area of the perforation was calculated from the diameter of the pin. The sample with 1, 3, 6, 12 and 24 holes were measured and sd-value was calculated. The holes evenly positioned over the surface of samples.
4. Results of Measurement

Measurements of sd-value were made in the laboratory of Faculty of Civil Engineering, CTU in Prague on five different materials; three foil membranes and two bitumen membranes. The results of the measurement are shown in tables 1-4 and were calculated with help of equations (2)-(5).

TABLE 1: Results of the measurements, the sd-value of perforated vapour barrier – Material A

<table>
<thead>
<tr>
<th>Percentage of perforation [%]</th>
<th>Average sd-value [m]</th>
<th>Standard deviation [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,0000</td>
<td>86,0</td>
<td>14,8</td>
</tr>
<tr>
<td>0,0024</td>
<td>47,4</td>
<td>2,0</td>
</tr>
<tr>
<td>0,0071</td>
<td>30,5</td>
<td>1,5</td>
</tr>
<tr>
<td>0,0143</td>
<td>20,3</td>
<td>0,8</td>
</tr>
<tr>
<td>0,0285</td>
<td>12,5</td>
<td>0,3</td>
</tr>
<tr>
<td>0,0570</td>
<td>6,7</td>
<td>0,1</td>
</tr>
</tbody>
</table>
### TABLE 2: Results of the measurements, the sd-value of perforated vapour barrier – Material B

<table>
<thead>
<tr>
<th>Material B: LD Polyethylene</th>
<th>Number of samples: $n = 3$</th>
<th>Thickness: $d = 0.22 \text{ mm}$</th>
<th>Manufacturer’s sd-value: $s_{dp} = 198 \text{ m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of perforation [%]</td>
<td>Average sd-value [m]</td>
<td>Standard deviation [m]</td>
<td></td>
</tr>
<tr>
<td>0.0000</td>
<td>187.6</td>
<td>19.0</td>
<td></td>
</tr>
<tr>
<td>0.0024$^a$</td>
<td>109.2</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>0.0071</td>
<td>49.1</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>0.0143</td>
<td>30.2</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>0.0285</td>
<td>16.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>0.0570</td>
<td>8.5</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Only two samples of Material B were calculated in this percentage of perforation.

### TABLE 3: Results of the measurements, the sd-value of perforated vapour barrier – Material C

<table>
<thead>
<tr>
<th>Material C: LD/HD Polyethylene</th>
<th>Number of samples: $n = 3$</th>
<th>Thickness: $d = 0.30 \text{ mm}$</th>
<th>Manufacturer’s sd-value: $s_{dp} = 360 \text{ m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of perforation [%]</td>
<td>Average sd-value [m]</td>
<td>Standard deviation [m]</td>
<td></td>
</tr>
<tr>
<td>0.0000$^a$</td>
<td>661.9</td>
<td>107.7</td>
<td></td>
</tr>
<tr>
<td>0.0024</td>
<td>192.4</td>
<td>13.6</td>
<td></td>
</tr>
<tr>
<td>0.0071</td>
<td>57.5</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>0.0143</td>
<td>30.4</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>0.0285</td>
<td>13.9</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>0.0570</td>
<td>7.8</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Due to lack of time only three weightings with constant decrease of mass were used to calculate the average sd-value of non-perforated Material C.

### TABLE 4: Results of the measurements, sd-value of perforated roof membrane – Material D

<table>
<thead>
<tr>
<th>Material D: Bitumen membrane</th>
<th>Number of samples: $n = 4$</th>
<th>Thickness: $d = 2.7 \text{ mm}$</th>
<th>Manufacturer’s sd-value: $s_{dp} = 130 \text{ m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of perforation [%]</td>
<td>Average sd-value [m]</td>
<td>Standard deviation [m]</td>
<td></td>
</tr>
<tr>
<td>0.0000</td>
<td>137.1</td>
<td>21.8</td>
<td></td>
</tr>
<tr>
<td>0.0024$^a$</td>
<td>181.9</td>
<td>26.9</td>
<td></td>
</tr>
<tr>
<td>0.0056$^b$</td>
<td>144.0</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>0.0113$^b$</td>
<td>84.4</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>0.0169$^b$</td>
<td>89.8</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>0.0338$^b$</td>
<td>64.4</td>
<td>7.7</td>
<td></td>
</tr>
<tr>
<td>0.0675$^b$</td>
<td>41.4</td>
<td>1.3</td>
<td></td>
</tr>
</tbody>
</table>

$^a$A hot pin($\phi =0.975 \text{ mm}$) was used to perforate samples.  
$^b$A hot pin($\phi =1.26 \text{ mm}$) was used to perforate samples.

Another bitumen membrane with thin Aluminium sheet was also measured. To determine the steady state of water vapour flux through the membrane was impossible during period of two months and thus the measurement was stopped.

### 5. Discussion of Results

The results of the measurement show a significant decrease in sd-values of materials which have high water vapour resistance factor and which are perforated. The decrease in the sd-value is greater for materials with...
higher value of water vapour resistance factor. This result is in accordance with the measurements in Bauer (1965).

We found very interesting that sd-values for foils (Material A, B and C) does not depend on the material for percentage of perforation higher than 0.03%; all three vapour barriers have almost the same sd-value, see in FIG. 4.

FIG. 4: Dependence of sd-value on percentage of penetration – regular, logarithmic scale

On the right side of FIG. 4 can be seen a crossing of curves (Material B and Material C). The crossing is probably due to difference in an area of pinholes. The area of pinholes has not been checked for example by a microscope.

The decrease in the sd-value is greater for foil membranes than for bitumen membrane. We assume that this is due to a contraction of the pinholes after perforation, but other measurements are needed. Great adsorption of moisture was observed in the bitumen membranes unlike foil vapour barriers. The adsorption and the fact that to perforate bitumen membranes is more difficult – we had to use a hot sharp pin – probably caused that the curve of bitumen membrane (Material D) is not so smooth.

The results show exact measurement up to 200m of sd-value. The results above this level are varied more than 10%. Blind tests that were employed during the measurements confirmed the good sealing quality of butyl mastic. We used three blind tests with samples of Material B, C and with bitumen membrane with aluminium sheet. These blind tests ran in the same time in two glass containers showed different changes in weight. During a period of 105 days two blind tests showed increase in weight 0.07g and 0.20g and the third blind test decreased in weight 0.11g. This difference was mainly caused at the beginning of the measurement. If we look at period between 40th and 105th day we will find the difference in weight 0.001g, 0.037g and minus 0.077g. We assumed that the difference was caused by dirt on the surface of aluminium sheets because the sheets had been used before for testing of different sealing materials. Due to this difference we did not employ the equation (6) for final sd-values.

6. Conclusion

We described in the first part of the paper some problems with simulation of moisture transport in building envelopes and what diffusion bridges are. Some recommendations on how to measure water vapour permeability of materials with high sd-value were provided. The most important points are to use the setup of cups with samples and cups as a blind test and as the sealing to use butyl mastic.

The results of our measurement show significant increases of vapour transport through vapour barriers due to a small percentage of perforations and that is the reason why a perforation of a vapour barrier and multidimensional moisture transport must be taken in an account when a simulation of moisture transport is done in building envelope assemblies especially when it is known in advance that the multidimensional moisture transport will occur (e.g. mechanical fixing, building details).
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SUMMARY:
Ventilation often accounts for a significant portion of the heating or cooling load and also affects the moisture levels of buildings. Arguably in the UK, houses with cold pitched roofs, with insulation on a horizontal ceiling, are the most vulnerable to the formation of condensation in the roof. This study is a numerical investigation that compares the occurrence and the risk of condensation formation in a cold pitched roof fitted with two underlay (a vapour permeable underlay (VPU) and an impermeable bituminous felt). The energy benefits that would be obtained from reducing the ventilation gaps in the eaves and improving the airtightness of the ceiling are investigated. In order to visualize these effects, several cases and scenarios have been modelled with a HAM software package. The results showed that, the VPU with a very low vapour resistance, $S_d < 0.02$ is most effective in reducing condensation formation when the roof is sealed. It was observed that reducing the thickness of insulation on the ceiling would increase the energy losses but would reduce condensation formation risks. To a large extent, the proposed characteristic performance of the VPU as predicted by manufacturers and some researchers may only be realistic if gaps in the ceiling are sealed off completely when houses are being built, which may be practically difficult given current construction practice. Substantial energy gains were predicted when the roof was completely sealed off. Ideally, reducing the overall tightness of the building envelope to smaller air change rates ($<5\text{ ach at 50 Pa}$), would reduce the airflow through the ceiling, and would help in controlling condensation formation in the roof as well as reduce the energy loss through the roof and hence of the building as a whole.

1. Introduction

Building designs of the past were simple and took into account the environmental conditions. However, at the end of the 19th century, new building construction technology with increasing complexity and size was introduced (Essah et al 2006a). As a result, thermal insulation levels were increased and buildings were better sealed. This eventually led to colder loft spaces, higher internal vapour pressure and complaints of condensation problems within the loft space (Sanders and Haig 2004; Essah et al 2006b). This contributed to the persistent problems associated with cold pitched roofs in the United Kingdom (UK) (i.e. those with insulation on a horizontal ceiling, which make up 75- 80% of domestic roofs in UK) (Essah at al 2006a).
One key factor that has contributed to these effects is air movement. Air movement in and around buildings has a major influence on the efficiency and effectiveness of space heating and cooling load of a building as well as the moisture levels in buildings (Riffat and Eid 1988; Jones and Whittle 1992).

In recent years, several methods of resolving these problems, the risk of condensation formation coupled with maintaining an energy efficient house, have been suggested. One such proposed remedy has been the manufacture and introduction of vapour permeable underlay (VPU) (Essah et al 2006b) as a replacement for the traditional bituminous felt (1F felt) in cold pitched roofs, as characterised in BS EN 13707 (NHBC 2006).

The inception of this technology in roofs has been talked about continuously with regard to issues raised by manufacturers and some researchers. They have argued that there is no need for eaves and/or ridge ventilators because the roof 'breathe' through the VPU (i.e. with a breathing roof, moisture vapour from the building can easily diffuse through the VPU) (NHBC 2006; Essah et al 2006b). However, for the VPU to work properly, it implies that any moisture vapour entering the roof from rooms below (kitchen, bathroom etc) needs to pass through to the outside. If the amount of moisture vapour exceeds what can pass through the underlay at any given time, there is a high risk of condensation forming on the underside of the underlay (NHBC 2006).

Considering the second issue, studies by Sanders and Haig (2004) suggest that reducing the air flow through the eaves into the loft will significantly improve the energy efficiency of the roof and consequently reduce the energy consumption of the house (Sanders and Haig 2004). However, the fact still remains that occupancy behaviour (relative to household numbers) such as opening or closing windows and doors has a substantial impact on the total energy consumption of a building (Santamouris et al. 1998).

In order to visualize these effects, three cases have been modelled with a HAM software package. Ideally, to understand the effects of these influencing factors: all the necessary parameters affecting building structures, including: wind speed, temperature variations, positions of leakage paths and ventilation systems must be monitored for all surfaces. However, as in most experimental research work, this is not usually the case because of limited resources, resulting in limited data or information. The use of modelling softwares has therefore evolved over the past years to help resolve some of these limitations (Blocken et al. 2005; Chen and Kooi 1988).

This paper discusses the results obtained from a numerical investigation of the occurrence and risk of condensation formation in a cold pitched roof fitted with two different underlay (a VPU and a bituminous felt) as well as the energy benefits that would be obtained from reducing the ventilation gap in the eaves and improving the airtightness of the ceiling. In another instance the possible variation of energy consumption by varying the insulation levels of the ceiling is investigated. These analyses are achieved by a HAM (Heat, Air and Moisture) modelling tool, using a Matlab modelling platform with a Simulink simulation tool.

2. The Numerical Model

The numerical HAM model is designed and developed using Simulink, a graphical programming environment. It is developed as a library of block diagrams, where each block represents a particular building structure. These models are basically one dimensional (1D), and governed by mathematical equations. Since it was first developed, it has been improved and validated with experimental results (Sasic 2004 and 2007).

In this study, the modelled structure is based on dimensions obtained from a standard duo-pitched house with a typical cold pitched roof construction. Though the model considers the entire dimensions of the house (developed in the workspace), the graphical interface, shows only that of the roof. The building is a two storey house of height measuring approximately 7.1m (i.e. 5.1m from the ground to the ceiling and 1.96m from the ceiling). The dimensions of the roof are 9.7m span and 6.8m wide and pitched at a 30° angle. The ceiling floor covers an area of 66.0m² and the volume of the roof is approximately 64.7m³.

Mineral wool of thickness, approximately 250mm was laid on the ceiling in conformity with requirements of the UK Building Regulations. The distribution of air leakage paths is considered to be concentrated around the windows, doors and less concentrated around non-visible penetration paths (such as gaps and cracks). For the purpose of this study, it is assumed that the walls are of equal leakage paths and the floor of the house is completely airtight. The ceiling was modelled based on practical situations with the air leakage (permeability) factor identified by a parameter “b”. Within the model, it is assumed that the ceiling is very air permeable if b = 1 and completely sealed if b = 0. In this study these two extremes (b= 0 and b=1) are modelled for the cases under investigation. However, depending on the permeability of the ceiling, “b” can be set to values between 0 and 1.
The internal conditions for condensation modelling and calculations in a house are dependent on the moisture content or vapour pressure distribution of the air in the building. This is primarily determined by sources of moisture production (cooking, washing and drying of clothes and other forms of washing are identified as producing most water vapour), which are influenced by the household occupancy levels and ventilation rates (CIBSE 2006).

2.1 Visualising the problems

Modelling the formation of condensation in a roof and its materials is currently the ideal option to visualise its effects. This is because measuring condensation is practically difficult if not impossible. Integrated within the model are algorithms to estimate the amount of condensate that forms in the roof space when fitted with different underlays of known resistance.

When the surface temperature of the underlay is less than the dew point temperature of the air in the loft, vapour will condense at the surface of the underlay. From Figure 1, if \( P_{\text{loft}} > P_{\text{sat}}(T_s) \) then condensation is formed on the underside of the underlay. However, if \( P_{\text{loft}} < P_{\text{sat}}(T_s) \) then it shows the moisture transfer \( M_{\text{Transfer}} \) through the underlay and hence no condensation formation (Figure 1).

\[
g_{\text{cond}} = \beta_p \left( P_{\text{loft}} - P_{\text{sat}}(T_s) \right) A
\]

Where \( g_{\text{cond}} \) is the amount of condensate, kg/s; \( A \) is the surface area, m\(^2\); \( \beta_p \) is the moisture transfer coefficient in the loft space, kg/s·m\(^2\)·Pa; \( P_{\text{loft}} \) is the vapour pressure in the loft space, Pa, \( P_{\text{sat}} \) is the saturated vapour pressure, Pa and \( T_s \) is the surface temperature of the underlay, °C.

It must be noted that, the amount of condensate \( g_{\text{cond}} \) appears as a moisture sink, implying relative humidity (RH) in the loft will drop when condensation occurs. \( g_{\text{cond}} \) is integrated over time to obtain the total amount of condensate during the year, \( G_{\text{cond}} \) in kg.

\[
G_{\text{cond}} = \int_0^t g_{\text{cond}} \, dt
\]

**FIG 1:** Cross-sectional diagram illustrating the likelihood of condensation formation on the underside of the underlay

The energy losses across the ceiling are also monitored within the model. This is necessary in order to understand the effects of air movement into the roof through the eaves \( E_{\text{vent}} \) and through the ceiling into the loft.
on the energy efficiency of the roof. These are in two separate forms; one is due to the ventilation (leakage) losses through the ceiling in the loft and the other due to the transmission losses (i.e. by conduction).

2.1.1 Case Study

To understand how the underlay responds, the building envelop was considered for a typical tightness \( n_{50} \) value of 5 ach, as would be typical for UK houses. Since airflows are the major contributing factor for moisture transport, it was considered in all aspects of the study. The two underlays were compared; one of which is the normal bituminous felt with resistance of 200 MNs/g (i.e. Sd = 40m) while the second is a VPU with resistance of 0.1 MNs/g (i.e. Sd = 0.02m). The following cases were categorised to give further insight into the problems at hand. In all these cases, both energy benefits and condensation formation risks effects are analysed.

- **Case 1**: the initial study considers a house with \( n_{50} = 5 \) ach and of high occupancy. In this, the vapour transfer through the ceiling is by diffusion and air convection and with varying eaves gap sizes and ceiling permeability factors.
- **Case 2**: in this, a similar situation to that of case 1 is considered but with a tighter leakage factor of \( n_{50} = 2 \) ach for only one eaves gap scenario.
- **Case 3**: this case compares the energy benefits that would be obtained by enhancing the insulation levels on the ceiling and the effects that it would have on condensation formation risk.

These cases were chosen to reflect arguments related to problems that are associated with cold pitched roof in the UK.

2.2 Results

Considering the cases in this study, when the model has \( n_{50} \) reduced from 5 to 2 ach, the whole building envelope is tightened which reduces the air flows from outside to the house. However, as illustrated throughout this study, the ceiling can also be tightened by reducing the leakage factor “b” from 1 through to zero (as discussed above). All cases were modelled for households with high occupancy (a 5 person household). The results obtained from these cases are discussed in this section.

2.2.1 Case 1

Table 1 illustrates the results obtained when case 1 was modeled. From the results it is noticed that, sealing the ceiling off completely (i.e. \( b = 0 \)), as well as the eaves, from any infiltrations and ventilation would be an ideal option to reduce the risk of condensation formation. Setting \( b = 0 \) may be practically difficult to achieve, for instance in the UK (i.e. due to pipe works and recessed lights and other services that are fed through the ceiling into the roof), but not impossible.

Comparing the two underlays (bituminous felt and the VPU), the VPU is most effective in reducing the formation of condensation when there is no eaves gap. In addition, it is equally more effective than the bituminous underlay as eaves gap size increases, though substantial amounts of condensate are formed in roofs with both materials. From this model, though ventilation helps to reduce the amount of condensate formed, sealing the roof off completely would be the most appropriate option.

With regard to energy benefits, irrespective of the roof underlay used, the losses due to leakage through the ceiling are the same for a particular eaves gap size. To reduce the losses and hence improve the energy efficiency of the roof and the house, the ceiling gaps should be reduced considerably. The results obtained show that, ventilation (leakage) losses increase with increasing eaves gap while the transmission losses which are due to the temperature variation across the ceiling are relative the same between 13-15 kWh/m².

The results also shows that significant energy benefits would only be obtained if the eaves gap could be reduced to less than 3mm, beyond this (i.e. between 3mm and 20mm) energy losses are high and relatively the same (Table 1). This confirms the results obtained in a study performed by Sanders and Haig (2004). Figure 2 shows the trend of leakage losses into the loft space due to the ceiling leakage. It shows that during the summer months, there is some energy gain.
TABLE 1: Illustrates the effects that are obtained when the eaves gap and ceiling leakage factors of the roof are varied for a building tightness of 5 ach.

<table>
<thead>
<tr>
<th>Eaves Gap [mm]</th>
<th>Leakage factor “b”</th>
<th>Condensation [kg/yr]</th>
<th>Annual Losses (due to leakages) [kWh/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bituminous Felt</td>
<td>VPU</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>87</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>94</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>625</td>
<td>596</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>546</td>
<td>516</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>416</td>
<td>382</td>
</tr>
</tbody>
</table>

FIG 2: Illustrates the leakage losses through the ceiling for a 20mm eaves gap size

2.2.2 Case 2

Considering the roof with bituminous felt, 20mm eaves gap and a leakage factor of b =1, Table 2 illustrates the fact that reducing the overall tightness of the house from $n_{50} = 5$ to $n_{50} = 2$ would reduce the overall risk of condensation formation by about 50% and energy losses through the roof by approximately 42%. From previous studies, Sanders and Haig (2004) identified that for a UK house, 10% of the annual energy losses from the house is through the ceiling. Considering this basis, tightening the building envelope to 2 ach (as in this case) would reduce the losses by at least 4% which is a significant energy gain.

Research shows that this possibility is achievable but can only be attained by putting parameters in place from the onset of building a house (AIVC, 2006). In this example, the vapour pressure inside the dwelling is the same as that of $n_{50}=5$. In modelling this case ($n_{50}=2$), the house is modelled as a house with mechanical ventilation.
(exhaust-supply ventilation), where the vapour pressure can be kept at the desired level (high or normal for simulations).

This comparison is made in relation to building constructions in Norway and Sweden, where the building envelope is made tighter and the internal vapour pressure is kept at the desired (AIVC, 2006) levels by the introduction of mechanical ventilation systems. If this system was not considered, then like most houses in UK, making the building tighter, would increase the internal vapour pressure, which would increase the flow through the ceiling and hence increase in the risk of condensation formation in the roof.

**TABLE. 2: Illustrates the benefits that would be obtained from a tighter building envelope.**

<table>
<thead>
<tr>
<th>$n_{50}$</th>
<th>Condensation [kg/yr]</th>
<th>Annual Losses (due to leakages) [kWh/m$^2$]</th>
<th>Transmission Losses [kWh/m$^2$]</th>
<th>Total Annual Energy Losses [kWh/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 ACH</td>
<td>211</td>
<td>27</td>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>5 ACH</td>
<td>416</td>
<td>58</td>
<td>13</td>
<td>71</td>
</tr>
</tbody>
</table>

2.2.3 Case 3

This case compares the energy benefits that would be obtained by enhancing the insulation of the ceiling with possible variation of energy consumption. To access the effect of the insulation, the ventilation gap was kept constant at 20mm for the same underlay (bituminous felt) and for a constant ceiling leakage factor of b=1.

Comparing the effects less insulation (i.e. 50mm thick) on the ceiling would reduce the condensation formation risk significantly. However, it would increase the total annual energy losses across the ceiling into the roof. This is because though leakage losses increases with insulation thickness, the transmission losses decrease significantly with insulation thickness, as illustrated in Table 3. Considering the design and construction of UK houses (at 5 ach), the model shows that increasing the insulation on the ceiling would go to increase the condensation formation risks but would decrease the losses through the ceiling to the roof.

**TABLE. 3: Illustrates the effects of varying insulation thickness on the ceiling of the roof**

<table>
<thead>
<tr>
<th>Insulation Thickness [mm]</th>
<th>Condensation [kg/yr]</th>
<th>Annual Losses (due to leakages) [kWh/m$^2$]</th>
<th>Transmission Losses [kWh/m$^2$]</th>
<th>Total Annual Energy Losses [kWh/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>299</td>
<td>53</td>
<td>48</td>
<td>101</td>
</tr>
<tr>
<td>100</td>
<td>376</td>
<td>56</td>
<td>29</td>
<td>85</td>
</tr>
<tr>
<td>250</td>
<td>416</td>
<td>58</td>
<td>13</td>
<td>71</td>
</tr>
<tr>
<td>500</td>
<td>423</td>
<td>59</td>
<td>7</td>
<td>66</td>
</tr>
</tbody>
</table>

3. Conclusions

The analysis in this paper, has demonstrated that both energy benefits and condensation formation risks in a cold pitched roof are significantly dominated by air movements into the loft through the ceiling and from the outside through ventilation vents. This study was performed using a simulation tool for a whole building HAM design with a Matlab software package. Within the contest of this study, the following deductions and conclusions are made about houses in UK with cold pitched roofs:

- Comparing the two underlay, the VPU responds better to reducing the risk of condensation formation in the roof in all scenarios (case 1). However, it is most effective when the roof is completely sealed.
- Ventilating the loft space does improve the risk of condensation formation slightly though not significantly because ventilation does to some extent increase the moisture loads. However, the overall energy losses through the ceiling are increased with increase ventilation.
As demonstrated, to improve the energy efficiency of the house and reduce the risk of condensation formation, the quality of ceilings should be improved by sealing the gaps around pipes, recess lights amongst others to prevent air infiltration into the roof from occupied spaces. This is of importance because air movement in houses are coupled with the transfer of moisture.

An alternative strategy to improve these two parameters is to improve the airtightness of the building (including the ceiling) by reducing its $n_{50}$ value from 5 ach to 2 ach. This approach improves the energy efficiency and the condensation risks by at least 42%.

In another development, increasing the insulation thickness on the ceiling does improve the overall energy efficiency of the roof but does increase the condensation formation risks considerably.

The results presented in this paper provides insight into the effects of airflows into cold pitched roofs to control condensation formation risks and improve the energy benefits of the roof as well as the house. In all aspect of this study, the analysis would not support these energy benefits and condensation formation reductions, unless the loft can be thoroughly sealed, which within limits of human error are practically difficult to achieve.
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SUMMARY:
In this study indoor air humidity levels have been measured in 117 houses in Trondheim, Norway. The houses were randomly selected for each of the following types; detached one family houses, semidetached two family houses, undetached (chained) houses and apartment buildings. The temperature and relative humidity were measured at 15 minutes interval over a period of one week during the heating season. The measurements were made in bedrooms, living rooms, bathrooms, cellars/basements and outdoors. The moisture supply, which is the difference between indoor and outdoor air water vapour content, were determined. The dependence on outdoor temperature were analyzed. The effect of other influencing factors such as occupancy (area per person), type of house, type of room, age of house and ventilation type were also investigated.

1. Introduction

Large scale measurements of indoor air humidity levels in buildings are required for many purposes. One of the most important input parameters when doing a hygrothermal analysis of the building envelope using simulation models is knowledge about typical levels of indoor air humidity. Knowing the typical variations of indoor air humidity in a specific type of buildings, it is also possible to compare with measurements in one specific building, for instance to assess the risk for moisture problems.

A common way of expressing the indoor air humidity load is by the moisture supply. The moisture supply ($\Delta v$), is defined as the difference between indoor ($v_i$) and outdoor ($v_e$) air water vapour content (in g/m$^3$). The moisture supply is used when the relative humidity is not controlled but allowed to undergo wide variations due to several factors such as weather conditions, building characteristics, moisture generation and ventilation. It is generally considered that the moisture supply tend to be relatively constant in a house during the colder part of the heating season (outdoor temperature < 0 - +5 °C), while it decreases when the outdoor temperature increases.

In the standard EN ISO 13788 (EN ISO 13788, 2001) this is expressed as the moisture supply being constant for outdoor temperatures below 0 °C, while the moisture supply decreases linearly to 0 g/m$^3$ at outdoor temperatures of 20 °C, see example in Figure 1. Above 20 °C the moisture supply is 0 °C. EN ISO 13788 defines five standard humidity classes to be used as design values in hygrothermal calculations. For houses two classes applies; $\Delta v = 4$ g/m$^3$ for dwellings with low occupancy and $\Delta v = 6$ g/m$^3$ for dwellings with high occupancy (constant value when outdoor temperature is below 0 °C). According to Kalamees, Juha and Kurnitski (2006) a more correct representation of the design curves would be a contant moisture supply below approximately +5 °C and a linear decrease down to a constant value at approximately +15 °C and higher temperatures.

The indoor moisture supply in houses have been investigated in many earlier field studies. Tolstoy (1993) measured the moisture supply during winter in about 1500 houses in Sweden. The moisture supply for single-
family houses was between 2 – 5 g/m$^3$, with an average of 3.6 g/m$^3$. For multi-family dwellings the moisture supply was between 1.5 – 4 g/m$^3$, with an average of 2.9 g/m$^3$. Several other field studies have been performed, a summary is given in (Kalamees, 2006). According to Kalamees (2006) most of the studies yields average moisture supply during winter between about 2 – 3 g/m$^3$ for living rooms. The variation between different houses are on the other hand quite large, meaning that design values for hygrothermal calculations should be selected somewhat higher than the average values. The International Energy Agency Annex 24 (Sanders, 1996) has recommended the use of the 10% critical level for climate loads when doing a hygrothermal simulation of the external envelope. This means a moisture supply higher than the critical level should not appear in more than 10% of the cases. Kalamees, Juha and Kurnitski (2006) did full year measurements in houses with low/medium occupancy (average 42 m$^2$/person) and calculated that the 10 % critical level was close to 4 g/m$^3$ during the cold period ($T_{out} \leq +5^\circ C$) and close to 1.5 g/m$^3$ during the warm period ($T_{out} \geq + 15^\circ C$). The average values were 1.8 g/m$^3$ and 0.5 g/m$^3$ for the cold and warm period respectively.

The measurements presented in this paper has been part of the study “Prevention of atopy among children in Trondheim” (Jenssen et.al., 2001). This analysis work of the measurements have been part of the ongoing SINTEF strategic institute project “Climate 2000 - Weather Protection in the Construction Process”.

Indoor air humidity levels have been measured for a week during the heating season in 117 houses in Trondheim, Norway. The houses were randomly selected for each of the four following building types: 44 detached one family houses, 32 semidetached two- or four family houses, 18 undetached (chained) houses and 21 apartment buildings. Most of the houses in Norway (except for apartment buildings) are lightweight timber-frame houses, and so was the case also in this study. In each house measurements were made in a children bedroom, the main living room, the most used bathroom and the basement/cellar. The basement/cellar are a mix of (partly) heated basements and non-heated storage cellars. Most of the studied rooms had the possibility of opening the windows for airing purposes. The houses had all types of basic ventilation; no ventilation (i.e. not planned with airing inlets/outlets), natural ventilation, exhaust ventilation and balanced ventilation.

2. Method

In 32 of the 117 houses the indoor air humidity levels were measured during the heating season November 2000 – March 2001 as a part of a preproject for the “Prevention of atopy” – study. These measurements are previously presented in (Jenssen, Geving and Johnsen, 2002), but are also included in this work. The rest of the houses (85 houses) were measured during the period May - July 2003, September 2003 – June 2004, September – December 2004.

The first 32 houses were selected through this procedure: A total of 300 buildings in Trondheim were randomly selected for each of the four building types mentioned above. For each building, one family was selected to receive a questionnaire. The response rate was 35 %. 8 or 9 buildings of each type were randomly selected for home inspections and measurements.

The last 85 houses were selected through this procedure: Parents of the children that were included in the “Prevention of atopy”-study were asked for permission to perform inspection of their houses until enough participants had accepted. There were 200 participants in this home inspection study, but RH and temperature were measured in only 85 of these 200 houses. This means the houses were “randomly” selected among a population (with small children in the house) that had accepted to participate in the “Prevention of atopy”-study.

The temperature and relative humidity (RH) were measured at 15 minutes interval over a period of seven days. Small logging units were used (Tiny tag, TGU 1500, Intab). The loggers were positioned away from windows, heating units, direct sunlight or outer door. The loggers were placed between 1.5 – 2.0 m above floor level. The accuracy of the loggers were ± 5 % RH and ± 0.5 $^\circ C$. Hourly data for outdoor RH were retrieved from an automatic weather station located in Trondheim operated by the Norwegian Meteorological Institute, with an accuracy of ± 2 % RH and ± 0.5 $^\circ C$. The moisture supply ($\Delta v$) was calculated on an hourly basis. Mean weekly values for the moisture supply were calculated from these hourly values.

3. Results

The results are given in tables 1-4, and figures 1 and 2. All analysis are made on the basis of weekly means of the moisture supply and outdoor temperature. The 90% percentile (i.e. 10% critical level) has been calculated
together with the mean values (when enough valid N). Design curves from EN ISO 13788 for houses (low and high occupancy) are given for comparison in the figures.

A significantly higher (p < 0.03, Paired samples t-test) mean weekly moisture supply for outdoor temperatures below +5°C compared to moisture supply for outdoor temperatures above +5°C was found. This applies for all room types, except for bedrooms (p = 0.08).

FIG. 1: Moisture supply for various outdoor temperature in living rooms, bathrooms, bedrooms and basements.

a. Mean moisture supply
b. 90 % percentile of moisture supply

FIG. 2: Moisture supply for various outdoor temperature and level of occupancy for living rooms.
The analysis showed that the mean weekly moisture supply in bathrooms were significantly higher (p < 0.05, Anova-test) than all other room types for all outdoor temperatures (below and above +5°C). The moisture supply in living rooms were significantly higher than in the bedrooms and basements for outdoor temperatures below +5°C. For temperatures above +5°C the moisture supply were significantly higher in living rooms compared to the basements. There were no significant difference between bedrooms and basements. Due to the strong dependance of room type, the rest of the analysis is made for each room type separately.

An effect of level of occupancy was found for living rooms. The mean weekly moisture supply was significantly lower (p < 0.05, Anova-test) for high occupancy (> 50 m²/person) compared to lower occupancy (< 50 m²/person). It was however no significant difference between a low level of occupancy (< 30 m²/person) and a medium level of occupancy (30 – 50 m²/person). This effect is illustrated in figure 2. There was no significant effect of occupancy for the other room types, except that for bathrooms the moisture supply was significantly lower (p < 0.05, Anova-test) for high occupancy (> 50 m²/person) compared to medium occupancy (30 - 50 m²/person). There was found no significant difference (p >> 0.05, Anova-test) in mean weekly moisture supply between the various building types. There were also no significant difference (p >> 0.05, Anova-test) in moisture supply when comparing the year of construction (three periods; before 1961, 1961 – 83, after 1983). Furthermore there was found no significant difference between the various types of basic ventilation systems of the houses (no ventilation, natural ventilation, exhaust ventilation and balanced ventilation). The effect of a single exhaust fan in the bathroom was not investigated.

**TABLE 1: Moisture supply for various outdoor temperature intervals.**

<table>
<thead>
<tr>
<th>Room type</th>
<th>T outdoor</th>
<th>Valid N</th>
<th>Mean</th>
<th>Std dev</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bathroom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -5°C</td>
<td>N=5</td>
<td>3.26</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5°C - 0°C</td>
<td>N=14</td>
<td>3.60</td>
<td>1.44</td>
<td>6.20</td>
<td></td>
</tr>
<tr>
<td>0°C - +5°C</td>
<td>N=50</td>
<td>3.21</td>
<td>1.28</td>
<td>5.08</td>
<td></td>
</tr>
<tr>
<td>+5°C - +10°C</td>
<td>N=30</td>
<td>2.95</td>
<td>1.21</td>
<td>4.82</td>
<td></td>
</tr>
<tr>
<td>+10°C - +15°C</td>
<td>N=12</td>
<td>2.24</td>
<td>1.06</td>
<td>4.24</td>
<td></td>
</tr>
<tr>
<td><strong>Basement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -5°C</td>
<td>N=5</td>
<td>2.28</td>
<td>1.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5°C - 0°C</td>
<td>N=14</td>
<td>1.64</td>
<td>0.85</td>
<td>2.85</td>
<td></td>
</tr>
<tr>
<td>0°C - +5°C</td>
<td>N=55</td>
<td>1.41</td>
<td>1.14</td>
<td>3.08</td>
<td></td>
</tr>
<tr>
<td>+5°C - +10°C</td>
<td>N=29</td>
<td>1.23</td>
<td>0.84</td>
<td>2.67</td>
<td></td>
</tr>
<tr>
<td>+10°C - +15°C</td>
<td>N=12</td>
<td>0.51</td>
<td>0.73</td>
<td>1.74</td>
<td></td>
</tr>
<tr>
<td><strong>Bedroom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -5°C</td>
<td>N=5</td>
<td>1.62</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5°C - 0°C</td>
<td>N=13</td>
<td>1.72</td>
<td>0.93</td>
<td>2.98</td>
<td></td>
</tr>
<tr>
<td>0°C - +5°C</td>
<td>N=57</td>
<td>1.51</td>
<td>1.04</td>
<td>3.10</td>
<td></td>
</tr>
<tr>
<td>+5°C - +10°C</td>
<td>N=30</td>
<td>1.44</td>
<td>0.94</td>
<td>2.64</td>
<td></td>
</tr>
<tr>
<td>+10°C - +15°C</td>
<td>N=12</td>
<td>0.72</td>
<td>0.40</td>
<td>1.16</td>
<td></td>
</tr>
<tr>
<td><strong>Living room</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -5°C</td>
<td>N=5</td>
<td>2.20</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5°C - 0°C</td>
<td>N=14</td>
<td>2.28</td>
<td>0.39</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>0°C - +5°C</td>
<td>N=57</td>
<td>1.98</td>
<td>0.95</td>
<td>3.26</td>
<td></td>
</tr>
<tr>
<td>+5°C - +10°C</td>
<td>N=30</td>
<td>1.89</td>
<td>0.97</td>
<td>3.15</td>
<td></td>
</tr>
<tr>
<td>+10°C - +15°C</td>
<td>N=12</td>
<td>0.92</td>
<td>0.48</td>
<td>1.61</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE. 2: Moisture supply for various degree of occupancy (heated area per person) and outdoor temperature.

<table>
<thead>
<tr>
<th>Room type</th>
<th>Occupancy (m²/person)</th>
<th>Valid N</th>
<th>Mean</th>
<th>Std dev</th>
<th>90 %</th>
<th>Valid N</th>
<th>Mean</th>
<th>Std dev</th>
<th>90 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathroom</td>
<td>≤ 30 N=12</td>
<td>3.20</td>
<td>1.16</td>
<td>4.92</td>
<td>N=8</td>
<td>2.63</td>
<td>1.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 - 50 N=37</td>
<td>3.54</td>
<td>1.41</td>
<td>5.95</td>
<td>N=21</td>
<td>3.12</td>
<td>1.03</td>
<td>4.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 50 N=17</td>
<td>2.88</td>
<td>1.01</td>
<td>4.31</td>
<td>N=12</td>
<td>1.95</td>
<td>0.89</td>
<td>3.26</td>
<td></td>
</tr>
<tr>
<td>Basement</td>
<td>≤ 30 N=14</td>
<td>1.40</td>
<td>0.94</td>
<td>3.02</td>
<td>N=8</td>
<td>1.17</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 - 50 N=39</td>
<td>1.58</td>
<td>1.24</td>
<td>3.35</td>
<td>N=20</td>
<td>1.08</td>
<td>0.77</td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 50 N=18</td>
<td>1.25</td>
<td>0.83</td>
<td>3.02</td>
<td>N=12</td>
<td>0.76</td>
<td>0.73</td>
<td>2.07</td>
<td></td>
</tr>
<tr>
<td>Bedroom</td>
<td>≤ 30 N=16</td>
<td>1.74</td>
<td>1.00</td>
<td>3.31</td>
<td>N=8</td>
<td>1.17</td>
<td>1.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 - 50 N=38</td>
<td>1.57</td>
<td>1.01</td>
<td>2.81</td>
<td>N=21</td>
<td>1.48</td>
<td>.81</td>
<td>2.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 50 N=18</td>
<td>1.43</td>
<td>1.02</td>
<td>3.18</td>
<td>N=12</td>
<td>0.80</td>
<td>0.58</td>
<td>1.69</td>
<td></td>
</tr>
<tr>
<td>Living room</td>
<td>≤ 30 N=16</td>
<td>2.27</td>
<td>0.89</td>
<td>3.60</td>
<td>N=8</td>
<td>1.89</td>
<td>1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 - 50 N=39</td>
<td>2.17</td>
<td>0.81</td>
<td>3.21</td>
<td>N=21</td>
<td>1.77</td>
<td>0.82</td>
<td>3.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 50 N=18</td>
<td>1.60</td>
<td>0.84</td>
<td>2.64</td>
<td>N=12</td>
<td>0.97</td>
<td>0.69</td>
<td>2.11</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE. 3: Moisture supply for various periods of building year and outdoor temperature.

<table>
<thead>
<tr>
<th>Room type</th>
<th>Building year</th>
<th>Valid N</th>
<th>Mean</th>
<th>Std dev</th>
<th>90 %</th>
<th>Valid N</th>
<th>Mean</th>
<th>Std dev</th>
<th>90 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathroom</td>
<td>← 1960</td>
<td>N=26</td>
<td>3.38</td>
<td>1.35</td>
<td>5.51</td>
<td>N=16</td>
<td>2.75</td>
<td>1.16</td>
<td>4.42</td>
</tr>
<tr>
<td></td>
<td>1961 - 83</td>
<td>N=29</td>
<td>3.01</td>
<td>1.23</td>
<td>4.56</td>
<td>N=12</td>
<td>2.93</td>
<td>1.15</td>
<td>4.96</td>
</tr>
<tr>
<td></td>
<td>1983 →</td>
<td>N=11</td>
<td>3.39</td>
<td>1.01</td>
<td>4.97</td>
<td>N=12</td>
<td>2.48</td>
<td>1.44</td>
<td>5.17</td>
</tr>
<tr>
<td>Basement</td>
<td>← 1960</td>
<td>N=29</td>
<td>1.69</td>
<td>1.14</td>
<td>3.18</td>
<td>N=15</td>
<td>0.85</td>
<td>0.99</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>1961 - 83</td>
<td>N=31</td>
<td>1.31</td>
<td>0.87</td>
<td>2.36</td>
<td>N=12</td>
<td>1.14</td>
<td>0.78</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td>1983 →</td>
<td>N=11</td>
<td>1.67</td>
<td>1.53</td>
<td>4.66</td>
<td>N=12</td>
<td>1.22</td>
<td>0.79</td>
<td>2.54</td>
</tr>
<tr>
<td>Bedroom</td>
<td>← 1960</td>
<td>N=28</td>
<td>1.75</td>
<td>1.13</td>
<td>3.65</td>
<td>N=16</td>
<td>1.54</td>
<td>0.87</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>1961 - 83</td>
<td>N=33</td>
<td>1.51</td>
<td>0.93</td>
<td>2.96</td>
<td>N=12</td>
<td>1.04</td>
<td>0.79</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>1983 →</td>
<td>N=11</td>
<td>1.14</td>
<td>0.67</td>
<td>2.05</td>
<td>N=12</td>
<td>1.14</td>
<td>0.96</td>
<td>3.13</td>
</tr>
<tr>
<td>Living room</td>
<td>← 1960</td>
<td>N=29</td>
<td>2.19</td>
<td>0.94</td>
<td>3.39</td>
<td>N=16</td>
<td>1.78</td>
<td>1.17</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td>1961 - 83</td>
<td>N=33</td>
<td>1.99</td>
<td>0.87</td>
<td>3.05</td>
<td>N=12</td>
<td>1.36</td>
<td>0.59</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>1983 →</td>
<td>N=11</td>
<td>1.80</td>
<td>0.41</td>
<td>2.45</td>
<td>N=12</td>
<td>1.60</td>
<td>1.06</td>
<td>3.46</td>
</tr>
</tbody>
</table>
### Table 4: Moisture supply for various types of ventilation and outdoor temperature.

<table>
<thead>
<tr>
<th>Room type</th>
<th>Type of ventilation</th>
<th>T outdoor ≤ 5 °C</th>
<th>T outdoor ≥ 5 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Valid N</td>
<td>Mean</td>
<td>Std dev</td>
</tr>
<tr>
<td>Bathroom</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vent</td>
<td>N=6</td>
<td>3.30</td>
<td>1.31</td>
</tr>
<tr>
<td>Natural</td>
<td>N=45</td>
<td>3.32</td>
<td>1.38</td>
</tr>
<tr>
<td>Exhaust</td>
<td>N=15</td>
<td>3.13</td>
<td>1.02</td>
</tr>
<tr>
<td>Balanced</td>
<td>N=2</td>
<td>4.36</td>
<td>1.03</td>
</tr>
<tr>
<td>Basement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vent</td>
<td>N=6</td>
<td>1.91</td>
<td>1.10</td>
</tr>
<tr>
<td>Natural</td>
<td>N=48</td>
<td>1.42</td>
<td>1.03</td>
</tr>
<tr>
<td>Exhaust</td>
<td>N=17</td>
<td>1.58</td>
<td>1.39</td>
</tr>
<tr>
<td>Balanced</td>
<td>N=2</td>
<td>2.01</td>
<td>0.56</td>
</tr>
<tr>
<td>Bedroom</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vent</td>
<td>N=6</td>
<td>1.67</td>
<td>1.63</td>
</tr>
<tr>
<td>Natural</td>
<td>N=49</td>
<td>1.54</td>
<td>1.02</td>
</tr>
<tr>
<td>Exhaust</td>
<td>N=17</td>
<td>1.50</td>
<td>0.73</td>
</tr>
<tr>
<td>Balanced</td>
<td>N=2</td>
<td>1.64</td>
<td>0.74</td>
</tr>
<tr>
<td>Living room</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vent</td>
<td>N=6</td>
<td>2.27</td>
<td>0.66</td>
</tr>
<tr>
<td>Natural</td>
<td>N=50</td>
<td>2.11</td>
<td>0.96</td>
</tr>
<tr>
<td>Exhaust</td>
<td>N=17</td>
<td>1.82</td>
<td>0.57</td>
</tr>
<tr>
<td>Balanced</td>
<td>N=2</td>
<td>1.87</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### 4. Discussion and conclusions

The results showed that the moisture supply is not a constant value over a year, but dependant of the outdoor temperature. This effect is probably due to more ventilation (more open windows) and less moisture production (less indoor activity) during the warm period of the year. This confirms previous investigations, such as Kalamees, Juha and Kurnitski (2006) and the design curves given in the standard EN ISO 13788. The deflection point of the moisture supply curve (i.e. when it goes from a constant value to a linear decrease as temperature increases) is not 0 °C as given in EN ISO 13788, but seems according to figure 1 to be closer to +5-7 °C. This confirms the findings of Kalamees, Juha and Kurnitski (2006) who claims that the deflection point should be approximately +5 °C.

According to EN ISO 13788 the moisture supply is 0 g/m³ when the outdoor temperature reaches 20 °C or higher temperatures. We did not perform measurements when the outdoor temperatures were higher than +15 °C, so we can not conclude on that aspect. However when looking on the moisture supply curve for bathrooms, figure 1, it seems improbable that the moisture supply should reach 0 g/m³. Since windows can not be open all the time even at high outdoor temperatures it is probable that the moisture supply is higher than 0 g/m³ during the warm period, as was measured by Kalamees, Juha and Kurnitski (2006). Assuming that the moisture supply will reach a constant value > 0 g/m³ during the warm period, it seems from figures 1 and 2 that this deflection point is closer to +15 °C than +20 °C as given for the design curves in EN ISO 13788. The same observation were made by Kalamees, Juha and Kurnitski (2006).

According to our measurements it seems that the design curves given in EN ISO 13788 need to be modified to be used in hygrothermal analysis, both in regard to the shape and deflection points, and in regard to the level for various occupancy and room type. The highest levels of moisture supply have been measured in the bathrooms,
but it is probably unnecessary conservative to design the whole house according to these high levels. It is probably better to use the measurements for the living rooms as basis for the design of the whole building, and do a special analysis for the bathrooms (and other similar rooms such as laundry room) if necessary. In our measurements the bedroom values are significantly lower than the living room values. It should however be noted that the bedrooms are children bedrooms, and that the parent bedrooms might have higher values. Kalamees, Juha and Kurnitski (2006) report slightly higher values for bedrooms than for living rooms (0.2 g/m$^3$ higher in average, $T_{\text{out}} < +5^\circ$C) and this might be due to this being parents (two persons) bedrooms. It should however be noted that in Norway it is rather common to sleep with open windows in the bedroom also during winter, giving a better ventilation and a lower temperature. In (Jenssen, Geving and Johnsen, 2002) the weekly mean temperature in 31 childrens bedrooms in Trondheim were measured to $+13.5 \pm 4.3 ^\circ$C.

While there were no significant effect of the ventilation system, there was found a significant effect of the level of occupancy for living rooms as shown in figure 2. From our findings and the findings of Kalamees, Juha and Kurnitski (2006) we propose the following moisture design curves based on the 10% critical level as given in figure 3. “Low” could be used for living rooms in houses with low occupancy (>50 m$^2$/person) and areas where the moisture production is low (e.g. cellars), “Medium” for living rooms with medium/high occupancy (<50 m$^2$/person) and bedrooms, and “High” for bathrooms and laundry rooms. Whether it applies for other countries than Norway must however be further investigated.

![Moisture supply design curves](image)

**FIG. 3:** Proposed moisture supply design curves for Norwegian houses (based on 10% critical level).
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SUMMARY:  
This article describes an extensive experimental campaign aiming at the characterization of the moisture buffering capacity of interior finishing system and the assessment of the hygroscopic inertia of a room. The MBV – Moisture Buffer Value is evaluated for gypsum based products finished with different coatings. The assessment of hygroscopic inertia at room level is implemented using a flux chamber designed specifically for this experiment. A daily hygroscopic inertia index, $I_{h,d}$, is defined using MBV as a basis for the assessment of materials contribution to the buffering capacity of a room. The correlation between that index and peak dampening is proved using the presented experimental results.

1. Introduction
The variation of inside Relative Humidity (RH) is influenced by the moisture exchange between air and building elements. The relevance of that exchange is linked to the active moisture buffer capacity present in a room, which can be identified with its hygroscopic inertia. The laboratory evaluation of that capacity can be approached in three different levels.

At material level, international standards already support the determination of the basic properties that constitute moisture storage performance, such as sorption isotherms and vapour permeability. Recently, a new property defined as MBV, Moisture Buffer Value, was proposed by (Rode et al, 2005), allowing for a direct experimental measure of the moisture accumulation capacity of a material under transient conditions.

At element level, where several materials can be combined by their application in different thicknesses, MBV can also be applied as an experimental measure of each specific element moisture accumulation capacity.

At room level, the authors believe that a laboratory measurement of the active moisture buffer capacity should be directly linked to the RH peak dampening promoted by the room’s interior configuration, compared to the peaks in the same room without any active hygroscopic surfaces.

2. Building element MBV

2.1 Experimental procedure
The MBV experiments, as described in (Rode et al, 2005), propose a cyclic climatic exposure which consists of 8h of high relative humidity, followed by 16h of low relative humidity. This test tries to replicate the cycle seen in bedrooms. For the specific tests described in this article, low value was fixed at 33% RH and the high value at 75% RH, for a constant temperature of 23ºC, which is the basic test configuration proposed in the protocol. The cycles were repeated until the specimen weight over the cycle varied less than 5% from day to day.

The tests were conducted in a climate chamber ensuring a good control level of the test conditions. All the samples tested were put into the chamber at the same time. Three similar samples were tested for each configuration. Each sample was put on a balance when it was likely to have reached a stable mass variation over the cycle. With this procedure it was possible to test a large number of samples. The balance was connected to a computer allowing for a continuous record of the sample mass variation.
The samples were placed horizontally on the balance. The back of the samples was previously treated with epoxy paint and the four edges were covered with aluminium tape, allowing vapour transfer only in the main face.

Additionally, office paper commonly used in printers was also tested for MBV. Although it’s not a building material, important amounts of paper are usually in contact with the room air, contributing to the room moisture buffer capacity. The paper sheets were tested grouped in stacks of different amounts of sheets.

2.2 Results

The MBV test, as described in the previous section, was performed on the samples described in Table 1 and Table 2. Base materials GC (gypsum board) were coated with different combinations of primer and finish coatings, commonly used inside Portuguese dwellings.

**TABLE 1: Building materials configurations used in MBV experiments.**

<table>
<thead>
<tr>
<th>Conf.</th>
<th>Base</th>
<th>Primer</th>
<th>Finishing coating</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC</td>
<td>12.5 mm GC</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>GC2</td>
<td>12.5 mm GC</td>
<td>---</td>
<td>Vinyl – 50 µm</td>
</tr>
<tr>
<td>GC2A</td>
<td>12.5 mm GC</td>
<td>25 µm</td>
<td>Vinyl – 50 µm</td>
</tr>
<tr>
<td>GC3</td>
<td>12.5 mm GC</td>
<td>---</td>
<td>Acrylic 1 – 50 µm</td>
</tr>
<tr>
<td>GC3A</td>
<td>12.5 mm GC</td>
<td>25 µm</td>
<td>Acrylic 1 – 50 µm</td>
</tr>
</tbody>
</table>

**TABLE 2: Paper configurations used in MBV experiments.**

<table>
<thead>
<tr>
<th>Conf.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 Sheets</td>
<td>Stack of 500 sheets of white office paper size A4</td>
</tr>
<tr>
<td>250 Sheets</td>
<td>Stack of 250 sheets of white office paper size A4</td>
</tr>
<tr>
<td>125 Sheets</td>
<td>Stack of 125 sheets of white office paper size A4</td>
</tr>
</tbody>
</table>

The stable cycle for each configuration is presented in Figures 1 and 2. This type of experiment is interesting in the way it provides an easy assessment of the transient behaviour of a building element. Just by watching the curves, the effect of painting is easily highlighted. The configurations GC2A and GC3A, painted with primer and finishing coating had a much lower MBV then the GC samples. On the other hand, it can also be observed that the primer was particularly relevant, as revealed by the comparison GC2-GC2A and GC3-GC3A.

**FIG. 1: Mass variation stable cycle in MBV experiments with GC based materials.**
The tests on sheets of paper supplied an indication of its moisture buffer capacity. It can be seen that the amount of moisture stored in a small stack of paper is in the order of magnitude of the amount stored in a square meter of finished wall.

![Graph showing mass variation stable cycle in MBV experiments with stacks of office paper sheets.](image)

**FIG. 2: Mass variation stable cycle in MBV experiments with stacks of office paper sheets.**

Figure 3 presents the MBV retrieved from each stable cycle obtained for building elements samples. Each value resulted from the average of three samples. The variation between samples was not very relevant, having in mind that painted elements were under test. This graphic shows how easy element buffer capacity is compared by means of MBV experiments.

Note that for an MBV of 0.7 g/(m².%RH), in a common bedroom with a surface of 50 m², for a 10%RH difference during a daily cycle, 350 g of moisture will be buffered in the walls and returned to the room air during the period without occupation.

![Graph showing MBV for GC based elements.](image)

**FIG. 3: MBV for GC based elements.**

### 3. Hygroscopic Inertia experiments

#### 3.1 Flux chamber

A way of evaluating the impact of renderings and furnishings on the moderation of inside relative humidity variation is to actually determine the peak reduction of that variation caused by those materials. Ideally, that evaluation would be conducted in full size rooms where each combination of hygroscopic materials could be tested, facing real climate situations. As it would be impossible for LFC-FEUP to build such rooms, due to the costs involved, a decision was made to try to replicate those conditions in a small scale flux chamber. The
facility, inspired by Padfield’s flux chamber (Padfield, 1998), is presented in Figures 4 and 5. Other experimental setups have been recently used for hygroscopic inertia effect assessment (Rode et al, 2002, Yoshino et al, 2005).

The flux chamber was built inside an existing climatic chamber, allowing for the control of temperature (15°C – 35°C) and relative humidity (30% - 90%) of the whole system. The flux chamber consists of a Plexiglas box, placed over two steel tables, with three openings that can be used to gain access to the interior of the box. Its inside dimensions correspond to 1500x524x584 mm³.

The ventilation system uses a pump that extracts air in two points inside the box. An inlet on top allows for the air to get in and, at the same time, prevents pressure differences. The air that enters the box comes directly from the climatic chamber, and therefore its characteristics are known. The air flux value is controlled by two flow meters allowing for a range of 2-130 l/min, corresponding to a range of air changes of 0.26-17 h⁻¹.

The data acquisition system uses a set of Rotronic® sensors for measuring temperature and relative humidity. These sensors are connected to a data logger, which transmits to a personal computer. The results can be stored in EXCEL format files.

Although the flux chamber has an independent vapour production device, for the specific tests presented in this text, the combined effect of ventilation and climatic chamber RH variations was used to emulate vapour production effect on the mass balance.

The authors believe that this facility, although providing a small scale experiment, can be an interesting contribution to the experimental measurement of the hygroscopic inertia effect. The simplicity in changing the test configuration or swap samples inside the flux chamber allows for the development of test scenarios in a relatively short time. At the same time, there’s a high level of control of hygrothermal parameters, allowing for a rigorous analysis of the results.

3.2 Results

One of the tests performed in the flux chamber consisted of the definition of the stable daily RH cycle for a hygrothermal scenario. The selected scenario was defined assuming a ventilation rate, ach, of 0.5 h⁻¹ and a vapour production of 2 g/h, during 8 hours in the daily cycle. As the temperature of the system was fixed at 23º C, the vapour production was obtained with the RH variation of the climatic chamber between 40% and 80% RH. Using that scenario, different combinations of samples were placed inside the flux chamber, resulting in different RH cycles. The samples used in these tests had the same configuration as the ones in MBV tests. For each configuration, the daily hygrothermal cycle is repeated until the flux chamber RH falls in a stable cycle.

The results of the tests are referred in Table 3 and Figure 5 displays the RH variation inside the flux chamber for the tested combinations. For quantification of the test results, the difference between the average RH and the RH 90th percentile, RH₉₀ - RHᵣₚ₉₀, is used. The average RH value obtained for each stable cycle showed a small variation, demonstrating the high control level of the experiments.

These results clearly illustrate the application of the flux chamber in measuring the actual RH dampening caused by the presence of different levels of moisture buffering in contact with inside air.
TABLE 3: Configurations and results in Flux Chamber tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Samples</th>
<th>$\text{RH}_{\text{m}}$ (%)</th>
<th>$\text{RH}_{90}$ (%)</th>
<th>$\text{RH}<em>{90} - \text{RH}</em>{\text{m}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HI1</td>
<td>-</td>
<td>54.6</td>
<td>73.2</td>
<td>18.6</td>
</tr>
<tr>
<td>HI2</td>
<td>0.75 m$^2$ GC2A</td>
<td>54.6</td>
<td>68.3</td>
<td>13.7</td>
</tr>
<tr>
<td>HI3</td>
<td>0.75 m$^2$ GC</td>
<td>54.5</td>
<td>64.6</td>
<td>10.1</td>
</tr>
<tr>
<td>HI4</td>
<td>0.75 m$^2$ GC + 0.75 m$^2$ GC3</td>
<td>55.1</td>
<td>61.2</td>
<td>6.1</td>
</tr>
<tr>
<td>HI5</td>
<td>500 Sheets</td>
<td>54.4</td>
<td>67.8</td>
<td>13.4</td>
</tr>
<tr>
<td>HI6</td>
<td>4 x 125 Sheets</td>
<td>54.7</td>
<td>64.2</td>
<td>9.5</td>
</tr>
<tr>
<td>HI7</td>
<td>8 x 125 Sheets</td>
<td>53.9</td>
<td>61.2</td>
<td>7.3</td>
</tr>
<tr>
<td>HI8</td>
<td>0.75 m$^2$ GC + 8 x 125 Sheets</td>
<td>54.3</td>
<td>60.2</td>
<td>5.9</td>
</tr>
</tbody>
</table>

FIG. 5: Flux chamber tests HI1-HI4 stable cycles (fc – flux chamber, cc – climatic chamber).

FIG. 6: Flux chamber tests HI1 and HI5-HI8 stable cycles (fc – flux chamber, cc – climatic chamber).
4. Daily Hygroscopic Inertia Index, $I_{h,d}$

4.1 Concept

There is a need for a single parameter that can characterize the daily hygroscopic inertia of a room and correlate to the expected dampening of the RH variation of that room.

The proposed daily hygroscopic inertia index, $I_{h,d}$, is defined by Ramos (2007) as a function of MBV, according to expression (1), where $MBV_i =$ Moisture buffer value of element $i$ (g/(m$^2$.%RH)); $S_i =$ surface of element $i$; $MBV_{obj} =$ Moisture buffer value of complex element $j$ (g/%RH); $C_r =$ Imperfect mixing reduction coefficient (-); $ach =$ air exchange rate (h$^{-1}$); $V =$ room volume (m$^3$); $TG =$ Vapour production period (h). The $I_{h,d}$ can be understood as the room MBV, homogenized to air renovation conditions and vapour production period variations.

$$I_{h,d} = \frac{\sum_i C_{r,i} \cdot MBV_i \cdot S_i + \sum_j C_{r,j} \cdot MBV_{obj,j}}{ach \cdot V \cdot TG} \left[ \frac{8}{m^3 \cdot \%RH} \right]$$

The AMDR parameter was defined according to expression (2), where $HR_m =$ the average relative humidity variation and $HR_{90}$ stands for the daily average of the 90th percentile of the relative humidity variation. The index $ref$ refers to the base scenario of a room without hygroscopicity and $sim$ identifies a scenario under study for that same room. The AMDR parameter can therefore be interpreted as relative daily average amplitude of a RH variation of a room hygroscopic configuration. This parameter is interesting since the average RH variation in long term analysis will not be affected by daily hygroscopic inertia.

$$AMDR = \frac{HR_{90} - HR_m}{HR_{90} - HR_{90,ref}}$$

4.2 Application

The application of the concept referred above resulted in the curve displayed in Figure 7. This curve was supported by numerical and experimental studies. In this paper, the application of the presented concept to the experimental results is presented in Table 4 and also plotted in Figure 7.

Two important considerations must also be stated:

- The $I_{h,d}$ and AMDR values for the empty chamber, corresponding to test HI1, were determined numerically. They are explained by the effect of the materials that being part of the flux chamber aren’t absolutely inert.

- The $C_r$ (Imperfect mixing reduction coefficient) was taken as 0.5 for all the tests (Ramos, 2007).

It’s possible to conclude on the validity of the method by comparing the experimental results on the flux chamber with the theoretical curve that supports the daily hygroscopic inertia classes. The theoretical curve development had already been approached in (Ramos and Freitas, 2006). Note that the black dots in Figure 7 have full experimental determination.
### TABLE 4: Configurations and results in Flux Chamber tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Samples</th>
<th>$I_{h,d}$ (g/(m$^3$.%RH))</th>
<th>AMDR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HI1</td>
<td>-</td>
<td>0.035</td>
<td>80.1</td>
</tr>
<tr>
<td>HI2</td>
<td>0.75 m$^2$ GC2A</td>
<td>0.094</td>
<td>58.7</td>
</tr>
<tr>
<td>HI3</td>
<td>0.75 m$^2$ GC</td>
<td>0.182</td>
<td>43.3</td>
</tr>
<tr>
<td>HI4</td>
<td>0.75 m$^2$ GC + 0.75 m$^2$ GC3</td>
<td>0.328</td>
<td>26.5</td>
</tr>
<tr>
<td>HI5</td>
<td>500 Sheets</td>
<td>0.128</td>
<td>57.6</td>
</tr>
<tr>
<td>HI6</td>
<td>4 x 125 Sheets</td>
<td>0.243</td>
<td>40.9</td>
</tr>
<tr>
<td>HI7</td>
<td>8 x 125 Sheets</td>
<td>0.452</td>
<td>31.4</td>
</tr>
<tr>
<td>HI8</td>
<td>0.75 m$^2$ GC + 8 x 125 Sheets</td>
<td>0.598</td>
<td>25.4</td>
</tr>
</tbody>
</table>

**FIG. 7: Flux chamber results and hygroscopic inertia classes.**

The application of the hygroscopic inertia classes concept in design is illustrated by the pink and brown arrows drawn on Figure 7. Suppose a designer has enough data to analyse a given room, and obtains an $I_{h,d}$ value below 0.2. He’ll conclude on a low hygroscopic inertia, base on the path set by the brown arrows. He then can set an AMDR he considers adequate and follow the pink arrow type of path, to conclude on the ideal room configuration that will lead to the $I_{h,d}$ value indicated by his analysis.

### 5. Conclusions

This study allows for the following conclusions:

- The finishing coatings have a relevant influence on moisture buffering of building elements.
- The primer usually used on coating systems can introduce an important reduction of the MBV of an element.
- A small stack of A4 size paper can have a moisture buffering capacity comparable to a square meter of a building element.
- MBV is a relevant property for means of comparing different elements that are present in a room.
- Hygroscopic inertia tests were conducted in a flux chamber that represents a small scale room. The influence of different elements on RH variation was obtained and the experimental evidence of daily hygroscopic inertia was demonstrated.
— The application of a daily hygroscopic inertia index allowed was verified with full experimental data, proving its validity.

— Plotting the hygroscopic inertia index against a parameter indicating the RH amplitude reduction (AMDR in this paper) proved that hygroscopic inertia will reduce RH daily peaks according to a logarithmic type variation. This implies that there may be an interest in ensuring some amount of moisture buffering inside a room, but the limits to the benefits of inertia to RH variation will be met, more or less easily depending on ventilation rate.

— The introduction of moisture buffering materials in a room must always ensure that the durability of those materials is not affected by their moisture content variation.
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SUMMARY:
Accuracy of simplified indoor humidity simulation, based on EMPD concept, was evaluated by a comparison with complex model. The evaluation of the EMPD model was done for different moisture production/ventilation regimes, outdoor weather changes and temperature gradients in hygroscopic layer. The analysis was limited to the cases of 1-zone space, constant material properties of hygroscopic layers and negligible vapour transmission through the exterior structures. The accuracy of simplified EMPD approach was found satisfactory in cases with limited thickness of hygroscopic layer and on condition that the moisture production and ventilation could be described as regular cyclic process or in cases where the hygroscopic surfaces were mostly placed on inner structures.

1. Introduction

Indoor air relative humidity is an important parameter influencing the hygro-thermal performance of building structures and the indoor climate as well. In order to predict the resultant indoor humidity in the zone with the designed inner surfaces and moisture production/ventilation regime and to suggest possible improvements, a sufficiently accurate dynamic model is necessary.

The computational codes simulating the interaction between indoor air and interior hygroscopic materials can be divided roughly into two groups: codes using simple lumped models and complex codes using a detailed description of the heat and mass transfer through the building structures. The complex models provide reliable information about resultant indoor humidity as well as the description of the hygro-thermal field in the structures but generally they are relatively time-consuming. Therefore in some cases a simplified approach could be more convenient way of indoor humidity evaluation.

The scope of the presented paper was limited to cases when assumption of well-mixed air in interior is acceptable. The analysis was focused on evaluation of accuracy of one of the simplified approaches – the approach based on effective moisture penetration depth (EMPD) concept.

Theoretical background of the EMPD concept was explained for example in (Cunningham 1992, Cunningham 2003, Rode et al. 2005). A method for determination of EMPD in cases when material properties are non-linear was described in (Arfvidsson 1999). Comparison of the simplified and more complex approach to indoor humidity simulation for the case of relatively vapour transmission open exterior walls was presented in (Janssens, De Paepe 2005).

In this paper a capability of simplified approach was evaluated for the case when water vapour transmission through the building envelope was negligible in comparison to the convective transfer by ventilation. The analysis was also limited to the case of common indoor relative humidities, excluding the cases with extreme high humidities of indoor air. Therefore constant material properties could be used in the simulations.

2. Description of complex and EMPD approach

In the both considered approaches the model of indoor humidity simulation is based on the solution of the water vapour mass balance equation in case of well-mixed air in the single zone space (IEA-Annex XIV 1991):
\[
\frac{\partial p_i}{\partial \tau} = \frac{462 \cdot T_i \cdot \{G_p + \sum G_{sk} - \sum \beta_j \cdot A_j \cdot (p_i - p_{sat,j})\}}{V} + n \cdot (p_e - p_i)
\]  

(1)

Where \( p_i \) is the indoor air partial vapour pressure [Pa], \( p_e \) is the outdoor air partial vapour pressure [Pa], \( \tau \) is the time [s], \( T_i \) is the indoor air temperature [K], \( G_p \) is the indoor vapour production [kg.s\(^{-1}\)], \( \Sigma G_{sk} \) is the sum of the moisture flows from or into the room construction surfaces, \( V \) is the volume of the room [m\(^3\)], \( \beta_j \) is the surface film coefficient for water vapour transfer [s.m\(^{-1}\)], \( A_j \) is the area of the surface where condensation or drying takes place [m\(^2\)], \( p_{sat,j} \) is the saturation vapour pressure on that surface [Pa], \( n \) is the ventilation rate [s\(^{-1}\)].

The difference between the approaches is in the way of simulation of the interaction between indoor air and hygroscopic surfaces:

The complex model consists in the solution of the equation (1) coupled with 1D numerical simulation of the coupled heat and moisture transport through the room structures. It enables to take into account material parameters moisture dependency.

The EMPD approach is based on assumption of cyclic variation of vapour pressure at the hygroscopic surface. Then only a thin layer of defined thickness interacts with interior air (Cunningham (2003)). In EMPD approach it is moreover assumed that the temperature in this layer can be considered as uniform and material parameters can be considered constant. This approach doesn’t simulate in detail the water vapour transmission through the exterior structures. The moisture transfer to/from the hygroscopic surface is then described by the following equation:

\[
\frac{dp_{EMPD}}{d\tau} = \frac{p_{sat,EMPD}(t) \cdot (p_i - p_{EMPD})}{d_{EMPD} \cdot \xi_{w,EMPD} \cdot Z_{EMPD}}
\]  

(2)

Where \( d_{EMPD} \) [m] is thickness of humidity buffering layer, \( \xi_{w,EMPD} \) is the slope of sorption curve expressed by water content in relation to relative humidity [kg/m\(^3\)], \( t \) is temperature [K] and \( Z_{EMPD} \) is vapour resistance [m/s], calculated from the relation:

\[
Z_{EMPD} = \frac{1}{\beta_i} + \frac{a \cdot d_{EMPD}}{\delta}
\]  

(3)

Where \( \delta \) is water vapour permeability [s], \( a \) is coefficient; in the simulations \( a = 0.5 \) was used.

The thickness of humidity buffering layer is given by the following relation:

\[
d_{EMPD} = \frac{\delta \cdot p_{sat,EMPD}(t) \cdot T}{\xi_{w,EMPD} \cdot \pi}
\]  

(4)

Where \( \pi \) is the period of cyclic variations [s].

The \( d_{EMPD} \) calculated according to the relation (4) represents the thickness of buffering layer, where the relative humidity variation is reduced to ca 27% of the surface variation (Arfvidsson 1999).

In reality the assumption of cyclic variation of vapour pressure at the hygroscopic surface is not fulfilled. The deviations from the cyclic variation are caused by variations exterior water vapour partial pressure and by irregularities in moisture production/ventilation. On the other hand in cases when the thickness of the hygroscopic layer interacting with the indoor air is limited – as it is in case of vapour barrier application, in case of hygroscopic plasters placed on concrete structures or in case when the prevailing part of indoor air - hygroscopic surface interaction takes place at room equipment surfaces – the assumption of constant thickness of interacting hygroscopic material could be considered as an acceptable simplification.

The assumption of constant material properties is acceptable for great deal of hygroscopic materials on condition of common indoor climate conditions where the indoor air relative humidity values don’t exceed ca 70 %. In case of extreme conditions with high indoor humidities the usability of EMPD concept depends on concrete humidity variation interval as well as the hygroscopic layer material properties.
3. Comparison of EMPD and complex simulation results

3.1 Presentation of simulated case

With the aim to compare and analyse the results of indoor humidity simulation by complex and EMPD approach the simulation of the resultant indoor air relative humidity were done for the chosen simply object. The code PenDepth (Mihalka, Matiasovsky and Drzik 2007) was used for the EMPD calculations and NPI code (Koronthalyova 2006) was used for complex model calculations.

The calculations were done for the case when water vapour transmission through the structure could be neglected. The indoor humidity values corresponded to common indoor climate conditions and therefore constant material properties were used also in NPI calculations. The aim of the simulations was to quantify the effect of limited thickness of hygroscopic layer, moisture production/ventilation regimes irregularities and presence of temperature gradient in hygroscopic layer on the ability of EMPD approach.

The calculations were done for the simply 1-zone space with the hygroscopic surfaces area $S = 64.49 \text{ m}^2$ (walls and ceiling) and the volume $V = 49 \text{ m}^3$. For the simplicity it was assumed that the room walls and ceiling have the same composition. The considered structure composition was (from interior): 12.5 mm thick layer of gypsum board, plaster (0.02 m), brick (0.24 m), PPS insulation (0.07 m) and plaster (0.02 m). In case of the limited thickness of hygroscopic layer the gypsum board was separated from the outer part of structure by water vapour barrier. The total thermal resistance of the structure was $R = 2.4 \text{ m}^2\cdot\text{K}/\text{W}$. The used material properties of gypsum board are presented in Table 1. The thickness of humidity buffering layer used in PenDepth code for considered period $T = 12\text{ h}$ was $d_{EMPD} = 9 \text{ mm}$.

The effect of moisture production/ventilation irregularities was tested by simulation of two different cases of moisture production/ventilation regimes:

- Regular moisture production and ventilation regimes. The moisture production and ventilation schedule was the same during the whole simulated period and corresponded to the working day regime (Table 2).
- Irregular moisture production and ventilation. The irregularities were caused by different moisture production and ventilation regime during the working days and weekends, representing the case that the room was not occupied during weekends (Table 2).

<table>
<thead>
<tr>
<th>Table 1. Material properties of gypsum board.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity [W/(m.K)]</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Moisture production and air change rate schedule used in simulations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working days</td>
</tr>
<tr>
<td>Hour</td>
</tr>
<tr>
<td>Air change rate [1/h]</td>
</tr>
<tr>
<td>Moisture production [kg/h]</td>
</tr>
</tbody>
</table>

With the aim to evaluate the effect of temperature gradient on the resultant indoor humidity the NPI calculations were done for two cases: In the first case it was assumed that all structures were inner structures and therefore their temperature was the same as the temperature of interior. In the second case all structures were considered as envelope ones, changing their temperature profile in concordance with the outdoor conditions.
The comparison of the calculation results was done for the period from 14th February to 22nd April. The outdoor clima parameters were taken from the Holzkirchen data for the year 2005 (Lenz, Holm 2005). Indoor air temperature was considered constant $t_i = 20°C$.

### 3.2 Results and discussion

In Table 3 the average and the maximum differences between indoor air relative humidities calculated by NPI and PenDepth are presented for all considered cases. The comparison of the simulation results for two chosen week periods are presented in Figures 1 – 5. The period from 16th to 23rd March was characterised by significant changes of exterior partial vapour pressure (between 450 and 1100 Pa) (Figures 1 – 4). The period from 21st to 28th February was characterised by extreme low temperatures of outdoor air (between –3 and -24 °C), but due to the temperature decrease also exterior vapour pressure decrease took place (Figure 5).

In the Figures 1 – 4 the effect of sudden increase of external vapour pressure during 1802nd - 1866th and 1924th – 1944th hours can be observed. The sudden significant change of exterior water vapour pressure was the main reason of differences between the calculated humidities in case of hygroscopic layers placed on inner structures and regular moisture production/ventilation regime.

In case of external structures the effect of temperature gradient in the structures on resultant indoor humidity was noticeable in spite of their relatively good thermal insulation. Therefore in Figures 1 – 5 also the NPI results corresponding to case when half of hygroscopic surfaces were placed on inner structures and half on exterior ones - which is closer to common sitting of hygroscopic surfaces in interior – are shown (NPI inner + envelope). The effect of temperature gradient in external walls can be seen in Figure 5. It resulted in relatively high difference between the NPI results for case of inner structures and case of half inner/half exterior structures. The differences between NPI and PenDepth results were not so high during the period because the effect of temperature gradient was partly compensated by coupled phenomenon of exterior water vapour pressure decrease.

As can be seen from results in Table 3 the results of the complex and EMPD approach were in satisfactory agreement in case of limited thickness of hygroscopic layer (presence of vapour barrier) and regular moisture production/ventilation regime or in case that hygroscopic layers belonged to internal structures.

In case without water vapour barrier the differences between the NPI and PenDepth results were significant. The highest differences between the EMPD and NPI simulation results were achieved in case of unlimited thickness of the hygroscopic layer and coupled effect of moisture production irregularity and temperature gradient in the structure.

**TABLE. 3: Differences between the results of complex (NPI) and EMPD (Pen Depth) model during the considered period**

<table>
<thead>
<tr>
<th>Hygroscopic layer</th>
<th>Moisture production regime</th>
<th>Structure</th>
<th>RH difference between EMPD and complex model [%RH]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>Limited</td>
<td>Regular</td>
<td>Inner</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Envelope</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>Inner</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Envelope</td>
<td>3.8</td>
</tr>
<tr>
<td>Unlimited</td>
<td>Regular</td>
<td>Inner</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Envelope</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>Inner</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Envelope</td>
<td>6.1</td>
</tr>
</tbody>
</table>

As can be seen from results in Table 3 the results of the complex and EMPD approach were in satisfactory agreement in case of limited thickness of hygroscopic layer (presence of vapour barrier) and regular moisture production/ventilation regime or in case that hygroscopic layers belonged to internal structures.

In case without water vapour barrier the differences between the NPI and PenDepth results were significant. The highest differences between the EMPD and NPI simulation results were achieved in case of unlimited thickness of the hygroscopic layer and coupled effect of moisture production irregularity and temperature gradient in the structure.
FIG. 1: Comparison of the calculated indoor air relative humidity courses for 1-week period from 16th to 23rd March: Vapour barrier and regular moisture production/ventilation regimes.

FIG. 2: Comparison of the calculated indoor air relative humidity courses for 1-week period from 16th to 23rd March: Regular moisture production/ventilation regimes without vapour barrier.
FIG. 3: Comparison of the calculated indoor air relative humidity courses for 1-week period from 16th to 23rd March: Irregular moisture production/ventilation regimes without vapour barrier.

FIG. 4: Comparison of the calculated indoor air relative humidity courses for 1-week period from 16th to 23rd March: Vapour barrier and irregular moisture production/ventilation regimes.
FIG. 5: Comparison of the calculated indoor air relative humidity courses for 1-week period from 21st to 28th February: Irregular moisture production/ventilation regimes without vapour barrier.

4. Conclusions

The conditions for reliable using simplified EPMD concept were analysed for the case of 1-zone space by the comparison with the complex model. The analysis dealt with cases when the assumption of well-mixed air was acceptable and water vapour transmission through the building envelope was negligible in comparison to the convective transfer by ventilation. The analysis was also limited to the case of common indoor relative humidities, excluding the cases with extreme high humidities of indoor air.

In spite of relatively good thermal insulation of the considered structures the influence of temperature gradient in the envelope structures on resultant indoor humidity was noticeable.

In case of limited thickness of the hygroscopic layer the results of PenDepth code were in good agreement with the complex model results on condition that the moisture production and ventilation could be described as regular cyclic process or in case that the most of the hygroscopic surfaces was placed on inner structures and therefore the influence of temperature gradient in the structures was negligible.

The most significant differences between the EMPD and NPI simulation results were achieved in the case of unlimited thickness of the hygroscopic layer and coupled effect of moisture production irregularity and temperature gradient in the structure.
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SUMMARY: The indoor temperature and humidity conditions of the building envelope are important parameters for the evaluation of the thermal and hygric indoor comfort. In the research project GENSIM a new hygrothermal building library, based on the object- and equation-oriented model description language Modelica® has been developed by the Fraunhofer Institutes IBP and FIRST. This library includes many models as for instance a hygrothermal wall model, an air volume model, a zone model, a window model and an environment model. Due to the object-oriented modelling approach, some models of this library can be configured to a complex hygrothermal room model, which can predict the time dependent indoor temperature and humidity conditions in a building construction.

In this paper we will introduce in a first step the object-oriented hygrothermal room model of this library. In a second step, the validation of the room model with some field experiments will be shown. In a third step we will present some simulation results, we obtained by coupling the room model with an implemented Predicted-Mean-Vote (PMV) control ventilation system to predict and to ensure a thermal and hygric indoor comfort in one case study.

In the conclusion, the possible range of future applications of this new hygrothermal building physics library and demands for further research are indicated.

1. Introduction

The heat and moisture behaviour of the building envelope are important parameters for the evaluation of the thermal and hygric indoor comfort. In the research project GENSIM (Nytsch et. al., 2005) a new hygrothermal building library, based on the object- and equation-oriented model description language Modelica® (Modelica, 1997) has been developed by the Fraunhofer Institutes IBP and FIRST. This library includes many models as for instance a hygrothermal wall model, an air volume model, a zone model, a window model and an environment model. Due to the object-oriented modelling approach, some models of this library can be configured to a
complex hygrothermal room model, which can predict the time dependent indoor temperature and humidity conditions in a building construction. In this paper the hygrothermal whole building simulation model and its experimental validation will be presented. Furthermore, we will show some simulation results we obtained by coupling the validated building simulation model with a PMV control ventilation system to ensure a thermal and hygric comfort in the building envelope.

1.1 Hygrothermal room Model

The hygrothermal room model of the building library is built by coupling following models of the developed building physics library:

- a wall model, which takes into account vapour diffusion, liquid flow and thermal transport. This model is based on the physical model for the dynamic coupled heat and moisture transport in building components. A detailed model description is given in (Nouidui et. al., 2006).
- an air model, which takes into account the coupled energy and mass balance of the air volume in the building envelope according to following equations:

**Energy Balance**

\[
\rho \cdot V \cdot c \cdot \frac{dT}{dt} + c_{vap} \left( T + T_{a} \right) \frac{dm_{vap}}{dt} + r_{H2O} \frac{dm_{vap}}{dt} = \dot{Q}_{cv, \text{sources}} + \dot{Q}_{cv, \text{surfaces}} + \dot{H}_{\text{airchange}};
\]

\( \rho \): density of the air, \([\text{kg/m}^3]\)
\( T \): temperature of the air volume, \([\text{K}]\)
\( t \): time, \([\text{s}]\)
\( c \): heat capacity of the air \([\text{J/kgK}]\)
\( c_{vap} \): heat capacity of the vapour \([\text{J/kgK}]\)
\( r_{H2O} \): enthalpy of vaporization for water \([\text{J/kg}]\)
\( m_{vap} \): mass of the vapour \([\text{kg}]\)
\( \dot{Q}_{cv, \text{sources}} \): convective heat fluxes through the building envelope, \([\text{W}]\)
\( \dot{Q}_{cv, \text{surfaces}} \): internal convective gains such as people, lights and equipment, \([\text{W}]\)
\( \dot{H}_{\text{airchange}} \): heat fluxes gained or lost due to natural infiltration, \([\text{W}]\)
\( V \): volume, \([\text{m}^3]\)

**Mass Balance**

\[
\frac{dm_{vap}}{dt} = \dot{m}_{vap, \text{sources}} + \dot{m}_{vap, \text{airchange}} + \dot{m}_{vap, \text{airmassflows}} + \dot{m}_{vap, \text{surfaces}};
\]

\( \dot{m}_{vap} \): mass of the vapour \([\text{kg}]\)
\( \dot{m}_{vap, \text{sources}} \): moisture fluxes through the building envelope, \([\text{kg/s}]\)
\( \dot{m}_{vap, \text{sources}} \): internal moisture gains such as people, and equipment, \([\text{kg/s}]\)
\( \dot{m}_{vap, \text{airchange}} \): moisture fluxes gained or lost due to natural infiltration, \([\text{kg/s}]\)

- a zone model, which calculates the geometry of a zone, the sum of all heat and moisture loads of the zone, the sum of the solar gain through transparent components, the specific long wave and shortwave heat flow of each wall surface of the zone.
a window model, which calculates the solar gains and the heat losses through the glasses of the window.

an environment model, which calculates the necessary climate parameters for the simulation of the room model.

1.2 Validation of the hygrothermal room Model

The hygrothermal wall model has already been validated by comparison with some well-established HAM-simulation tools (Nouidui et al., 2006). HAM means Heat, Air and Moisture. For the validation of the hygrothermal room model some fields experiments were carried out in the first two months of the year 2007 at the outdoor testing site of the Fraunhofer-Institute of building physics in Holzkirchen. The aim of these experiments was to compare the measurements with the developed model.

1.2.1 Experimental setup

The experiments were carried out in a building, erected on the IBP test site in the 80s. One of the five rooms of this building is suitable for our purpose, because of the well defined boundary conditions. The ground plan of the testroom is shown in FIG. 1. The rooms have a ground area of 20 m² and a volume of 50 m³. They are well insulated (200 mm of polystyrene) towards the ground. The floor has a vinyl covering to avoid moisture flow through it. The external walls consist of 240 mm thick brick masonry with 100 mm exterior insulation (ETICS). Walls and ceiling of the rooms are coated with 12 mm standard interior plaster. The double-glazed windows are facing south (U-value: 1.1 W/m²K, total solar energy transmittance: 0.57, frame ratio: 30%). The walls and ceiling are rendered moisture inert by sealing them with aluminium foil. During the tests a wool blanket was situated in front of the window on the outside in order to exclude any solar radiation into the room.

FIG. 1: Ground Plan of the testroom

The temperature in the room is controlled to 20±2°C. A moisture production of 2.4 kg per day has been set in the room. This represents the production of a three persons household (Hartmann et al., 2001). FIG. 2 shows the diurnal moisture pattern in the testroom. The permanently present basic humidity production of 0.025 kg/h is due to e.g. plants or pets. In the early morning hours between 6 am and 8 am, this value is increased to a peak level of 0.4 kg/h in order to simulate human activities, like having a shower and washing. Subsequently, the moisture production will drop back to the basic rate of production 0.025 kg/h. In the late afternoon the moisture production will increase again to a moderate level (0.2 kg/h) until the evening hours (4 pm until 10 pm), which represents certain activities like cooking, cleaning or doing the laundry.

The air-tightness of the rooms was measured with blower-door method. After conversion to the air change by infiltration under normal pressure conditions, a value of n = 0.07 h⁻¹ was obtained for the testroom. The
additional air change rate of the ventilation system is \( n = 0.5 \, \text{h}^{-1} \), which means a constant air flow of about 25 m³/h.

1.2.2 Simulation setup

For the simulation of the hygrothermal room model, we used material parameters taken from the WUFI® database (Künzel, 1994). The moisture production and ventilation rate are the same as in the experiment. The outdoor climate data, which are continuously recorded at the meteorological station of the IBP are introduced as hourly averages.

1.2.3 Results

The measured and calculated evolutions of the absolute humidity in the test room during two days in January 2007 are plotted in FIG. 3. The figure shows a very good agreement between experiment and simulation.

![FIG. 2: Diurnal moisture production pattern in the experimental room](image)

![FIG. 3: Calculated (black) and measured (red) absolute humidity of the test room](image)

1.3 Coupling of the hygrothermal room Model and a PMV control ventilation system to ensure a thermal and hygric comfort.

A PMV control ventilation system has been implemented. PMV represents the 'predicted mean vote' (on the thermal sensation scale) of a large population of people exposed to a certain environment (DIN, 2005). The inputs of the ventilation system are the time dependent calculated PMV (see equation (3)) and PPD. The PPD is
the predicted percent of dissatisfied people at each PMV. It can be derived from the PMV according to the equation (4):

\[
PMV = \frac{0.303 \cdot \exp(-0.036M) + 0.028}{(M - W - 3.05 \cdot 10^{-3}[5733 - 6.99(M - W) - P_a] - 0.42(M - W) - 58.15) - 1.7 \cdot 10^{-5}M (5867 - P_a) - 0.0014M (t_a - 34) - 3.96 \cdot 10^{-8} f_{cl} [(t_{cl} + 273)^4 - (\bar{T}_r + 273)^4] - f_{cl} h_{cl} (t_{cl} - t_a)}
\]

\[
PPD = 100 - 95 \cdot \exp(-0.03353 \cdot PMV^4 - 0.2179 \cdot PMV^2)
\]

- \(M\) : metabolic rate, [W/m²]
- \(W\) : external work [W/m²]
- \(t_{cl}\) : surface temperatur of the cloth [°C]
- \(\bar{T}_r\) : mean radian temperatur [°C]
- \(t_a\) : air temperatur [°C]
- \(f_{cl}\) : clothing area factor [-]
- \(h_{cl}\) : convective surface coefficient [W/m²K]
- \(P_a\) : water vapour pressure [Pa]

The maximum possible air change rate of the system, the relative humidity and the temperature of the air volume, where the PMV control system will be integrated, are necessary inputs for the ventilation system. The air change rate of the system is regulated in a way that a critical PPD-value set by the user could not be reached. For testing the implemented ventilation system, we integrated it in a model room. The boundary conditions of the room, used for the simulation, are described in the next paragraph. We compared for our purpose three ventilation systems: a traditional shock ventilation, a constant ventilation system and a PMV-control ventilation system. As the worst case, we consider the model room without ventilation system.

### 1.3.1 Model room and Simulation parameters for the ventilation systems

The geometry and the material parameters of the model room are identical to the testroom used in paragraph 1.2. The temperature in the room is controlled to 20°C. A new moisture profile for a typical living room of a four persons household has been assumed (see FIG. 4 (left)). This production is derived from the activities of the occupants (Kainz, 2004). The metabolic equivalent of task profile used for the simulations is plotted in FIG. 4 (right). We assumed a constant clo-value of 1.0. For the shock ventilation, we assumed that the occupants open the windows for 10 minutes anytime they enter in the room. We assumed for the constant ventilation system an air change rate of 0.6 h⁻¹. For the PMV-ventilation system, we assumed a maximal air change rate of 0.6 h⁻¹. A critical PPD of 10% has been set for the simulation. This corresponds to the interval, which will be felt as acceptable for the most of people (DIN, 2005). We make the simulation over the last three months of the year 2006 with the weather data recording at the Fraunhofer Institute IBP in Holzkirchen.
1.3.2 Results

FIG. 5 shows the air change rates of the three ventilation systems used in the simulation. The first four figures in FIG. 6 show the simulated relative humidity of the air volume without and with the use of the three ventilation systems for the last two months in the year 2006. The maximum (blue) and minimum (red) values of the comfort interval are plotted in the four figures. The violation frequency ratio of the comfort criterion has been calculated for all the cases and is plotted in the same figure. The simulation results for the case without ventilation system show that it is not possible to be at anytime in the month in the comfort interval. The use of the constant ventilation system allows being about 90 percent of the time in the comfort interval. With the shock ventilation, it is only possible to be about 40 percent of the time in the comfort interval. The use of the PMV-ventilation system gives the best results. With this system and a maximal air change of 0.6 h⁻¹, it is possible to be in the comfort interval for more than 99 percent of the time in the two months interval.
FIG. 6: Relative humidity in the room without (no ventilation) and with ventilation systems (constant-, shock-, PMV ventilation), violation frequency of the comfort criterion with and without ventilation systems.
2. Conclusion

In this paper we present the object-oriented hygrothermal room model of the new building physics library developed in the research project GENSIM. We show the first validation results of the room model we obtained by comparing the room model with measurements of field experiments. The results are promising, but many more validation examples are necessary in order to gain confidence in the new model. In a last step we introduce the PMV control ventilation system. We implemented it to ensure a thermal and hygric comfort in building constructions. This system has been integrated in the room model. The simulation results show that the coupling of the room model with the PMV control ventilation system can ensure a thermal and hygric comfort over a long time compared to a shock or constant ventilation.

The developed models open the possibility in the future to improve the energy efficiency of buildings. At the same time it will be possible to design and to test new ventilation systems, which could be used for instance to minimize the risk of mould growth or to guarantee a thermal, hygric and hygienic comfort in building constructions.
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SUMMARY:
This paper presents a stochastic method to obtain design values for the necessary moisture buffering of wall materials in order to prevent moisture damage. The difference in maximal and minimal relative humidity in the room during a day is chosen as an indicator for the moisture damage risk. Choosing an acceptable probability of occurrence of moisture damage allows then to determine the necessary moisture buffering capacity. The moisture buffering capacity is defined as the average reduction in moisture damage risk in comparing a room with and without moisture buffering. Using a penetration depth model, an average equivalent surface mass coefficient for the walls of the room is defined, taking into account the vapour transport from air to the surface, through paint layer and finally to the active surface material layer. The existence of a unique relation between the moisture buffering capacity and the average equivalent surface mass coefficient, called the moisture buffering design curve, allows to determine the necessary moisture buffering of the wall materials.

1. Introduction

During the last decade, a number of ‘whole building’ moisture simulation models were developed with different levels of complexity (IEA, 2008). These models can be used for moisture design analysis of buildings. Standardized methods have been proposed in the literature to determine the indoor humidity load in residential building without mechanical humidity control (Jones 1995, TenWolde and Walker, 2001). The methods were compared in Roppel et al. (2007) and the impact of ventilation, moisture production and moisture storage was analysed. Ideally, a moisture design analysis involves the determination of the probability of moisture damage, treating all design parameters and loads as stochastic variables (Geving 2000). For the outdoor boundary conditions, climatic data can be used as stochastic input. However, sufficient data regarding ventilation and occupancy moisture production are often not available to make a full stochastic approach practical (TenWolde and Walker, 2001). Therefore, most moisture design models are deterministic, treating only average moisture production and average ventilation rates on weekly or monthly basis. In reality, most of these factors may vary randomly in time and place.

This paper presents a stochastic analysis of moisture buffering in a room, where the ventilation rate, the outside vapour pressure and temperature and the moisture production rate are considered to be stochastic variables. First, a moisture balance model including moisture buffering is presented. The resulting inside relative humidity is considered as a stochastic process and a reliability approach is presented. Based on the reliability analysis, a new method for moisture design analysis is presented.

2. Moisture balance of a room: deterministic model

The relative humidity \((RH_i)\) in a room depends on the ventilation rate \(G_v\) (or supply of air with a different \(RH\) and temperature), the moisture production rate \(G_p\) and the moisture uptake/release rate by finishing materials, also called moisture buffering. The \(RH_i(t)\) process in a room can be modelled by the moisture balance of the
room including the moisture uptake/release rate by the different moisture buffering materials. The moisture balance for a room is given by

\[
\frac{d\rho_i(t)V}{dt} = -G_v(t)V(\rho_i(t) - \rho_j(t)) - \sum_{j=1}^{k} A_j g_j + G_p(t)V
\]  

(1)

The LHS of (1) describes the change in the vapour density \(\rho\) in the room as a function of the time \(t\), with \(V\) the volume of the room. The first term at the RHS describes the exchange of inside and outside air at a ventilation rate \(G_v\). The second term of the RHS describes the uptake/release of moisture by the \(k\) different moisture buffering materials, which have a surface \(A_j\). The moisture buffering by air and furniture is not considered, but can be easily introduced. The last term of the RHS is the water vapour production rate. Dividing LHS and RHS of equation 1 by the volume, we can define the surface to volume ratio of a wall as \(\alpha_j = A_j/V\).

The water vapour uptake/release by the surface materials is modelled using an effective penetration depth (EPD) model, where an equivalent surface coefficient \(\beta_{eq,j}\) for the wall \(j\) is introduced to model the vapour transport from the room to the (painted) wall

\[
g_j = -\frac{1}{\beta_j + \frac{\mu d_{paint,j}}{\delta_n} + \frac{d_{p,j}}{2\delta_j}} \left( p_{wj} - p_j \right)
\]  

with \(\beta_j\) the water vapour surface coefficient, \(p\) the vapour pressure (subscript \(w =\) wall), \(\mu d_{paint,j}\) the equivalent water vapour resistance thickness for the paint layer, \(\delta\) the vapour permeability of dry air, \(d_{p,j}\) the penetration depth and \(\delta\) the water vapour permeability of the material. The penetration depth is defined as the thickness of the surface layer where hygric interaction with the indoor air occurs, or

\[
d_{p,j} = \frac{\delta_j p_{w,j} t_p}{\xi_j \pi}
\]  

with \(p_{sat}\) the water vapour saturation pressure and \(t_p\) the period of time (one day). In the EPD model, it is assumed that the hygroscopic moisture capacity \(\xi\) and water vapour permeability \(\delta\) of the material are constants. The differential equation for the \(j\)th moisture buffering of the wall then reads

\[
\frac{dp_{wj}(t)}{dt} = -\gamma_{wj} (p_{wj}(t) - p_j(t)) \quad \text{with} \quad \gamma_{wj} = \frac{p_{sat}}{d_{p,j} \xi_j}
\]  

(4)

Equations 1 and 4 define a set of \((k+1)\) ordinary differential equations, which are solved numerically.

3. Stochastic approach and reliability problem

3.1 Stochastic model

The independent stochastic variables \(X_i(t)\) in this model are the ventilation rate \(G_v(t)\), the outside vapour pressure \(p_e(t)\) and temperature \(T_e(t)\), the moisture production rate \(G_p(t)\). The mass surface coefficient \(\beta\) and the material properties are considered to be deterministic. The inside temperature is considered to be constant equal to 20°C.

The outside conditions - vapour pressure \(p_e(t)\) and temperature \(T_e(t)\)- are climatic variables, showing a daily and yearly periodicity and randomness with trends. In this paper, we model the outside conditions in two ways: (1) as measured climatic data showing a daily and yearly periodicity (see e.g. the outside vapour pressure in Figure 1a); (2) as random variables showing a periodic daily variation (see Figure 1b).

The ventilation rate \(G_v\) depends on the airtightness of the building and the pressure difference outside/inside due to wind and thermal stack effects. Due to the random variation of wind effects, the ventilation rate is considered as a stochastic process characterised by a random variation around daily and hourly values. The daily variation accounts for windy versus non-windy days, while the hourly variation accounts for the short time stochastics of wind pressure. The minimum ventilation rate is limited to \(G_{v,\min}=0.2\) l/h. The average ventilation rate is 0.6 l/h. A typical variation of \(G_v(t)\) is given in Figures 1c-d, respectively for 1 and 10 days.
We consider the vapour production rate to consist of two components: a basic production rate accounting for permanent vapour production due to the presence of e.g. presence of people and plants and two peak production rates during the morning and late afternoon. The morning period, between 6 and 8 am, accounts for human activities, such as showers and washing. The late afternoon period from 4 pm until 10 pm simulates certain activities like cooking, cleaning, laundry. Since the peak water vapour production rates depend on human activity, they are considered to be stochastic. Figure 1e-f gives a typical variation of the vapour production rate during 1 and 10 days.
3.2 Definition of the reliability problem

Due to the stochastic characteristics of $X_i(t)$, the fluctuation of the relative humidity in a room $RH_i(t)$ can be seen as a stochastic process $Y_i(t)$. An example of time train for $Y_i(t)$ is given in Figure 2a. A possible measure to evaluate the moisture damage risk is the difference in maximal and minimal relative humidity during a day

$$\Delta Y(n) = \max(Y_n(t)) - \min(Y_n(t))$$

where $n$ is the index for the day (see Figure 2b).

![Figure 2](image)

**Figure 2.** (a) Typical variation of the inside relative humidity for a period in April for Belgium; (b) Definition of the daily maximal variation of the inside relative humidity as damage risk indicator.

Since $Y_i(t)$ is a stochastic process, the damage indicator $\Delta Y(n)$ is random and can be described by a cumulative distribution function $F_Y$. Figure 3a gives the cdf for a room with and without buffering. The stochastic process $Y_A(t)$ for a room without any moisture buffering is obtained by putting for all walls $\alpha_j=0$. As damage criterion (or limit state), we choose a maximal change in $RH_i$ during a day equal to $\Delta Y_{\text{lim}}$. The probability of moisture damage is then defined as

$$P_f = P[\Delta Y_{\text{lim}} \leq \Delta Y(n)] = 1 - F_Y(\Delta Y_{\text{lim}})$$

As performance criterion we may define a maximum probability of occurrence of moisture damage $P_{max}$ given the damage limit $\Delta Y_{\text{lim}}$. The reliability problem can then be defined as: find the distribution function $F_Y$, for which

$$F_Y(\Delta Y_{\text{lim}}) = 1 - P_{\text{max}}$$

The distribution function $F_Y$ depends on the moisture buffering properties and $\alpha$-values of the material surfaces given certain parameters for the stochastic processes $G_v$, $G_p$, $T_e$ and $p_e$.

3.3 Moisture Buffering Capacity (MBC)

In order to properly identify the moisture buffering effect of surface materials in a room, we plot the results of the maximum daily variation of the inside relative humidity $RH_i$ of the room with moisture buffering $\Delta Y(n)$ versus the results for the room without buffering $\Delta Y_A(n)$ (Figure 3b). $\Delta Y_A(n)$ is the maximum daily variation for the room without moisture buffering capacity. It is found that, despite some scatter, the results can
Figure 3. (a) Cumulative distribution function (cdf) of the maximum daily variation of inside relative humidity for the room with \( F_Y \) and without \( F_{YA} \) moisture buffering. Definition of the maximum failure risk \( P_{\text{max}} \) at the limiting value of the maximum daily variation of inside relative humidity \( \Delta Y_{\text{lim}} \). (b) Maximum daily variation of inside relative humidity for room with buffering versus maximum daily variation of inside relative humidity for room without buffering. The slope of the linear approximation is defined as ‘a’.

be approximated by a linear relation, or

\[
\Delta Y_m = a \Delta Y_A
\]  

(9)

where \( \Delta Y_m \) is the estimated value of \( \Delta Y \). For the room without buffering, \( a_A = 1 \). We define the moisture buffering capacity \( MBC \) of a room as the reduction of the slope \( a \) with respect to \( a_A \), or

\[
MBC = \frac{a_A - a}{a_A} = 1 - a
\]

(10)

or using equation (9)

\[
MBC = 1 - \frac{\Delta Y_m}{\Delta Y_A}
\]

(11)

We now analyse if the \( MBC \) value can be seen as a characteristic for the moisture buffering in a room independent on the random variation of the variables \( X_i \). In Figure 4a, we compare the slope of the linear relation (a-value) for the case with climatic outside conditions and the case with random outside conditions. Only a small difference in the slope \( a \) (or \( MBC \) value) can be observed. In Figure 4b, we consider the vapour production rate deterministic, i.e. a constant basic production rate with constant peaks during morning and evening. (Note that the constant values are equal to the expected values of the stochastic description during that particular period). In Figure 4c, the ventilation rate is taken constant and equal to the expected value of the stochastic description. We observe that the a-value remains accurately predicted, even when one of the basic variables is considered deterministic. We may conclude that the \( MBC \) value is rather independent on the particular stochastic variation, as long as the expected values of the stochastic processes are preserved. From the other side, the stochastic description allows to determine the a-value and \( MBC \) value rather exactly, which is found to be less evident for deterministic processes.
Figure 4. Maximum daily variation of inside relative humidity for a room with moisture buffering versus a room without moisture buffering: comparison between (a) climatic and random outside conditions, (b) random (ref) and deterministic variation of the moisture production rate, (c) random (ref) and deterministic variation of the ventilation rate; (d) the one-to-one relation for the cumulative distribution function of the maximum variation of the inside relative humidity versus the reference cdf.

3.4 The reliability problem reformulated

Using equations (9) and (11), we can determine a ‘modeled’ cumulative distribution function $F_{y_m}$, which is obtained from the cdf of the room without buffering $F_{y_0}$, or

$$F_{y_m}(\Delta Y) = F_{y_0}\left(\frac{\Delta Y}{1 - MBC}\right).$$
Figure 4d gives the one-to-one relation between the modelled cfd $F_{X_m}$ and the reference cfd $F_Y$. We observe a very good agreement.

Based on equation 12, the reliability problem can be redefined as finding the distribution function $F_Y$ for which equation 8 holds, or

$$1 - P_{\text{max}} = F_Y(\Delta Y_{\text{im}}) = F_Y\left(\frac{\Delta Y_{\text{im}}}{1 - MBC}\right).$$  

(13)

Inverting equation 13, we find the required $MBC$ value

$$MBC_D = \frac{\Delta Y_{\text{im}}}{F_Y^{-1}(1 - P_{\text{max}})}$$  

(14)

also called the design (subscript $D$) moisture buffering capacity.

### 3.5 Design of the moisture buffering in a room

In 3.4, we presented a method to determine the design moisture buffering capacity, when values for the damage limit and the acceptable probability of occurrence of damage are chosen. The question that now remains is how to choose the particular surface materials in order to achieve a sufficient moisture buffering capacity. A surface material is characterized by an equivalent surface mass coefficient $\beta_{eq,j}$ (equation 2) and a surface to volume ratio $\alpha_j$. We found that a unique relation exists between the average equivalent surface mass coefficient $\beta_{eq}$ and the moisture buffering capacity $MBC$ value for a given room. This relation is called the moisture buffering design (MBD) curve. A room is further characterised by the total surface to volume ratio $\alpha_T$.

$$\alpha_T = \sum_{j=1}^{n} \frac{\alpha_j \beta_{eq,j}}{\alpha_T}$$  

(14)

For rectangular rooms ($L$=length, $W$=width and $H$=height), we find for $\alpha_T$

$$\alpha_T = \frac{2}{L} + \frac{2}{W} + \frac{2}{H}$$

For example $\alpha_T = 60$ for a cube of 0.1 m, $\alpha_T = 6$ for a cube of 1 m and $\alpha_T = 0.6$ for a cube of 10 m. Figure 5a gives the MBD-curve for a rectangular room with $\alpha_T = 1.5$, where all the six walls are composed by one and the same material. Eight different wall materials are considered. The solid line gives the obtained relation. In a second step, the six walls are considered to be composed of all different materials. Fifty simulations are performed for at random combinations of wall materials chosen out of a set of eight materials with different equivalent surface mass coefficient $\beta_{eq,j}$. We observe that all simulations result in a single curve, the MBD-curve. In figure 5b, the MBD-curve is determined for different values of $\alpha_T$. Small rooms with high $\alpha_T$ value only need low moisture buffering by the walls or a low equivalent surface mass coefficient. Large rooms with low $\alpha_T$ value need high moisture buffering by the walls or a high equivalent surface mass coefficient.

Finally, the design methodology can be summarised by the following steps: (1) select the proper stochastic characteristics of the ventilation and moisture production rate; (2) determine the cumulative distribution function for the maximum daily variation in inside relative humidity for the room without buffering; (3) choose the damage limit and an acceptable probability of occurrence of damage; (4) determine the design $MBC$ value using eq. 13; (5) determine the necessary moisture buffering by the surface materials using the moisture buffering design curve, as shown in Figure 5b.
Figure 5. Moisture buffering design (MBD) curves representing the moisture buffering capacity versus the average equivalent surface mass coefficient. (a) Comparison of MBD curves for a room with one and the same wall material (solid line) and with random wall materials (solid dots); (b) Moisture buffering design curves for rooms with different total surface to volume ratio’s.

4. Conclusions

This paper presents a stochastic method to obtain design values for the necessary moisture buffering of wall materials in order to prevent moisture damage due to high fluctuations in relative humidity. The existence of a unique relation between the moisture buffering capacity and the average equivalent surface mass coefficient, called the moisture buffering design curve, allows to determine the necessary moisture buffering of the wall materials. The method has however some limitations: (1) the moisture balance model and wall model assume isothermal and well mixed air conditions with constant properties for the wall materials; (2) the moisture production rate and ventilation rate were assumed to be uncorrelated stochastic processes characterised by simple stochastic distributions. In reality, these variables may be correlated, since they both depend on the occupancy and human behaviour. Ventilation may also depend on outside climatic conditions, like wind pressure and thermal stack effects.
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SUMMARY:
The King’s House on the Schachen is a royal mountain chalet situated in the Bavarian Alps that has got a very finely preserved interior. The statistical analysis of the indoor microclimate confirms that the range of temperature and humidity is in a region that is in generally considered save in regard to conservation. Of special interest in respect to the state of preservation is the climatic stability that is examined with the use of whole building simulation with the software tool WUFI Plus. It is shown that the interior furniture and the materials of the building envelope reduce the range of humidity changes inside very effectively by buffering and releasing moisture. Also the infiltration rate plays a significant role in the reduction of fluctuations. A low infiltration rate can aid to conservation of cultural heritage objects.

1. Introduction
The King’s House on the Schachen is an impressive example of late 19th century royal interior design from the times of King Ludwig II of Bavaria. The building was finished in 1872 by the architect Georg Dollmann. The wooden post-and-infill structure in the form of a Swiss chalet has five living rooms downstairs with cembra wood panelling and a mixture of stylistic elements. Very much in contrast to the plain and simple exterior is the luxurious “Moorish Hall” which takes up the entire upper floor of the hunting lodge (Fig. 1). The Turkish Saloon is decorated with painted and gilded wooden walls with carved ornaments, elaborate cushions, curtains and carpets in oriental fashion, carved, wooden lamps and a fountain in the middle of the room that is of course not used anymore today. In the King’s times it could be heated by two ornate tiled stoves. The windows of the room are made of colourful stained glass in order to keep out the Bavarian mountain scenery and to aid to the perfect illusion of an oriental court.

Situated in the Bavarian Alps on the Schachen Mountain opposite the Zugspitze (Germany highest mountain) at around 1800 m the King’s house faces a very rough mountain climate with cold winters, hot summers and extreme and fast weather changes all over the year. Nevertheless the state of preservation of the interior and the works of arts inside the Chalet is extraordinary good. Since the lodge can only be reached by foot and it is only open to the public from June to October the numbers of visitors is limited. During the winter months the whole building is completely closed.

2. Description of the building construction
A typical problem with historic buildings is how to obtain knowledge about the construction details. Unfortunately the available floor plans from last restoration works in the 1990ies do not show the whole construction for Schachen Chalet. Therefore the following estimations were made in the knowledge of traditional wooden constructions. The wooden outside walls are set on a stone foundation and have a width of approximately 0.5 metres. From the attic it is possible to see that the construction has got an inner and an outer shell made of wooden beams
with an air layer in between. The interior surfaces are made of wooden panels that are painted and gilded on the upper floor. The exterior is made of painted wooden shingles and boards. For the inside beams a width of 12-16 cm was assumed, for the outer shell of 8 cm with 2 cm of panelling on both sides. The overall volume of the building is 2035 m³. The windows have single glazing, only the upper floors have protective double glazing for the coloured stained glass windows. This was taken account for by using a shadowing function with a solar radiation reducing factor (b-value) of 0.2.

FIG. 1: Photographic view of the King’s House on the Schachen from the outside (left, www.schloesser.bayern.de) and its oriental palace room on the first floor (right).

3. Analysing the hygrothermal conditions

During the period from October 2006 to September 2007 the hygrothermal conditions inside and outside the King’s house on the Schachen were measured continuously in one hour time steps using stand-alone data-loggers. The outdoor climate data serves as one input for hygrothermal simulations. The weather data for the Schachen are not yet completely available. Instead, weather stations of the German National Weather Service (Deutsche Wetter Dienst) in the vicinity are used for solar radiation (Hohenpeißenberg), wind speed, rain and air pressure (Zugspitze). For relative humidity and temperature the values from the measuring devices at the north façade balcony of the Schachen House were used. In Fig. 2 the measured data for exterior and interior relative humidity as well as temperature are shown. The outdoor data-logger unfortunately had a measuring inaccuracy and does not show values above 96% RH. It must be stated, that the winter 2006/2007 was extraordinarily mild. Therefore further measurements are currently going on with new measuring devices.

In order to get additional information like influence of moisture buffering materials, hygrothermal whole building simulations were carried out. For the simulation of the hygrothermal behaviour the software tool WUFI Plus that is described in (Holm; Künzel; Sedlbauer, 2003) is used. The whole building is simplified as a single zone with a perfect air exchange between the floors. For the model each outside wall and roof is described separately in its construction. The simulation runs one year from October 1st 2006 to September 30th 2007. For the first approximations the visitors during the summer months from June to October are neglected. Since there is no heating equipment in the Schachen House, its indoor environment is only influenced by the ambient weather conditions. In Fig. 3 the course of measured and simulated indoor relative humidity and temperature from October, 1st 2006 to September, 30th 2007 is plotted. Several variations are used to approximate the behaviour of the King’s House indoor environment. The variations with different infiltration rates show the best possible overall fitting for n=0.25 h⁻¹. An assumed infiltration rate of n=0.5 h⁻¹ already leads to much larger fluctuations in relative humidity (Fig. 3). Infiltration rate measurements of the St. Renatus Chapel, a 17th century church near Munich, under different weather and wind conditions showed that infiltration rates of historic buildings can easily differ within in this range (Kilian, 2004). At the moment this is not taken account for in the simulation, only a fixed rate was used.

The interior surfaces and their ability to buffer humidity and temperature fluctuations is the second important variable for the climatic stability of the indoor microclimate. Simulations were at first carried out without any moisture buffering (MB) capacity and afterwards with moisture buffering materials (Fig. 3). As reasonable description of the interior surfaces the \( S_d \)-values were set to 0.1 for the walls and 0.5 for the floors because a general \( S_d \)-value of 0.5 led to much too high fluctuations, which are not shown here. To account for the indoor materials 200 m² additional inner wooden walls with a width of 10 cm were added, also with an \( S_d \)-value of 0.1.
FIG. 2: Course of measured relative humidity, temperature and vapour content, indoors and outdoors from October, 1st 2006 to September, 31st 2007. Due to an inaccuracy of the measurement equipment the outdoor relative humidity does not reach 100% RH. The indoor temperature and vapour content clearly follow the outdoor values.
FIG. 3: Course of measured and simulated indoor relative humidity, temperature and vapour content from October, 1st 2006 to September, 31st 2007. Simulation results without moisture buffering (MB) and with moisture buffering at different infiltration rates (n=0.25 and n=0.5 h$^{-1}$).
The comparison of the simulations results with the measured data shows quite good fitting for the winter months. For the second part of the simulation the temperature is too high in comparison with the measured data due to necessary simplifications in regard to the building construction and uncertainties in regard to the available weather data in the approximation of the model, especially solar radiation and shading from the mountains during winter months. As the simulation of the vapour content of the air fits sufficiently well, the relative humidity is in consequence too low during summer (Fig. 3).

From June to October the Schachen House is open to visitors. Since the exact number of visitors is not known but the daily number is very strictly limited, it is assumed for the simulations, that no additional heat and moisture sources are present. This is of course another extreme simplification and might be one reason why especially in summer the difference between measured and simulated relative humidity is more than 5% RH.

4. Statistical Analysis of the indoor environment

The existing dataset is used for statistical analysis of the range, the rate of change of the hygrothermal conditions and possible effects on the buildings content (Fig. 4). The measured indoor relative humidity shows a median value of 60.8% RH for the examined one year period (Tab. 1). The relative humidity varies around this value within a range of ± 5% RH in 80% of the time.

![Image](https://via.placeholder.com/150)

**FIG. 4:** Histograms of the hourly indoor relative humidity and temperature of the Kings House from October, 1st 2006 to September, 31st 2007. Measured data versus simulation, with and without moisture buffering (MB). The spike in the measured temperature at 0° C can be traced to a measurement inaccuracy.

In 95% of the time the indoor relative humidity lies in between 40 and 70% RH (Fig. 4, left). Values below 40% RH take place in only 0.2% of the time, values above 70% RH in approximately 5% of the time. But even at higher relative humidity values lie still within a region with very little risk of mould growth due to low temperatures (Fig. 5).

**Table 1:** Statistical Analysis (percentiles, mean and standard deviation) of the one year hourly indoor and outdoor relative humidity and temperature measurements of the Kings House from October, 1st 2006 to September, 31st 2007

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>P95</th>
<th>P75</th>
<th>Median</th>
<th>P25</th>
<th>P5</th>
<th>Min</th>
<th>Range</th>
<th>Mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH_in</td>
<td>77.5</td>
<td>70.9</td>
<td>65.4</td>
<td>60.8</td>
<td>55.7</td>
<td>46.9</td>
<td>34.5</td>
<td>43</td>
<td>60.2</td>
<td>7.1</td>
</tr>
<tr>
<td>T_in</td>
<td>23.3</td>
<td>16.2</td>
<td>11.2</td>
<td>6.4</td>
<td>1.5</td>
<td>-3.6</td>
<td>-10.4</td>
<td>33.7</td>
<td>6.4</td>
<td>6.2</td>
</tr>
<tr>
<td>RH_out</td>
<td>96.3*</td>
<td>93.3</td>
<td>87.4</td>
<td>72.5</td>
<td>54.2</td>
<td>26.9</td>
<td>1.3</td>
<td>94.8</td>
<td>68.5</td>
<td>21.2</td>
</tr>
<tr>
<td>T_out</td>
<td>25.7</td>
<td>14.2</td>
<td>8.9</td>
<td>4.6</td>
<td>0.5</td>
<td>-6.4</td>
<td>-15.9</td>
<td>41.6</td>
<td>4.5</td>
<td>6.2</td>
</tr>
</tbody>
</table>

* Due to an inaccuracy of the measurement equipment the relative humidity outdoors does not reach 100% RH.
The hourly variation of the relative humidity is below 1% RH in 84.5% of all cases, in 96.5% of all cases below 2% RH and in 99.7% of the cases below 5% RH. That means that faster variations than 5% per hour happen only in less than 0.3% of the examined cases. The median of the daily variations lies at 4.85% RH. Daily variations larger than 15% RH take place only in about 1.5% of the cases.

5. Risk Assessment for Cultural Heritage

Although the King’s House on the Schachen is situated in a region of rough mountain climate, the indoor environment seems to be well suited for the preservation of cultural heritage from a conservation point of view. Garry Thompson defines an indoor environment between 40 and 70% RH and temperatures that are sufficiently constant to maintain a stable relative humidity as suitable for a so called ‘Class 2’ museum (Thompson, 1986). The interior climate of the King’s House stays within these limits in 95% of the time during the examined one year period in 2006/2007. The region somewhere below 40% RH is considered to be dangerous for works of art because of shrinkage and the embrittlement of some materials (Erhard and Mecklenburg, 1994). The danger of mould growth decreases with lower temperature as the required relative humidity becomes higher (Krus; Kilian; Sedlauer, 2007). For the measured period there is therefore basically no risk of mould growth for the works of art in the King’s House (Fig. 5). A closer examination of the surface microclimate conditions of the building envelope will follow in a later period of the project.

(Holmberg, 2001) stated that the variations of relative humidity for interior decorations smaller than 15% RH during 24 hours do not cause damage to wooden objects. Statistical analysis of the daily variations in the King’s House shows that during the one year monitoring this threshold was exceeded only on 5 days. A one day variation larger than 20% RH happened only once with a value of 21.2% RH. Low temperatures are in general not dangerous for most materials, at least if the amount of moisture is low enough to prevent frost damages (Holmberg, 2001). Low temperatures reduce the chemical decay rate and are sometimes used especially for cold storage solutions for archive materials. At the Schachen House the indoor environment is cold and reasonable dry. According to the measured data (Fig. 5, left) the overall climatic risk for the cultural heritage objects inside the Mountain Chalet can therefore be regarded as low. The climatic stability of the building derives from the ability of the indoor materials to buffer moisture. This can be seen from the direct comparison of the measured data with simulated hygrothermal balance calculated from the inside temperature and the outside absolute humidity (Fig. 5). Without moisture buffering materials the fluctuations would be much higher and the relative humidity would be much more often in regions that are considered unsafe for the cultural heritage materials inside the King’s house.

FIG. 5: Risk assessment of the measured indoor climate (left) shows that most of the data is in a safe region for the one year monitoring period from October, 1st 2006 to September, 31st 2007. Frost is considered less dangerous when little humidity is present. The thermal building simulation without moisture buffering (right) shows a far wider range of relative humidity and temperature and the importance of buffering materials for the climatic stability.
6. Conclusions
For the preservation of works of art inside historic buildings from climate induced damages two factors are of importance. The first is the effect of the moisture buffering. From the comparison of the results of the hygrothermal simulation with and without moisture buffering it can clearly be seen how high amplitudes of the relative humidity due to rapid changes in the exterior conditions can be damped by the moisture buffering materials of the building envelope and the furniture. The simulation of the thermal performance without moisture buffering shows that the indoor relative humidity would be in a far wider range and that short term fluctuations would be much harder without the moderating buffer effect. The second important aspect is the infiltration rate. A low infiltration rate will aid significantly to climatic stability.

Future research work on the King’s House will clarify some of the uncertainties and approximations that had to be made for these first simulations in order to improve results. Weather data will be collected on site for this purpose and information on the interior materials and their sorption properties will be collected.

The indoor environment of the measurement period from October 2006 to October 2007 lies within a rather stable and good range for the preservation of works of art especially in regard to relative humidity. The low temperatures during winter do not seem to have much negative effects on the interior decoration. It is also likely that only very stable art techniques were used for the purpose of furnishing the mountain hut. The craftsmen in King Ludwig II time had plenty of experience from centuries of decorating castles and churches in Bavaria to fall back upon. In further research these artistic techniques will be studied as well as their state of preservation from a close range.
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SUMMARY:
Because of damage to the wooden structure or mould on the suspended ceiling, examinations were made in three ice sports arenas in Northern Germany. Measurements of temperature and relative humidity inside and outside these arenas gave interesting results: During relatively warm winter periods the measured surface temperature at the bottom of the roof above the ice rink was lower than the air temperature in the arena, resulting in a significantly higher relative humidity at the roof than outside the building. Thus, condensed water was dripping from the roof construction to the ice. Depending on the construction, at the end of the winter the moisture content of the wooden structure was very high, partially resulting in wood destroying fungi, or the steel parts were corroding, respectively.

In this paper the climatic conditions in ice sports arenas are simulated including conductivity, convection and radiation in a simplified model. The results were discussed for different parameters. Finally two different solutions are shown to lower the moisture content in the timber construction or the steel corrosion, respectively:

- An insulated suspended ceiling below the roof construction may protect timber or steel from the low ice temperature with the resulting high humidity.
- If the arena is closed to the outside air, an air-conditioning system may dry the air in the arena. By that means the relative humidity can descend as low as necessary for a durable construction.

1. Introduction

After the collapse of the ice sports arena in Bad Reichenhall 2006, a lot of similar arenas in Germany were examined for construction damages. But, also in the years before, moisture problems in the roof construction of ice sports arenas were found. This paper describes the studies made of three ice sports arenas in Northern Germany, mentions simulation models for the climate inside of these arenas and comes to interesting conclusions.
2. Examined Ice Sports Arenas

All the examined ice sports arenas had problems with dripping water, mould or corroding steel parts (fig. 1). But, these problems are not depending on the size or the ventilation type of the arena (fig. 2).

![Cross-sections of the examined ice sports arenas in Northern Germany](image)

- **a)** Hanover ice sports arena (open to the air outside)
- **b)** Wolfsburg ice palace (closed to the air outside)
- **c)** Harsefeld ice sports arena (open to the air outside).

3. Hypothesis

Mould, dripping water and corroding steel lead to the hypothesis that the roofs above the ice rink cool down by radiation exchange to temperatures lower than the dew point. Consequently condensation occurs there causing wood deterioration or steel corrosion.

![Measured air temperature outside the Wolfsburg ice palace and at two measuring points inside](image)
4. Measurements of Temperature and Relative Humidity

At all three ice sports arenas, mentioned in fig. 2, measurements of temperature and relative humidity were made inside and outside the arenas. Examples from Wolfsburg are shown in fig. 3 (Marquardt and Mainka, 2008) and from Harsefeld in fig. 4 and fig. 5 (Marquardt and Hofmann, 2008). During relatively warm winter periods the measured temperature near to the roof above the ice rink was significantly lower, the relative humidity near to the roof above the ice rink was significantly higher than outside the building.

FIG. 4: Long-term measurements of the air temperature $\theta$ (mean values of the mentioned week) outside the Harsefeld ice sports arena and at two measuring points inside

FIG. 5: Long-term measurements of the relative humidity $\phi$ (mean values of the mentioned week) outside the Harsefeld ice sports arena and at two measuring points inside

FIG. 6: Modelling of the temperatures in an ice sports arena with a suspended ceiling.
5. Simulation of the Temperatures in Ice Sports Arenas

5.1 Modelling

The modelling of the temperatures in an ice sports arena with a suspended ceiling is shown in fig. 6. Knowing the temperature of the outside air $\theta_e$ and the ice temperature $\theta_{\text{ice}}$, the one-dimensional steady-state heat flow can be calculated at every node between outside air and ice surface:

- **node “se”**

  \[
  0 = \frac{1}{R_{se}} \left( \theta_e - \theta_{se} \right) + \frac{1}{R_{se,z}} \left( \theta_e - \theta_{se} \right) + E_G
  \]

- **node “z”**

  \[
  0 = \frac{1}{R_{z}} \left( \theta_{se} - \theta_z \right) + \frac{1}{R_{z,z}} \left( \theta_{se} - \theta_z \right) + H'_{\text{V}} \left( \theta_e - \theta_z \right)
  \]

- **node “si”**

  \[
  0 = \frac{1}{R_{s,si}} \left( \theta_{si} - \theta_i \right) + \frac{1}{R_{s,ice}^{\text{R}}} \left( \theta_{si} - \theta_i \right) + \frac{\Phi_L + \Phi_p}{A} \]

where

\[\begin{align*}
\theta &= \text{temperature [°C]} \\
T &= \text{temperature [K]} \quad (T = \theta + 273.16 \, \text{K}) \\
R_c &= \text{convective surface resistance [m}^2 \cdot \text{K/W]} \\
R_s &= \text{total (convective and radiant) surface resistance [m}^2 \cdot \text{K/W]} \\
R &= \text{thermal resistance by a component [m}^2 \cdot \text{K/W]} \\
E_G &= \text{global (direct and diffuse) radiation energy flow [W/m}^2\text{]} \\
C_{s,ice} &= \text{emissivity correction factor between suspended ceiling and ice surface [--], simplified for an emissivity } \varepsilon \geq 0.90 \text{ (Hering et al., 2005)} \\
\sigma &= 5.67 \cdot 10^{-8} \text{ W/(m}^2 \cdot \text{K}^4\text{)} = \text{Stefan-Boltzmann constant} \\
\Delta g_i &= \text{difference of the diffusive flux entering and leaving the suspended ceiling [kg/(m}^2 \cdot \text{s}]} \text{ which condenses there} \\
h_e &= 2257 \text{ kJ/kg} = 2257 \, 000 \text{ Ws/kg} = \text{specific enthalpy (latent heat) of evaporation} \\
\Phi_p &= m_p \cdot 100 \text{ W} = \text{heat flow by } m_p \text{ persons (sportsmen or spectators in the arena) [W]} \\
\Phi_L &= \text{heat flow by lighting [W]} \\
A &= \text{area of the arena [m}^2\text{]} \\
\gamma &= \text{inclination of the roof [°]} \\
H'_{\text{V}} &= \text{specific heat loss by ventilation, applied to the area } A:
\end{align*}\]

\[
= \rho_a \cdot c_p a \cdot n \cdot d
\]

(2)
where
\[
\rho_a = 1.23 \text{ kg/m}^3 = \text{air density (EN 12524, 2000)}
\]
\[
c_{pa} = 1008 \text{ J/(kg} \cdot \text{K)} = 1008 \text{Ws/(kg} \cdot \text{K)} = \text{specific heat capacity of dry air (EN 12524, 2000)}
\]
\[
n = \text{air changes per hour [h}^{-1}
\]
\[
d = \text{height [m]}
\]

This system of equations (1) is solved by Marquardt and Mainka (2008).

### 5.2 Simplifying the Model

Usually in practice ice sports arenas are without suspended ceiling and open to the air outside (cp. fig. 2c). In this case the system of equations (1) can be simplified (cp. fig. 6) to

- node “se”

\[
0 = \frac{1}{R_{se}} \cdot (\theta_e - \theta_{se}) + \frac{1}{R_e} \cdot (\theta_{si} - \theta_{se}) + E_G \quad \left[ \frac{W}{m^2} \right] \quad (3a)
\]

- node “si”

\[
0 = \frac{1}{R_e} \cdot (\theta_{se} - \theta_{si}) + \frac{1}{R_{si}} \cdot (\theta_{si} - \theta_{se}) + C_{si,ice} \cdot \sigma \cdot [T_{ice}^4 - T_{si}^4] + \Delta g_i \cdot h_e \quad \left[ \frac{W}{m^2} \right] \quad (3b)
\]

- node “i”

\[
0 = \frac{1}{R_{si}} \cdot (\theta_{si} - \theta_i) + \frac{1}{R_{si,ice}} \cdot (\theta_{ice} - \theta_i) + H_{Vi} \cdot (\theta_e - \theta_i) + \frac{\Phi_L + \Phi_P}{A} \quad \left[ \frac{W}{m^2} \right] \quad (3c)
\]

The solution of the square brackets in equation (3b) is

\[
T_{ice}^4 - T_{si}^4 = \left[ T_{ice}^2 - T_{si}^2 \right] \cdot \left[ T_{ice}^2 + T_{si}^2 \right] = (T_{ice} - T_{si}) \cdot (T_{ice} + T_{si}) \cdot (T_{ice}^2 + T_{si}^2) \quad [K] \quad (4)
\]

The last brackets in equation (4) can be simplified solved (cp Hagentoft, 2001) to

\[
\left[ T_{ice}^2 + T_{si}^2 \right] = \frac{(T_{ice} + T_{si})^2}{2} = 2 \cdot \left( \frac{T_{ice} + T_{si}}{2} \right)^2 = 2 \cdot T_m^2 \quad [K] \quad (5)
\]

Thus, with \((T_{ice} + T_{si}) = 2 \cdot T_m\) the summand with the square brackets in equation (3b) is

\[
C_{si,ice} \cdot \sigma \cdot [T_{ice}^4 - T_{si}^4] = C_{si,ice} \cdot 4 \cdot \sigma \cdot T_m^3 \cdot (T_{ice} - T_{si}) \quad \left[ \frac{W}{m^2} \right] \quad (6)
\]

where
\[
T_m = (T_{ice} + T_{si})/2 = \text{average temperature of the radiant surfaces [K]}
\]
\[
T_{ice} = \text{surface temperature of the ice [K]}
\]
\[
T_{si} = \text{inside surface temperature of the roof [K]}
\]

Using a reasonable estimated average temperature \(T_m\) and neglecting

- the global radiation energy flow \(E_G\),
- the latent heat \(\Delta g_i \cdot h_e\),
- the temperature difference between the air outside and inside the arena (i.e. \(H_{Vi} \cdot (\theta_e - \theta_i) \equiv 0\)) and
- the heat flow by persons \(\Phi_L\) and lighting \(\Phi_P\)
the system of equations (3) becomes a linear system of equations with the unknowns \( \theta_{se}, \theta_{si}, \text{und} \theta_i 

- node “se”

\[
\frac{\theta_{se}}{R_{se}} + \frac{\theta_i}{R_i} = \frac{\theta_{si}}{R_{si}} + \frac{\theta_{ice}}{R_{si,ice}} \Rightarrow \theta_{se} = \frac{1}{1/R_{se} + 1/R_i} \cdot \left( \frac{\theta_i}{R_i} - \frac{\theta_{si}}{R_{si}} \right) \left[ \frac{W}{m^2} \right] (7a)
\]

- node “si”

\[
\frac{\theta_{si}}{R_{si}} + \frac{\theta_i}{R_i} = \frac{\theta_{se}}{R_{se}} + \frac{\theta_{ice}}{R_{si,ice}} \Rightarrow \theta_{si} = \frac{1}{1/R_{si} + 1/R_{se}} \cdot \left( \frac{\theta_{se}}{R_{se}} + \frac{\theta_{ice}}{R_{si,ice}} \right) \left[ \frac{W}{m^2} \right] (7c)
\]

- node “i”

\[
0 = \frac{1}{R_i} \cdot \left( \frac{\theta_i}{R_{se}} + \frac{\theta_{si}}{R_{si}} \right) \left( \frac{\theta_{se}}{R_{se}} + \frac{\theta_{si}}{R_{si}} \right) - \frac{\theta_{si}}{R_{si}} = \frac{1}{R_i} \cdot \left( \frac{\theta_{se}}{R_{se}} + \frac{\theta_{si}}{R_{si}} \right) \cdot \left[ \frac{W}{m^2} \right] (7b)
\]

\[
\Rightarrow \frac{1}{R_{se}} + \frac{1}{R_{si}} = \frac{1}{R_{si,ice}} - \frac{C_{si,ice} \cdot 4 \cdot \sigma \cdot T_m^3 \cdot (\theta_{ice} - \theta_{si})}{R^c} \left[ \frac{W}{m^2} \right] (8)
\]

\[
\Rightarrow \theta_{si} = \frac{U^* \cdot \theta_i + 1/R \cdot \theta_e + 1/R^e \cdot \theta_{ice}}{U^* + 1/R^c + 1/R^e} \left[ \circ C \right] (9)
\]

where

\[
U^* = \frac{1}{R_i} - \frac{1}{R_{se}^2 / R_{se} + R_i} = \frac{1}{R_i + R_{se}} \left[ \frac{W}{m^2 \cdot K} \right] (10)
\]

\[
\text{= U-value of the roof without inside surface resistance}
\]

\[
\frac{1}{R^c} = \frac{1}{R_{si}} - \frac{1}{(R_{si})^2 / R_{si,ice} + R^e} = \frac{1}{R_{si} + R_{si,ice}} \left[ \frac{W}{m^2 \cdot K} \right] (11)
\]

\[
\text{= convective surface resistance; as estimated the arena is totally streamed by the outside air, thus, the inside roof surface is simplified to an outside surface according to EN ISO 6946 + A1 (2003), annex A}
\]

\[
\frac{1}{R^e} = (4 + 4 \cdot v) \left[ \frac{W}{m^2 \cdot K} \right] (12)
\]

\[
\text{= referring to } \theta_e \equiv \theta_i \text{ instead of the ice temperature } \theta_{ice}, \text{ and including } v = \text{air speed along the inside surface of the roof [m/s]}
\]

\[
\frac{1}{R_{se}} = C_{si,ice} \cdot 4 \cdot \sigma \cdot T_m^3 = 0.8 \cdot 4 \cdot 5.67 \cdot 10^{-8} \frac{W}{m^2 \cdot K^4} \cdot T_m^3 \left[ \frac{W}{m^2 \cdot K} \right] (13)
\]

\[
\text{= simplified radiant surface resistance using the estimated average temperature } T_m
\]

\[
\theta_e = \text{outside air temperature [°C]}
\]

\[
\theta_{ice} = \text{ice temperature [°C], estimated to – 5 °C}
\]
5.3 Comparing the Simplified Model with the Measured Temperatures and Humidities

Looking at the Harsefeld ice sports arena with

- the thermal resistance of the roofing made of asbestos cement \( R_e = 0.01 \, m / 0.35 \, W/(m \cdot K) = 0.03 \, m^2 \cdot K/W \) and \( R_{re} = 0.10 \, m^2 \cdot K/W \) (EN ISO 6946, 2003) \( \Rightarrow U' = 7.7 \, W/(m^2 \cdot K) \),
- the air speed along the inside surface of the roof \( v = 1 \, m/s \), i.e. according to equation (12) \( 1/R_c = (4 + 4 \cdot 1) = 8 \, W/(m^2 \cdot K) \) (cp. Jenisch and Stohrer, 2002: \( 1/R_c = 3 \) to \( 10 \, W/(m^2 \cdot K) \)),
- the average temperature \( \theta_m = (\theta_{ice} + \theta_e)/2 \) where \( \theta_{ice} = -5 \, ^\circ C \) is the ice surface temperature and \( \theta_e \) the outside air temperature (cp. eq. (6)),
- the outside air temperature \( \theta_e \) as variable

the surface temperature of the roof \( \theta_{si} \) is calculated in table 1 according to equations (13) and (9).

<table>
<thead>
<tr>
<th>( \theta_e ) [°C]</th>
<th>( \theta_{si} ) [°C]</th>
<th>( T_m = \theta_m + 273.2 ) [K]</th>
<th>( 1/R_c ) [W/(m²·K)]</th>
<th>( \theta_e ) [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>–5.0</td>
<td>–5.0</td>
<td>268.2</td>
<td>3.5</td>
<td>–5.0</td>
</tr>
<tr>
<td>0.0</td>
<td>–2.5</td>
<td>270.7</td>
<td>3.6</td>
<td>–0.9</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0</td>
<td>273.2</td>
<td>3.7</td>
<td>3.1</td>
</tr>
<tr>
<td>10.0</td>
<td>2.5</td>
<td>275.7</td>
<td>3.8</td>
<td>7.1</td>
</tr>
<tr>
<td>15.0</td>
<td>5.0</td>
<td>278.2</td>
<td>3.9</td>
<td>11.0</td>
</tr>
</tbody>
</table>

**TABLE 1: Calculated surface temperatures of the Harsefeld ice sports arena roof \( \theta_{si} \) depending on the outside air temperature \( \theta_e \).**

![FIG. 7: Comparison of the measured surface temperatures \( \theta_i \), \( \theta_s \) (cp. Fig. 4) and the calculated surface temperature \( \theta_{si} \) at the roof to the dew point temperature \( \theta_{sat} \) of the outside air with \( \phi_e = 85 \% \) r.h. depending on the outside air temperature \( \theta_e \).](image)

A graphic comparison of the measured surface temperatures above the ice rink mittl. \( \theta_i \) (dots) with the calculated temperatures there \( \theta_{si} \) (solid line) can be found in fig. 7 as well as a comparison of the measured surface tempe-
temperatures not above the ice rink mittl $\theta$ (crosses) with the calculated temperatures there $\theta_d$ (dashed line). Obviously the measured and the calculated temperatures correlate quite well.

In winter the average relative humidity in Northern Germany is about $\phi_e = 85\%$. For this relative humidity the dew point temperature $\theta_{sat}$ can be calculated dependent of the outside air temperature $\theta_e$ which is shown in fig. 7 additionally (dotted line). It can be seen that outside air temperatures $\theta_e > 7^\circ C$ results in condensation. By that it is confirmed that during mild winter weather, condensation at the roof occurs (cp. fig. 1c).

6. Conclusions

The conclusions of the mentioned measurements as well as the calculations of the climate in three ice sports arenas, partially open to the air outside and partially closed, are:

- It can be confirmed that roofs above ice rinks cool down by radiation exchange to temperatures lower than the dew point. Consequently condensation occurs there causing wood deterioration or steel corrosion.

- Additionally, there is a temporarily high humidity inside the ice sports arena
  - on the one hand because of the preparation of the ice rink (usually clouds behind the ice preparation machine) and
  - on the other hand because of many persons inside the arena (during ice hockey matches 50 g vapour per person and hour) possibly condensing at the roof.

- It is often assumed that ice sports arenas which are open to the air outside, have a similar inside climate as other open buildings like stables, garages etc. But, that is wrong. Although these arenas are open buildings with roofs, the air at the timber structures does not exceed $\phi = 85\%$ r. h. only for a few weeks per year.

Finally two different solutions are possible to lower the moisture content in the timber construction or the steel corrosion, respectively:

- In both types of ice sports arenas (i.e. open or closed to the air outside) an insulated suspended ceiling below the roof construction may protect timber or steel from the low ice temperature with the resulting high humidity. Such a suspended ceiling must be moisture resistant and has to be joined air tight to all flanking building elements.

- If the ice sports arena is closed to the outside air, an air-conditioning system may dry the air in the arena. By that means the relative humidity can descend as low as necessary for a durable construction.
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SUMMARY:
To be able to perform simulations of transient moisture profiles in the capillary range for a two-layer masonry system, both the diffusivity and the sorption isotherms are required for the considered materials. However, this paper will focus on the methods, how to obtain the required sorption isotherms both for the hygroscopic and the capillary moisture range. For testing, we chose materials with moisture properties corresponding to those of common inorganic façade materials. The sorption isotherms were experimentally determined over the complete moisture range, two separate methods had to be used for the hygroscopic and the capillary parts of the moisture range. In the hygroscopic moisture range, both absorption and desorption isotherms could be determined, but in the capillary moisture range only desorption isotherms could be determined. To allow measurement of absorption isotherms in the capillary moisture range, the measuring equipment had to be modified; however, despite the modifications, reliable absorption measurements were still not possible. The desorption isotherms determined by the two different methods generally agreed well for the tested material.

1. Introduction

Sorption isotherms covering the hygroscopic range are usually determined using the well-tried climate box method. During the tests, specimens are put into equilibrium with different levels of relative humidity created using saturated salt solutions. To verify the exact time when the equilibrium state is achieved, the specimens are weighed at certain intervals; moreover, the specimens must be of a certain minimum size depending on the accuracy of the balance used. With a normal laboratory balance with an accuracy of thousandths of a gram, the specimens normally have to be of such a size that a relatively long time is needed to achieve equilibrium. The measuring time can of course be shortened if different specimens are used for the different relative humidity steps. However, when this is done, variation in pore size distribution and in other material-related properties that vary spatially in the material will of course affect the results. By using the same specimen throughout the measurement process these sources of error can be avoided.

The sorption balance method can be used as an alternative to the climate box method. This method is based on the continuous weighing of a single sample: the surrounding climate is changed in terms of relative humidity and temperature while the mass of the sample is registered continuously. Since one objective is to determine a complete sorption isotherm in a relatively short time, the specimen should be quite small. Even if the specimens of the different materials tested are of the same weight, the time needed to reach the equilibrium state will still be utterly dependent on the pore size distribution in a given specimen. In this paper, sorption isotherms representing desorption were determined for two different materials using the sorption balance technique (see Section 3). For testing purposes, materials were chosen with properties representative of those of normally used inorganic façade materials.

Since a major share of the moisture storage capacity of common inorganic building materials lies above the hygroscopic range, another measurement method, other than the sorption balance or climate box method, was needed to enable measurement of the entire sorption isotherm from complete dryness to vacuum saturation. Instead of refining the previously mentioned methods, the pressure plate technique was used to complement the sorption balance technique above the hygroscopic range. This method was first developed in the field of soil
mechanics for studying the negative water pressure in different soil layers. One of the first reports in the literature concerning the pressure plate method was that of Richards (1948). The pressure plate technique was originally designed for making desorption measurements. Its principle of operation is based on the equilibrium existing between the excess pressure in the pressure plate extractor and the suction under the meniscus in the water-filled pores. Since the excess pressure can be regulated with considerable accuracy, high precision in terms of relative humidity can be attained. Sorption isotherms above the hygroscopic range were determined using the pressure plate method, which is further described in Section 4.

2. Materials

The materials used in this paper are commercial lime-silica brick with a density of 1911 kg/m$^3$ and lime-cement mortar with a density of 1673 kg/m$^3$, mixed and cured according to standards. The lime-cement mortar was fully carbonized before the tests took place. Further details are to be found in Johansson (2005).

3. Sorption balance

3.1 General

The basic principle of the sorption balance technique is essentially the same as that of the climate box technique, except that the specimen is weighed continuously while the complete sorption isotherm is being determined. During the measurement process a small sample was weighed continuously while the surrounding relative humidity was changed in a stepwise manner.

3.2 Method

The current study used the dynamic vapour sorption (DVS) method. DVS is a relatively new technique for water vapour sorption analysis, based on the principle of an air flow passing two sample holders connected to a microbalance. When the sample holders are symmetrically hung and balanced, distortions arising from differing buoyancy effects caused by the gas flow can be avoided (such differences can occur if the relative humidity or temperature of the gas flow passing one of the two sample holders differs from that passing the other). For this type of DVS apparatus, the type of gas, relative humidity, and temperature surrounding the two sample holders are equivalent, since the gas is mixed before entering the microbalance.

Because great temperature stability is required when sorption measurements are being performed, the DVS apparatus was placed in an incubator, permitting the temperature to be kept constant with a precision of ± 0.1°C. The required relative humidity was created by mixing two gas flows of known relative humidity: one was a completely dry gas supplied directly from a gas cylinder; the other was the same type of gas, but moisture saturated by having passed through a water jar. Each flow was controlled by thermal conductivity mass flow controllers. The relative humidity of the mixed gas flow could be varied between 0 and 98%. Combined relative humidity and temperature probes were mounted in the gas flows beneath the sample holders to allow monitoring of the conditions of the sample and sample holder.

The main component of the DVS system is a Cahn D-200 microbalance, Cahn Instruments, U.S.A, which continuously registers the weight as a function of time. For a sample weight of 1.5 mg, the precision of the balance is 0.1 µg, according to Levoguer and Williams (1997). Using as small a sample as possible allows the time to achieve the equilibrium state to be minimized. The microbalance was protected against high relative humidity by a continuous flow of purge gas. The purge gas used during the measurement process was dry nitrogen.

Before the measurement process started, specimens of lime-cement mortar and lime-silica brick with measurements 50 × 50 × 4 mm, were vacuum saturated with deionized water. After saturation, the specimens were ground in a mortar to produce an approximately 1-mm fraction. From the ground sample, 50–60 µg was randomly chosen and put in the sample holder, which had been thoroughly cleaned with deionized water and alcohol before the tests were performed.

A full cycle of measurements was performed, starting with desorption at 93% relative humidity and continuing stepwise in seven steps to a completely dry gas flow of 0% relative humidity. After equilibrium with the completely dry gas flow, an inverted cycle was performed, consisting of seven steps reaching a final relative humidity of 93%. A maximum relative humidity of approximately 97% could have been used; however, 93%
relative humidity was chosen, since the time needed to reach equilibrium at a higher relative humidity was estimated to be too long. Nitrogen gas of high purity was used in all the experiments, but since the specimens were well cured and carbonized before testing (see Section 2), dry air could also have been used. Nitrogen gas is normally used to prevent carbonization during testing, when tests are performed on non-carbonized cement-based materials. All measurements were performed at 20 ± 0.1°C.

Several different combinations of relative humidity steps of various durations were tested for lime–silica brick until satisfactory equilibrium could be reached for all relative humidity steps in the cycle. The highest and the lowest relative humidity steps needed the longest durations to achieve a sufficiently low rate of weight change. Even if the duration of a specific step was increased considerably, weight change was still detectible. To estimate the final weight at equilibrium, extrapolation was performed for the weight change at each relative humidity step. A general expression was used to extrapolate the equilibrium state without needing an infinite measuring duration (see Anderberg and Wadsö, 2004). The first 10% of the measurement data was excluded when the extrapolation was performed, since the rate of weight change in this first part of the phase was not representative.

4. Pressure plate

4.1 General

The sorption isotherm above the hygroscopic range is called the “suction curve” or “water retention curve”, and it shows the relationship between moisture content and pore water pressure. The pore water pressure, \( \Delta P \), or “suction”, can be transformed into a corresponding relative humidity, \( \phi \), using the Kelvin equation.

\[
\ln \Phi = -\frac{\nu_s}{R \cdot T} \cdot \Delta P
\]  
(1)

where

\( \Phi \) is the relative humidity above a curved meniscus,
\( \nu_s \) is the molar volume of water [0.018 m\(^3\)/kmol],
\( R \) is the gas constant [8314 J/kmol·K],
\( T \) is the temperature [K], and
\( \Delta P \) is the capillary suction [Pa].

The simplest way to determine a suction curve is to expose a specimen to a negative water pressure (cf. Fagerlund, 1973) on a suction plate. However, such a technique can only be used for a pressure range of \(-0.098\text{ MPa}<\Delta P<0\text{ MPa}\), which corresponds to a relative humidity of between 99.92% and 100%. To measure moisture fixation properties at lower humidity levels, corresponding to pore water pressures lower than \(-0.098\text{ MPa}\), a pressure plate may be used. In such an apparatus, a positive gas pressure is applied to a wet specimen placed on a fine porous plate. When the water menisci in a material are exposed to a certain pressure difference, an equilibrium state is eventually reached. According to Equation 2, a specific pore radius corresponds to a certain suction level.

\[
\Delta P = \frac{2 \cdot \sigma}{r}
\]  
(2)

where

\( \Delta P \) is the capillary suction [Pa],
\( \sigma \) is the surface tension of water at 293ºK [0.074 N/m], and
\( r \) is the radius of a meniscus [m].

For pores of larger radius, the suction forces will be unable to resist the pressure difference and the pores will be drained, while pores of smaller radius retain greater suction and will remain water filled. The pressure plate technique can also be used for determining pore size distribution, according to Fagerlund (1973) and Krus and Kießl (1998).
4.2 Method
Retention curves have been measured for lime–cement mortar B. Since the results of the pressure plate and sorption balance tests were to be combined, it was of greatest importance that all materials be thoroughly cured and carbonized before testing. The curing and carbonizing of the different materials was described by Johansson (2005).

The specimens as prepared for pressure plate testing were 50 × 50 × 4 mm, and represented by eleven specimens. The length of the side of the specimen was chosen so that the area of the pressure plate membrane would be optimally used. The thickness of the specimen was chosen so that the smallest representative unit in the tested materials would be properly represented. For the mortar using the Baskarp aggregate in the 0–3-mm fraction, the smallest representative unit was 3 mm. Therefore, the smallest possible thickness was determined to be 4 mm. Of course, a greater thickness could have been used, but that would have prolonged the testing. Initial testing showed that the test duration for the cement-based mortar was approximately four weeks at each pressure step. Before the tests took place, all specimens were vacuum saturated using a procedure described by Fagerlund (1977).

For the test, three different pressure plate extractors were used with maximum pressures of 0.5, 1.5, and 10 MPa, respectively. Before the test was performed, all specimens were vacuum saturated. When the test started, certain pressures (see Table 1) were chosen for the study; the corresponding relative humidity levels are also shown in the table. The pressure steps were set so that a relatively even distribution was reached in terms of change of moisture content, i.e. a relatively even resolution over the complete moisture range in terms of moisture content by mass. Since the estimated sorption isotherm displayed an increasing slope from the hygroscopic range up to complete saturation for the studied materials, the pressure steps were chosen so as to be smaller as saturation was being approached.

<table>
<thead>
<tr>
<th>Pressure [MPa]</th>
<th>Relative humidity [%]</th>
<th>Radii of menisci [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>99.997</td>
<td>37</td>
</tr>
<tr>
<td>0.008</td>
<td>99.994</td>
<td>18.5</td>
</tr>
<tr>
<td>0.02</td>
<td>99.985</td>
<td>7.4</td>
</tr>
<tr>
<td>0.1</td>
<td>99.926</td>
<td>1.48</td>
</tr>
<tr>
<td>0.3</td>
<td>99.779</td>
<td>0.493</td>
</tr>
<tr>
<td>1</td>
<td>99.264</td>
<td>0.148</td>
</tr>
<tr>
<td>3</td>
<td>97.807</td>
<td>0.049</td>
</tr>
<tr>
<td>6.5</td>
<td>95.310</td>
<td>0.023</td>
</tr>
<tr>
<td>10</td>
<td>92.876</td>
<td>0.015</td>
</tr>
</tbody>
</table>

The schematic design of the two pressure plate extractors for pressures up to 0.5 and 1.5 MPa, respectively, is depicted in Figure 1. A room equipped with a climate control unit was used for the tests, and the room temperature was logged for the complete duration of the testing. Measurements showed that the temperature in the testing room was 20ºC ± 1ºC.

To ensure hydraulic contact between the ceramic plate and the specimen, a thin layer of kaolin clay was applied to the ceramic plate, as specified in the Nordtest standard (1997). Before the kaolin clay was applied, it was diluted with water to give a low enough viscosity that the kaolin could easily be applied to the ceramic plate. After an approximately 2-mm-thick layer of kaolin was applied, a nylon cloth was applied above the kaolin to prevent the specimen from being contaminated by direct contact with the clay. Keeping the specimens clean was of the greatest importance, since the specimens were to be weighed when equilibrium was achieved at each pressure step.

The need for a layer of kaolin clay to serve as an intermediary between the specimen and the ceramic plate was investigated by Janz (1997). In tests of brick, the bed of kaolin was replaced with a micro-fibre cloth comprising 85% polyester and 15% polyamide, or the specimen was placed directly on the ceramic plate with no
intermediate layer. Results of the three different setups showed that, regardless as to whether no bed, a kaolin clay bed, or a micro-fibre cloth was used, the water retention curve was not changed. However, the time required to reach equilibrium with the different bedding materials was not considered by Janz (1997), as the test started with the vacuum-saturated specimen being placed on the porous ceramic plate. To ensure that the equilibrium state was reached within a reasonable amount of time, kaolin clay was used as an intermediate layer.

FIG. 1: Schematic sketch of the pressure plate extractors for pressures up to 0.5 and 1.5 MPa (Janz, 1997).

The inlet tube depicted on the right in Figure 1 was then connected to a cylinder of nitrogen gas. To enable fine adjustment of the pressure in the extractor, a pressure regulator was connected between the gas cylinder and the extractor, providing a control precision of $1 \times 10^{-4}$ MPa for the 0.5- and 1.5-MPa extractors. Nitrogen was used instead of air to prevent further carbonization during the test. This was probably an unnecessary precaution, since each material had been completely carbonized before testing began.

To determine the moisture content after equilibrium at a specific pressure level, the pressure plate extractor was opened and the specimen was brought out for weighing. A high-precision balance with a precision of thousandths of a gram was used; the balance was calibrated before and after the weighing of each series. To minimize evaporation from the specimens when opening the extractor, the specimens were immediately removed from the extractor after the lid was lifted off and put in plastic containers. Two containers were used for the eleven specimens. Since the different steps were relatively close together in pressure, there was a significant risk that evaporation during careless handling could result in considerable loss of moisture. A great enough loss in moisture could result in the occurrence of absorption instead of desorption in the next pressure step. Therefore, a piece of wet cloth was placed inside both of the plastic containers used for storing the specimens, to keep the humidity close to the saturation point.

During the measurements, the 0.5-MPa extractor was used for pressure steps from 0.004 MPa to 0.3 MPa, while the 1.5 MPa extractor was used for the 1-MPa pressure step. The various pressure steps are shown in Table 1. For pressure steps from 3 MPa to 10 MPa, a pressure plate extractor allowing pressures up to 10 MPa was used. The 10-MPa pressure plate extractor operated on the same principle as did the extractors with maximum pressures of 0.5 and 1.5 MPa and are further described by Johansson (2005).

By the pressure plate technique we also attempted to determine absorption isotherms, despite the fact that the equipment was designed for desorption tests. The absorption tests didn’t show reliable results and are therefore not presented in this paper. The absorption tests are described by Johansson (2005).
5. Results

5.1 Sorption balance

Tests were performed until two complete desorption and absorption isotherms had been determined for the tested material. The variation between the results of the two tests was negligible, so a mean value was used without stating the standard deviation.

The desorption isotherms for lime-cement mortar and lime-silica brick are shown in Figure 3. The moisture content by mass is shown as a function of different relative humidities. When the moisture content by mass was determined, the dry weight of the specimen at 0% relative humidity was used to calculate the mass-time relationship.

5.2 Pressure plate

The results of the pressure plate tests are presented as water retention curves for lime-cement mortar and lime–silica brick in Figure 2. The figure also present the results of the sorption balance tests described in Section 3, which show moisture content by mass at specific relative humidity steps above 50%. Relative humidity levels below 50% were excluded, since the tested material showed insignificant moisture capacity in this range. Before the results of the sorption balance tests were included in the figures, the relative humidity levels were transformed into suction using Equation 1.

To illustrate the high resolution provided by the pressure plate technique above the hygroscopic range, the retention curves were also transformed into conventional sorption isotherms. The transformed retention curves are shown in Figure 3 the two materials.

![FIG. 2: Retention measurements performed using the pressure plate extractor on individual specimens of lime–silica brick (filled dots) and lime-cement mortar (unfilled dots). The moisture content by mass is presented as mean values, with the scatter expressed as one standard deviation. The horizontal lines represent vacuum saturation. Results of desorption measurements made using the sorption balance method are shown as mean values without scatter, to the right of the vertical line.](image-url)
6. Discussion and conclusions

Moisture fixation properties are determined for lime-cement mortar and lime-silica brick using the sorption balance and pressure plate methods and are compared in Figure 3. The results obtained using the different methods are in significant agreement, despite the fact that different specimens were used for the two methods. There was also a considerable difference in the time required for the two measurement methods: the sorption balance method required approximately one week per material, while the pressure plate method required approximately six months per material. The agreement between the results of the different measuring methods most likely stemmed from the fact that the specimens were well cured and thoroughly carbonated before testing took place. In cases in which cement-based materials are allowed to carbonize during testing and when different measurement methods with different time requirements are used, it can be hard to obtain agreement in the results. Good agreement between the results of the two measuring methods used here was also found by Janz (2000) and Johannesson and Janz (2002), while good agreement between the results of the pressure plate technique and pore size measurements using mercury was found by Krus and Kießl (1991).

![Desorption isotherms for lime–silica brick (filled dots) and lime-cement mortar (unfilled dots) measured using the sorption balance and pressure plate extractor methods. Moisture content by mass is presented as mean values.](image)

A sorption isotherm representing the complete moisture range according to Figure 3 can for example be used as input data for transient moisture profile simulations in the superhygroscopic range. Such simulations have been performed by Johansson (2005) for lime-cement mortar attached to lime–silica brick (as combined materials), see Figure 4. Each dot in the figure represents the mean value of the degree of vacuum saturation for the corresponding vertical row of cells. The unfilled circles and squares represent the moisture levels of the mortar. To make the results more obvious, the dots are connected by lines. The simulations were performed for water absorption phase lasting 2 days. As can be seen in the figures, the type of mortar used as an outer layer was lime–cement mortar in thicknesses of 7 and 14 mm.

It can clearly be seen in Figure 4 that the thickness of the mortar was of minor importance for the penetration depth of the moisture profile front. The effect of differences between the sorption isotherms of the two combined materials are however clearly shown in Figure 4, where the underlaying lime-silica brick attempt considerable higher moisture levels than the outer layer of lime-cement mortar despite that the water was supplied to the outer layer of mortar.
FIG. 4: Moisture profile simulations for specimens of lime–silica brick with a layer of lime–cement mortar attached. The surface of the mortar was exposed to a free surface of water for two days (Johansson, 2005).
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SUMMARY: Moisture transfer in masonry, being a multi-layered material, is not as straightforward as in homogeneous porous material. A first aspect is the dependence of moisture transport properties of mortars on the curing conditions. The hygric properties of mould mortar, and mortars cured between wet or dry bricks differ. A second aspect is the contact between brick and mortar joint. Perfect hydraulic contact, meaning a continuity of the capillary pressure at the interface can only be assured artificially by applying a kaolin layer between brick and mortar. Real contact between brick and joint mortar seems to be an imperfect contact, resulting in a resistance for moisture transport.

From literature, we can conclude that some authors attribute the deviation in moisture transport in masonry solely to an interface resistance (Qui et al. 2002; Holm et al. 1996; de Freitas et al. 1996), while others attribute this behaviour to hygric property changes of the entire mortar joint (Brocken 1998). As water extraction by brick during the curing process is commonly reported as the underlaying cause of both phenomena (Brocken 1998; Holm et al. 1996), this study investigates the hygric behaviour of joint mortars cured between capillary-saturated and oven-dry bricks, in comparison with mould mortars.

In a first part of this paper, a detailed study of the hygric material properties of brick and mortars is given. Justification for this detailed analysis is that accurate modelling of moisture transport in masonry needs reliable moisture transport properties, which are however often lacking for mortars. The extraction of moisture from the
mortar layer to the brick during curing is studied to clarify the difference in hygric behaviour of the different mortars. The interface is further analysed by microscopic analysis.

In a second part, X-ray measurement of water uptake experiments on brick/mortar specimens are reported, together with their numerical simulation. The non-ideal contact condition is modelled using two different approaches: (1) as a resistance for flow, (2) as an imperfect interface contact, where a reduction parameter is introduced determining the continuity of flow. The results show that the non-ideal contact and the change of hygric properties both play an important role in moisture transport in masonry.

2. Material properties of brick, mortar and its interface

2.1 Hygric properties of brick and mortar

The preparation of the mortar samples is described in Janssen et al. (2007b). A detailed study of the hygric material properties of brick and mortar was performed, comprising vacuum absorption tests, free water uptake tests, sorption measurements, mercury intrusion porosimetry, X-ray profile measurements and dry and wet cup tests.

An overview of the basic moisture transport properties is given in Table 1. It was observed that brick is a vapor open material with high sorptivity, whereas mortar is vapor tight with lower sorptivity. The transport properties of dry cured, wet cured and mould mortar differ considerably. Going from mould, to wet cured and dry cured mortar, it was observed that the porosity and capillary moisture content decreases, while the density increases. Since the vapor resistance factor depends on porosity, mortars with lower porosity are more vapor tight. The sorptivity of the mortars also decreases with the porosity. This means there is a clear indication that the curing, and especially the possible loss of water of the mortar during curing, determines the pore structure and the relative moisture transport properties.

For numerical simulation, we need the knowledge of moisture permeability and capillary pressure curve. By combining sorption measurements and mercury intrusion porosimetry, the drying capillary pressure curve is obtained, having a maximum value equal to the saturated moisture content. This curve describes the equilibrium moisture content during drying of a fully saturated material. To obtain the needed wetting capillary pressure curve, describing the moisture content during wetting of an initially dry material, it is assumed that this curve has the same course as the drying curve; only the maximum value is lowered to the value of the capillary moisture content $w_{\text{cap}}$. This moisture retention curve can be analytically described by a bimodal function of the van Genuchten type (Carmeliet and Roels 2002):

$$w = w_{\text{cap}} \sum_{i=1}^{n} \left[ l_i \cdot \left( a_i p_i \right)^{m_i} \right]$$

with $p_i$ the capillary pressure, and $a$ and $n$ shape parameters, $l$ a weight parameter.

| TABLE 1. Overview of hygric properties (minimum and maximum between brackets). |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
|                             | brick                       | mould mortar                | wet cured mortar            | dry cured mortar            |
| open porosity (-)           | 0.209 (0.198-0.216)         | 0.193 (0.184-0.198)         | 0.158 (0.156-0.161)         | 0.138 (0.133-0.143)         |
| bulk density (kg/m³)        | 2087 (2070-2111)            | 2092 (2082-2118)            | 2166 (2155-2170)            | 2232 (2215-2249)            |
| capillary absorption coefficient (kg/m³s⁻¹/²) | 0.1032 | 0.0193 | 0.0154 | 0.0098 |
| capillary moisture content (kg/m³) | 130 | 147 | 134 | 97 |
| saturated moisture content (kg/m³) | (118-150) | (138-158) | (130-137) | (92-103) |
| vapor resistance factor of dry material(-) | 25 | 133 | 379 | 407 |

In Figure 1, the drying and wetting capillary pressure curve is shown for mould mortar. The wetting curves for the different mortars are given in Figure 2. The parameters of equation (1) are given in Table 2. The corresponding pore volume distributions of the mortars are given in Figure 3. We observe that average pore size
for all mortars remains in the same pore size range, only the total porosity of the mortars decreases for the wet cured and especially for the dry cured mortar.

**TABLE 2. Parameters of equation (1) for brick and mortars.**

<table>
<thead>
<tr>
<th></th>
<th>brick mould mortar</th>
<th>wet cured mortar</th>
<th>dry cured mortar</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_1,l_2$</td>
<td>0.846</td>
<td>0.322</td>
<td>0.505</td>
</tr>
<tr>
<td>$a_1,a_2$</td>
<td>-1.4 $10^{-5}$</td>
<td>-2.2 $10^{-7}$</td>
<td>-2.7 $10^{-8}$</td>
</tr>
<tr>
<td>$n_1,n_2$</td>
<td>4</td>
<td>2.41</td>
<td>2.28</td>
</tr>
</tbody>
</table>

The moisture permeability is determined from X-ray moisture content profile measurements during capillary uptake and dry and wet cup tests determining the vapor permeability. Based on these measurements the moisture diffusivity is first determined (see Figure 4) and then recalculated into a moisture permeability according to the methodology described by Carmeliet et al. (2007). The obtained moisture permeability of the different mortars is shown in Figure 5.

Figure 6 shows the moisture permeability curve for brick, together with the measurement data. At low moisture content (high capillary pressure), the permeability curve describes the dominant vapor flow, while at high moisture content (low capillary pressure) the permeability curve represents the dominant liquid water transport. Figure 5 shows that the vapor permeability of the mortar decreases due to curing of the mortar on wet and dry brick. The liquid water permeability at low capillary pressure however does not change so much.
2.2 Water extraction from mortar by brick during curing

It was found that the mould mortar shows a higher porosity than wet cured mortar and especially compared to dry mortar. The hypothesis is that water extraction during curing may explain the observed differences. Four test series of eight brick samples of 7 x 7 x 3 cm³ were first dried at 50°C and 3% RH. Two series of bricks were then capillary saturated. The bricks were placed in a vapor tight cup, made of plexiglass. Mortar was applied on the bricks and the cups were closed to prevent evaporation. The mortar was removed from the bricks after respectively 2, 4, 8, 15, 30, 45, 60 and 90 minutes of contact time. In order to determine the amount of water taken up by the brick, the weight of the brick before applying the mortar and after removal of the mortar was determined. The amount of water taken up by the brick is expressed relative to the initial amount of water in the mortar. We found that the uptake of water amounts to 30% for mortar cured on dry bricks and to 6% for mortar cured on capillary saturated bricks. The initial W/C factor is 0.5. Due to the extraction of water by the brick, the W/C ratio of the mortar decreases to 0.35 for dry cured mortar, and 0.47 for wet cured mortar. The decrease in W/C ratio may explain the observed decrease of porosity for dry cured and wet cured mortar. Nyame and Illston (1981) and Goto and Roy (1981) show that porosity decreases with decreasing W/C ratio for hardened cement paste. Sanjuán and Muñoz-Marialay (1996) found for concrete a linear increase of the air permeability coefficient $D_{air}$ (m²) with the W/C ratio. Nyame and Illston (1981) and Goto and Roy (1981) both show a decrease in permeability with decreasing W/C ratio, but point out that permeability depends both on the porosity and the pore size distribution. As shown in Figure 3, the pore size distribution of the three mortars shows almost no shift in the pore size range. This can explain why the difference in liquid water permeability at high moisture content between the different mortars is less pronounced.

The interface between mortar and brick was analyzed by microscopic analysis. Representative microscopic images of the interface between capillary saturated brick and joint mortar and between dry brick and joint mortar
are given in Figure 7. At the interface of the dry cured mortar, air voids (also called compaction pores) are clearly visible, whereas the interface of the wet cured mortar shows almost no voids. The measured water extraction can explain these observations, as the strong reduction of W/C ratio in dry cured mortar implies a fast compaction of mortar, leading to an insufficient contact. A similar observation is described in Brocken et al. (1998). He found that only 20-30% of the surface area of the cured mortar is in good contact with the brick.

3. Capillary uptake experiments in masonry and numerical simulation

Capillary uptake experiments were performed on three different masonry specimens:

1. brick – kaolin layer – mould mortar – kaolin layer – brick
2. brick – joint mortar (wet mortar) – brick
3. brick – joint mortar (dry mortar) – brick

The average dimensions of the specimens are given in Figure 8. Liquid water was applied at the bottom side of the specimen. The liquid water uptake is perpendicular to the mortar layer and is measured using X-ray radiography (Roels and Carmeliet 2006). The X-ray picture after one hour of water uptake (Figure 8) clearly shows the moisture front in the mortar, indicating a one-dimensional flow. From the X-ray pictures at different time steps, moisture profiles and the time evolution of the position of the moisture front are determined. The position of the moisture front is defined as the height at which the moisture content equals half of the capillary moisture content.

Isothermal moisture transfer is described as:

\[
\frac{\partial w}{\partial t} = \nabla \cdot (K \nabla p_c) \tag{2}
\]

with \( w \) the moisture content and \( K \) the moisture permeability. The experiments are simulated for a one-dimensional geometry using the Hamfem code (Janssen et al. 2007a). The initial capillary pressure in the dry specimen is equal to \(-10^9 \text{ Pa}\). At the bottom side of the model, a constant capillary pressure of \(-10 \text{ Pa}\), according to capillary moisture content, is imposed.

For the mould mortar with the kaolin layer, an ideal hydraulic contact is assumed. Figure 9 compares the measured curve with the simulation. The figure shows that the ideal contact assumption is correct for the mould mortar with kaolin layer.
For masonry specimens 2 and 3 (wet cured and dry cured mortar) a first simulation is done, assuming perfect contact, but taking into account the proper hygric properties of the different mortars, as determined in the first section. As can be seen in Figures 10 and 11, the rate of propagation of the moisture front in the mortar is clearly overestimated. This indicates that a resistance is present at the interface.

The existence of an interface resistance for joint mortars can be explained by: (1) a reduction of the contact surface due to the presence of compaction pores; (2) a mismatch in the pore systems of brick and mortar in the contact area (pore radius of bricks is a factor 100 larger than of mortars); (3) a change in pore structure of the interface layer due to e.g. blocking of pores by formation of mortar particles in the brick pores close to the interface, which reduce the permeability.

In a first modelling approach, these effects can be taken into account by defining a resistance at the interface. The flow across the interface with zero thickness (no capacity) is described by:

$$ q = \frac{1}{R_{IF}} \cdot \Delta p_c $$

with $\Delta p_c$ the jump in capillary pressure at the interface. A constant interface resistance is assumed: $1.25 \times 10^{10}$ m/s for the wet cured mortar and $2.5 \times 10^{10}$ m/s for the dry cured mortar. The interface resistance is determined by inverse identification and as such lacks some physical interpretation.

Figures 10 and 11 show a good agreement between measurement and simulation for the case with interface resistance. The calculated flow across the interface is compared with the measured flow in Figures 12 and 13. The measured interface flow is obtained from the moisture front velocity in the mortar, which is determined from moisture profiles at different time steps. A good agreement between measurement and simulation is obtained for the interface resistance. Comparison with the case of ideal contact shows that the interface resistance causes an important reduction of the flow across the interface in a short period just after the moisture front passed the interface.

In a second modelling approach, the interface zone is lumped onto a single plane. Due to the imperfect contact a jump in capillary pressure on this surface may occur. The capillary pressure in the domain $\Omega$ is described as:

$$ p_c = \tilde{p}_c + H \tilde{\tilde{p}}_c $$

where $\tilde{p}_c$ and $\tilde{\tilde{p}}_c$ are continuous functions on the domain and $H$ is the Heaviside step function equal to zero at one side of the interface and one at the other side. The one-dimensional moisture flux through the interface under isothermal conditions can be expressed by:

$$ q_f = \varphi \left( q_{f2} + k \left[ \tilde{p}_c \right] \right) $$

with $k = \left( \frac{1 - \alpha}{K_{mat1}} + \frac{\alpha}{K_{mat2}} \right)^{-1}$

$$(5)$$
where \( q_{\Omega} \) is the flux in the continuum material described by \( K \nabla p \). \( k \) is an effective moisture permeability; the term ‘effective’ means that the quantities are derived from the corresponding bulk properties of the two materials sharing the interface (\( K_{mat1} \) and \( K_{mat2} \)). The factor \( \alpha \) is a weighting parameter for the two materials. Because the permeability of the interface layer is mainly determined by the pore system of the mortar, a value of \( \alpha \) equal to 1 is adopted in the simulation. \( \left[ \bar{p}_{i} \right] \) represents the jump in capillary pressure over the interface. The factor \( \phi \) is the reduction factor, describing the imperfect contact. This factor amounts 0.9965 for specimen 2 and 0.995 for specimen 3. The lower value of \( \phi \) for specimen 3 is in agreement with the more pronounced imperfect contact between brick and dry cured mortar than between brick and wet cured mortar, as can be seen in the microscopic images (Figure 7). The modelling result for masonry specimen 2 and 3 is given in Figures 14 and 15 respectively.

**FIG. 12. Flow through the interface of specimen 2 (wet mortar).**

**FIG. 13. Flow through the interface of specimen 3 (dry mortar).**

**FIG. 14. Evolution of moisture front in specimen 2 (wet mortar), experimental and numerical result by using a reduction factor.**

**FIG. 15. Evolution of moisture front in specimen 3 (dry mortar), experimental and numerical result by using a reduction factor.**
4. Conclusion

In this paper, it is shown that a detailed study of the moisture transport properties of joint mortars is needed to accurately simulate moisture flow in masonry. The experiments show that the hygric properties of the joint mortar change due to the curing conditions – i.e. a decrease of W/C factor due to water uptake by the brick resulting in a decrease of porosity and permeability - and that secondly an interface resistance between brick and mortar is present. For dry cured mortar, the formation of air voids plays an important role. These observations are supported by the results of numerical simulations.
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SUMMARY: Moisture in a drying concrete slab redistributes subsequent to applying semi-permeable flooring, hence increasing the humidity beneath the flooring. Such a humidity increase may be substantial in terms of relative humidity, RH, even though the redistributed moisture content appears insignificant. This comparably large increase originates from the hysteresis, moisture history dependence, exhibited by sorption isotherms for cement based materials. In contrast to retracing the desorption isotherm pursued when drying, the material’s moisture content traces a scanning curve, when the humidity increases. Scanning curves give a lower change of moisture content in relation to RH, moisture capacity, compared with the desorption isotherm.

A qualitative and quantitative model of moisture redistribution in a dual layer concrete slab with regards to initial RH distribution and scanning curves is presented. The model is validated by determining the RH distribution in a number of screeded concrete slabs, before flooring and after a certain time of redistribution. Sorption isotherms and scanning curves for three cement based materials are shown.

1. Introduction

Redistribution of moisture occurs in building materials, e.g. concrete, because of internal and external moisture potentials. This process is self-sustaining and continues until reaching equilibrium with environmental or internal conditions. The relative humidity, RH, is here used as a moisture potential governing redistribution. Because of its hygroscopicity concrete absorbs and releases moisture depending on the surrounding RH and temperature. Moisture content in concrete is therefore commonly expressed in relation to the surrounding RH, the sorption isotherm, see FIG. 1. In FIG. 1 desorption, absorption and scanning curve branches are represented by the solid, dashed and dash dotted lines, respectively, in the 10 - 95 % RH range. The x-axis represents relative humidity in % RH and the y-axis represents the mass ratio of evaporable moisture relative to cement. The shaded area in FIG. 1 illustrates all attainable mass ratio RH relationships.

Sorption isotherms for cement based materials exhibit hysteresis (Baroghel-Bouny and Chaussadent 1996; Baroghel-Bouny et al. 1999; Espinosa and Franke 2006; Baroghel-Bouny 2007). This means that the moisture content fails to retrace its values back when reversing the prior sorption process. Instead, a new path is pursued and the conceived pathway, a scanning curve, is dependent on the preceding desorption/absorption sequence. The hysteresis feature has to be accounted for in estimations of moisture redistribution in screeded slabs, as moisture is both released and gained during construction.

Building materials, e.g. floor coverings, adjacent to screeded concrete slabs may be negatively affected from moisture redistribution. Besides dimensional instability, wood floors may experience fungal growth (Pasanen et al. 2000) on surfaces adjacent to concrete if not properly protected. Adhesives beneath low permeable floorings may deteriorate and release volatile organic compounds, VOC, to the indoor air (Sjöberg 2001; Sjöberg and Engström 2002; Björk et al. 2003). In addition, mould may grow on the organic fibres in linoleum floorings. Such moisture related damages, may occur if the humidity level exceeds a certain critical humidity. Preventive measures should therefore be considered to avoid ending up above such levels. Allowing the screeded concrete slab sufficient drying before applying moisture sensitive material is one such method. This decreases the amount of physically bound moisture, thus limiting effects from redistribution.
At present there are a few models to estimate moisture distribution and drying of porous materials (Nilsson 1980; Holm and Kuenzel 2002; West and Holmes 2005). However, these models lack considering the hysteresis phenomenon and the reversal of sorption occurring when redistributing moisture. Therefore these models are not suitable to use for such applications. At screeding, moisture penetrates the slab’s top surface, hence increasing the water content in the former dry concrete. As moisture is added the corresponding RH increase is not obtained by reversing the desorption process. Moisture from the screed will affect the relationship between moisture content and RH.

The main objective in this article is to describe a quantitative moisture redistribution model including the hysteresis phenomenon. The model is verified with RH measurements performed before flooring and after a certain time of moisture redistribution on a number of screeded concrete slabs. Material properties essential to the model were determined by using a sorption balance (Åhs 2005), including sorption isotherms and scanning curves (Åhs 2007) for w/c 0.65 concrete, C, w/c 0.55 mortar, M, and Floor 4310 Fibre flow, SFC, a self levelling flooring compound.

2. Qualitative model

Moisture redistribution in a screeded concrete slab is described in a qualitative manner for three distinct phases in order to display each horizontal section’s moisture history, FIG. 2. Each phase represents important construction stages and the diagram shows current (solid line) and prior (dashed) moisture distribution. This model may work as a guide for determining each section’s moisture capacity from a sorption isotherm based on previous moisture history. A sorption isotherm is located below phase 2 and 3, showing the complex interaction between redistributing moisture and concrete.

The first phase shows a homogenous concrete slab, experiencing single sided drying. Moisture distribution is characterised with a low surface humidity and a high slab base humidity. In the second phase a screed (shaded area) has been applied and started to dry. Moisture from the screed penetrates the slab surface hence increasing its humidity and screed surface humidity decreases because of drying. The final phase displays moisture distribution (vertical solid line) after flooring (thick solid horizontal line).
One particularly interesting horizontally oriented level, marked $a_1$, is indicated in the screeded slab, FIG. 2. This section’s moisture content change is tracked with respect to RH variations in the sorption isotherm. The moisture content decreases in the concrete at drying, hence following the desorption curve (thin dashed line), until reaching $a_1$, FIG. 2. In phase 2, the moisture content increases as a consequence of moisture being supplied from the screed application. Because of hysteresis the moisture content increase traces an ascending scanning curve to $a_2$. As the humidity level is reduced in phase 3 during redistribution, a descending scanning curve is followed until settling at $a_3$.

3. Quantitative model

Future moisture distribution in a screeded concrete slab is estimated by proposing a theoretical model, suggesting how to redistribute residual moisture after flooring. Four assumptions are made:

A) no further drying of the slab occurs after flooring
B) isothermal conditions
C) moisture transport is not considered
D) no additional chemical moisture binding during redistribution

Moisture redistributes in a sealed screeded slab until ultimately attaining a uniform vertical RH distribution, RH$_\infty$, see FIG. 2. Provided each section’s moisture history, RH change and moisture capacity are known their moisture content change is given. The preceding moisture history may be determined from the qualitative model. Moisture capacity is defined as the ratio of moisture content change relative to RH change. As no moisture is lost
through drying it is possible to determine RH∞. Therefore the total moisture content change from flooring to a complete redistribution is 0 (zero). Moisture from wet sections redistributes to dryer conditions, and vice versa, until a uniform RH distribution is attained throughout the screeded slab. RH∞ is achieved by iteration, as the moisture capacity is dependent on it.

RH∞ will reach a level in between the extremes of the distribution as a consequence of assumption A. Therefore the midpoint of the two extremes may serve as a reasonable initial guess. Subsequently it is necessary to determine each section’s moisture history in order to assign a realistic moisture capacity.

Based on the qualitative model, the slab base and screed solely undergo drying until flooring. Therefore such regions are assumed to have attained their moisture content and corresponding RH level through tracing the desorption isotherm. In contrast, other sections experienced drying and wetting cycles thus pursuing scanning curves. Such a qualitative analysis is fundamental when determining the proper moisture capacity for each section.

This theoretical analysis could be interpreted into an arithmetic expression, equation 1,

\[
\sum_{i} (\bar{RH}_i - RH_{\infty}) \cdot d_i \cdot \left( \frac{\partial w}{\partial RH} \right)_i = 0
\]

where \(\bar{RH}_i\) represents average RH level in [% RH], and RH∞ represents the future uniform humidity level in [% RH], \(d_i\) represents the vertical thickness of each material section in [m], \(\left( \frac{\partial w}{\partial RH} \right)_i\) represents the average moisture capacity in [kg/(m^3 % RH)] evaluated from sorption (scanning) isotherms between current and future RH.

Equation 1 is based on the assumption that the total moisture content change within the screeded slab with respect to change from \(\bar{RH}_i\) to RH∞ is (zero). By a number of rearranging steps equation 1 gives equation 2, thoroughly explained in Åhs (2007)

\[
RH_{\infty} = \frac{\sum \bar{RH}_i \cdot d_i \cdot \left( \frac{\partial w}{\partial RH} \right)_i}{\sum d_i \cdot \left( \frac{\partial w}{\partial RH} \right)_i}
\]

The obtained RH∞ is compared with the initial guess. A new iteration is executed by substituting the initial guess with the achieved RH∞, until obtaining an acceptable deviation.

### 4. Results

This section presents results from using the quantitative moisture redistribution model on four screeded concrete slabs, FIG. 3. Four floor structures were manufactured by using 220 mm of concrete C for the supporting slab, and 40 mm of mortar M as screed in slab 5 and 7, and 40 mm of self-levelling flooring compound SFC as screed in slab 6 and 8. The x-axis represents RH and the y-axis represents the distance from the top surface. The thin dashed line, solid line and thick dashed line represents moisture distribution before flooring, after a certain time of redistribution and calculated RH∞ respectively. Moisture distribution measurements were performed relative to the flooring day, day 0 (zero), noted in each graph legend FIG. 3.

Sorption isotherms including several scanning curves were determined, in the range 10-95 % RH, for three cement based materials C, M, and SFC, FIG. 4-FIG. 6, (Åhs 2007). In FIG. 4 and FIG. 5 the x-axis represents RH in % RH. The y-axis, in FIG. 4, represents the mass ratio of evaporable moisture relative to cement content. In FIG. 5, the y-axis represents the mass fraction of evaporable moisture relative to mass at 10 % RH. FIG. 6 shows a detailed diagram of several ascending and descending scanning curves determined from three material C
samples. In FIG. 6 the x-axis represents change in RH and the y-axis represents the change in moisture content (We/C).

---

**FIG. 3** A comparison of calculated RH∞ moisture distribution before and after flooring in four screeded slabs.

---

**FIG. 4** Sorption isotherms of concrete C (left) and mortar M (right) including several scanning curves.
FIG. 5 Sorption isotherm of SFC, including scanning curves (left) and detail of SFC scanning curves (right)

FIG. 6 Detail of ascending (left) and descending (right) scanning curves of concrete C.

5. Discussion

The vertical moisture distribution was determined before flooring and after a certain time of redistribution on four screeded concrete slabs, FIG. 3. The verifying experiments fit the qualitative moisture redistribution model fairly well. In addition, sorption isotherms, FIG. 4 and FIG. 5 including several scanning curves, FIG. 6, were determined on the applied materials. Results of the investigated parameters were applied in the quantitative moisture redistribution model, hence achieving a RH\text{∞} shown in FIG. 3 (vertical dashed lines).

Slab 5 and 6, FIG. 3 (right), were dried in 60 % RH and 20 °C for a long time (Åhs 2007) before flooring installation which explains the comparatively dry screed. However, the humidity increase after flooring is substantial exceeding 10 % RH in the surface layer (10 mm below the surface). Slab 7 and 8, FIG. 3 (left), were dried a short time (Åhs 2007) before flooring installation, hence explaining the comparatively humid screed. These two slabs, especially slab 8, bear the greatest resemblance to the qualitative model, showing a high humidity level in the screed. Further redistribution is to be expected in all slabs, since a uniform RH distribution is not yet attained, FIG. 3.

The determined moisture distribution after a certain time of redistribution corresponds to results achieved from the quantitative model, especially in slab 5-6. These two slabs represent a case when flooring is installed after a long time of drying. However, a humidity increase is expected in the screed surface, since redistribution is not yet completed. Given additional redistribution time the calculated RH\text{∞} may be achieved ultimately. Slab 7 and 8 represent a case where flooring is installed early after screeding, hence allowing limited drying of the screed.
Sorption isotherms for materials C, M, and SFC all demonstrate substantial hysteresis beginning from 10 % RH up to 95 % RH, FIG. 4 and FIG. 5. However, the hysteresis for SFC is less significant below 50 % RH compared with material C and M. The ascending scanning curves retrieve the starting moisture content when returning to the desorption isotherm, indicating reversible characteristics. This feature is further demonstrated in FIG. 6 where the ascending (left) scanning curves’ starting point is met by the descending (right) scanning curves.

Time aspects and possible chemical moisture fixation is not considered. The quantitative model is limited to determining the uniform moisture distribution, hence intermediate time steps is not achievable. Cement based materials are possibly still hydrating when flooring is applied and this may affect the redistribution process. Therefore, redistributed moisture may bind with unhydrated cement grains hence reducing the RH$_{\infty}$.

The proposed quantitative moisture redistribution model requires input from the screeded slab’s moisture distribution before flooring. Consequently its accuracy is dependent on the uncertainty of each input. It is therefore important to use material properties used and increase the precision of the determined moisture distribution. This may be achieved by a number of actions, i.e., determine humidity sensor uncertainty (Su and Wu 2004), evaluating measurement method, multiple moisture distribution determination and increasing the number of levels.

The current moisture distribution may be achieved from samples extracted from the floor slab or in-situ measurements. The uncertainty of such a measurement decreases with an increased sampling resolution and number of determined distributions. A higher resolution may demonstrate an unanticipated moisture distribution, hence improving data of each level’s moisture history. Increasing the number of determined moisture distributions also exposes possible internal spread.

There are a few examples of sorption isotherms in literature (Powers and Brownyard 1947; Baroghel-Bouny and Chaussadent 1996; Johannesson and Janz 2002; Nilsson 2002; Anderberg and Wadsö 2004; Tada and Watanabe 2005; Espinosa and Franke 2006; Espinosa and Franke 2006; Baroghel-Bouny 2007; Åhs 2007). However, scanning curves for cement based materials are scarcely published (Ahlgren 1972; Baroghel-Bouny and Chaussadent 1994; Espinosa and Franke 2006; Espinosa and Franke 2006; Baroghel-Bouny 2007; Åhs 2007). Published cement based material properties are usually valid for old materials, in excess of 1 year old. Such data may be inappropriate to use on newly poured structures.

Besides material properties, temperature is decisive for moisture redistribution, as it affects the sorption isotherm in cement based materials and alters saturation vapour pressure. Ambient temperature conditions stabilise as the building envelope is finalized, hence diminishing the influence on moisture redistribution. However, a permanent temperature gradient is likely to occur since warm air is lighter than cold, thus heating the floor slab base. Such a temperature gradient may support a moisture transport towards the slab’s upper surface hence increasing the humidity beneath flooring. In such a case, equation [2] must be rewritten in terms of vapour content $v_\infty$, being constant after redistribution.
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SUMMARY

Hygrothermal simulation has become a widely applied tool for the design and assessment of building structures under possible indoor and outdoor climatic conditions. One of the most important prerequisites of such simulations is reliable material data. Different approaches exist here to derive the required material functions, i.e. the moisture storage characteristic and the liquid water conductivity, from measured basic properties. The current state of the art in material modelling as well as the corresponding transport theory implies that the moisture transport function is unique and that the moisture storage characteristic is process dependent with varying significance for the numerical simulation.

On the basis of different building materials, a comprehensive instantaneous profile measurement study has been accomplished. Profiles of water content and relative humidity were obtained during a series of adsorption and desorption processes. The data provides clear evidence that the water content – water potential relationship is not only dependent on the process history, but also on the process dynamics. The higher moisture potential gradients were induced, the larger was the deviation between static and dynamic moisture storage data and the more pronounced was the corresponding dynamic hysteresis.

The paper thus provides clear experimental evidence on dynamic effects in the water content – water potential relation of building materials. By that, data published by previous authors as Topp et al. (1967), Smiles et al. (1971) and Plagge et al. (1999) is confirmed. Moreover, it is shown that moisture transport processes are well susceptible to dynamic effects already within the hygroscopic moisture content range.

1. Introduction

Hygrothermal material data often plays a key role in numerical simulation. Numerous attempts have been undertaken in the past to characterize and verify material properties, usually by determining the storage and transport properties individually and using different methods. Since it is very difficult, time-consuming and tedious to measure these properties, great effort has been made to develop appropriate laboratory methods. Reviews have been presented by Hillel (1980) and Klute & Dirksen (1986), while a more recent discussion of the respective advantages and setbacks of the various laboratory methods available has been worked out by Plagge (1991) and Scheffler (2008).

The research reported in this paper is based on dynamic adsorption and desorption experiments, measuring moisture content and moisture potential simultaneously at different sampling positions versus time. Evaluation of the measured data alone and in combination with numerical modelling of the experiments comparing measured and calculated results delivers information about the influence of different effects such as hysteresis of moisture storage or the process dynamics. This can be used to verify limits of employed simplified material models, which are commonly based on measured data from steady-state experiments. Moreover, the applied method supports a physical understanding of transport processes and opens possibilities to develop new physical models and evaluate numerical transport models in describing the moisture behaviour of capillary porous materials. Within this paper, this is to be shown on the basis of multiple experimental runs with two building materials.
2. Material and method

For the investigation reported here, the instantaneous profile measurement technique (IPM) was applied. First, the method is introduced for the hygroscopic and the overhygroscopic moisture range whereas an overview about the examined materials is given subsequently.

2.1 Measurement method

The basic idea of the IPM method is the use of the same material specimen in a series of experiments, where different flow regimes can be achieved by controlling the initial and boundary conditions. The development of the time domain reflectometry (TDR) as an accurate non-destructive laboratory method opens the possibility to determine the water content in a high temporal resolution. Therefore, a major effort has been undertaken to incorporate the TDR technique with miniaturized probes having 0.8 mm diameter rods, (Malicki et al. 1992) as a basic tool of the IPM method. Miniaturized relative humidity sensors of 5 mm sensor diameter are used for the determination of the water potential in the hygroscopic moisture range.

The experimental set-up consists of a material specimen with dimensions of 100x100x50 mm³. The vertical measuring sampler is provided with five pairs of holes, into which guide nuts are screwed prior to drill holes and to insert the specially designed sensors. The material sample is sealed at all but one sides and equipped by TDR-probes and relative humidity sensors, aligned at equal distances of 20 mm along the 100 mm long vertical container. For the hygroscopic measurements, the specimen is connected with its unsealed side to the open top of a desiccator in which the relative humidity is controlled. For the overhygroscopic experiments the sample container is placed into water for water uptake, sealed for equilibration or exposed to a constant air flow for drying. Figure 1 illustrates these setups.

To monitor, control and register material moisture content and water potential, a computer-aided automatic data acquisition system is used. Further information concerning the sensors in use, their calibration and additional experimental details are given by Plagge et al. 1990, Plagge 1991, Plagge et al. 1999, and Scheffler (2008).

2.2 Experimental set-up and investigated materials

The material is sampled, sealed and prepared for sensor installation. The material sample is equipped with 5 miniaturized TDR probes. For the first experimental run, 5 relative humidity sensors are also installed into the sample container. The sampling container is fixed upon the miniaturized climatic chamber box, where a small ventilator is used to mix the air volume below the specimen. The relative humidity is controlled by a vessel of silica gel as a drying agent or by aqueous salt solutions adjusting defined relative humidities. The whole setup is placed into a climatic chamber ensuring accurate temperature control. During the experimental run, the vessel can be removed to measure the increase or decrease of water in time. Water content and relative humidity within the sample and relative humidity and temperature in the chamber are continuously monitored and registered by the computer-controlled data acquisition system. Different measurement steps have been carried out to cover the whole hygroscopic moisture range. A list of the steps evaluated and discussed here can be found in Table 1.
**TAB. 1:** Measurement steps in the hygroscopic (left) and the overhygroscopic moisture range (right).

<table>
<thead>
<tr>
<th>Step Name</th>
<th>Relative Humidity</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>... previous hygroscopic ad- and desorption runs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>large step adsorption</td>
<td>32.9% to 97.4%</td>
<td>35 days</td>
</tr>
<tr>
<td>large step desorption</td>
<td>97.4% to 32.9%</td>
<td>35 days</td>
</tr>
<tr>
<td>further experimental runs ...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the overhygroscopic experiments, the relative humidity sensors are removed and the holes are sealed. Different experiments with changing boundary conditions are performed where phases of water contact, equilibration and drying are combined. A list of the experimental run treated here is given in Table 2.

**TAB. 2:** Measurement steps in the overhygroscopic moisture range.

<table>
<thead>
<tr>
<th>Step Name</th>
<th>Boundary Condition</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>... previous overhygroscopic ad- and desorption runs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase 4</td>
<td>Water contact</td>
<td>20 min</td>
</tr>
<tr>
<td>Phase 5</td>
<td>No boundary condition</td>
<td>14 days</td>
</tr>
<tr>
<td></td>
<td>Drying</td>
<td>35 days</td>
</tr>
</tbody>
</table>

The investigation was done for two different materials, a brick and an insulation material. The brick is a typical burnt brick from Northern Germany. The insulation material is calcium silicate which is highly capillary active and typically applied as inside insulation material. The hydro-physical properties of both materials were investigated at the laboratory of the Institute of Building Climatology at Dresden University of Technology. A list of typical basic material properties is given in Table 3 and the adsorption and desorption moisture storage functions in Figure 2 for both materials.

**TAB. 3:** Basic material properties of calcium silicate and brick

<table>
<thead>
<tr>
<th>Material property</th>
<th>Calcium silicate</th>
<th>Brick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density in [kg/m³]</td>
<td>270</td>
<td>1790</td>
</tr>
<tr>
<td>Porosity in [m³/m³]</td>
<td>0.91</td>
<td>0.35</td>
</tr>
<tr>
<td>Thermal conductivity in [W/mK]</td>
<td>0.069</td>
<td>0.87</td>
</tr>
<tr>
<td>Vapour diffusion resistance in [---]</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Water uptake coefficient in [kg/m²√s]</td>
<td>1.11</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**FIG. 2:** Adsorption and desorption moisture storage characteristic for the building brick (left) and for the calcium silicate (right).

### 3. Experimental results

Out of the number of experiments which has been carried out, for each moisture range two significant experimental runs were selected to be shown and discussed here. For the hygroscopic moisture range, the calcium silicate material with large step adsorption and large step desorption (Table 1) has been chosen. For the overhygroscopic moisture range, the brick with phase 4 and phase 5 (Table 2) has been selected.
3.1 Hygroscopic moisture range

The boundary condition at the bottom of the calcium silicate material specimen is changed from 32.9% to 97.4% relative humidity using a saturated K₂SO₄ solution. During the experiment, temperature and relative humidity are measured by thermocouple sensors at 5 positions inside the material specimen (Figure 1). At the same positions, the water content is measured by TDR sensors delivering a set of moisture-content and moisture-potential profiles versus time. These profiles are evaluated as a dynamic sorption isotherm shown in Figure 3.

![Figure 3: Comparison of static and dynamic ad- and desorption isotherms for calcium silicate: large step adsorption at the left and large step desorption at the right.](image)

Due to the general chronology of boundary conditions, the experiment did not start with equalized conditions but with the hygrothermal stage reached before. The two continuous lines in Figure 3 represent the functions of the adsorption and the desorption isotherm (as already shown in Figure 2). The data points mark the dynamic sorption isotherms for each position during the adsorption. Position 1 is at the bottom of the specimen which was exposed to the boundary conditions, position 5 is at the top of the specimen which was sealed. During the adsorption process, the dynamic sorption isotherm moves in direction of higher relative humidities (i.e., lower capillary pressures). At position 1, where the largest gradient in moisture potential occurs, this is most pronounced. However, all positions of the calcium silicate specimen show this behaviour (Figure 3 left).

Subsequent to the large step adsorption, the large step desorption is run. The boundary condition is changed from 97.4% to 32.9% relative humidity using a saturated MgCl₂ solution. The other conditions are the same as before. In Figure 3 at the left, the results of this experiment are displayed as a dynamic sorption isotherm for each measurement position. This dynamic sorption isotherm does again not follow the course of the static curve. The relation of moisture content and relative humidity becomes somehow shifted as higher values of moisture content correspond to lower values of relative humidity. The influence is most pronounced for position 1 although for the other positions, the same behaviour can be noticed.

3.2 Overhygroscopic moisture range

For the overhygroscopic moisture range, the experiments of phase 4 and phase 5 for the brick have been selected. Due to unavailability of an appropriate measurement method, the moisture potential could not be monitored in this moisture range. However, meaningful results could still be achieved which is shown in Figures 4 and 5. There, a comparison of measured and calculated moisture content profiles is shown. For numerical simulation, the program DELPHIN was used according to Grunewald (1997) and Nicolai (2006). The applied material functions were determined according to Scheffler (2008) distinguishing between ad- and desorption.

Figure 4 shows the water content profile versus time of phase 4 (Table 2). This is the second water uptake after a first one and an equilibration time of 14 days which is followed by another time of equilibration with a duration of 14 days. Due to the fast equilibration, only the first two days are displayed here.
FIG. 4: Comparison of measured and calculated moisture content profiles versus time during water uptake and equilibration of the brick (phase 4 according to Table 2).

The calculated data exhibits a quick water uptake leading to higher moisture contents than the measured data. Here, the simulation is done with the adsorption moisture storage function for the whole specimen. For the following equilibration, positions 1, 2 and 3 are calculated applying the desorption moisture storage function.
while positions 4 and 5 still use the adsorption function. The results show that the distinct moisture profile, which was measured, could not be reproduced by simulation. Instead, two levels of moisture content emerge belonging to the corresponding moisture potential values of the different moisture storage functions. The simulation leads to a higher moisture level than the measured data reaches. This observation will be discussed in the context of the applied material functions under paragraph 4 Discussion.

Figure 5 shows a comparison of measured and calculated moisture content profiles versus time for the brick drying according to phase 5 (Table 2). The drying is performed in the laboratory with boundary conditions of 20°C and around 60% relative humidity, that are measured and applied during simulation. For calculation, the desorption moisture storage function is used in all positions. The calculated course differs significantly from the measured one. In position 1, the calculated drying is much faster than measured. In contrast to that, the water content of positions 3 to 5 increases at the beginning of the drying experiment. Only position 2 shows a rather good agreement between measured and calculated data.

Another interesting fact to be pointed out is that the measured water content decreases until a certain level (position 1 in Figure 6) which is higher than the equilibrium moisture content according to the boundary conditions. In contrast to that, the calculation dries until the equilibrium moisture content with the boundary conditions is reached. The same kind of behaviour could already be observed during the measurements in the hygroscopic moisture range, see e.g. Figure 2.

### 4. Discussion

#### 4.1 Results of measurement and simulation

It could be shown, besides others, by Topp et al. (1967), Smiles et al. (1971), Stauffer (1977), Hassanizadeh et al (2002) and Scheffler (2008), that there exists an influence of the dynamics on the relationship between moisture content and moisture potential. However, this influence could mostly be proved for desorption processes only. As shown for the calcium silicate – and although not pictured here, the brick shows the same behaviour – this influence does also exist for the adsorption process. While for desorption processes under large gradients, the moisture content belongs to higher capillary pressures (i.e., lower relative humidities) than the static equilibrium, for an adsorption process, depending again on the moisture potential gradient, the same moisture content belongs to lower capillary pressures (i.e., higher relative humidities), see again Figure 3.

Unfortunately, the measurements within the overhygroscopic moisture range lack data of the moisture potential. Therefore, a dynamic moisture storage function could not be displayed. However, as the purpose of the whole investigation was to receive data for material model validation, numerical simulation could be applied. The employed material model, given in Scheffler (2008), is based on the bundle of tubes model using the moisture storage function to derive the capillary conductivity. This function is further adjusted to data from water uptake and drying experiments according to Plagge et al. (2005) and Scheffler & Plagge (2005). As proven e.g. by Tzimas (1979), the liquid water conductivity in dependence to the moisture content is not hysteretic. Thus, only for the moisture storage function the hysteresis has to be taken into account which was done for the adjustment of the conductivity function.

Figure 6 shows the final result of this calibration procedure. Both experiments are calculated with the same conductivity function, applying the adsorption moisture storage function for the water uptake experiment and the desorption moisture storage function for the drying experiment. Both storage functions are given in Figure 2. The agreement between measured and calculated integral moisture is almost perfect.

However, the comparison of measured and calculated moisture content profiles (Figures 4 and 5) shows significant deviations. One reason for that is the hysteresis of moisture storage. Up to now only the main drying and the main wetting curve can be applied, which does not allow us to follow one of the scanning curves. This becomes clear when looking at the measured moisture profile given in Figure 4 which could not be reproduced by simulation. We use the adsorption moisture storage function in all positions as long as water contact is applied (i.e., during the first 20 minutes). Then the desorption moisture storage function is assigned for the simulation of positions 1 to 3 whereas the adsorption function is used for positions 4 and 5. As a consequence, only two and not – as measured – five moisture levels are reached according to the equilibrium moisture content of either the adsorption or the desorption characteristic. Thus, the hysteresis in the moisture storage function is responsible for the developing steady-state moisture profiles.
This, however, does not explain the generally higher moisture level of the simulation results. From the authors’ point of view, this can only be explained with the influence of the process dynamics on the relation of moisture content and moisture potential, which is also not included within simulation. During adsorption processes under large gradients, the moisture potential quickly moves to lower capillary pressures (i.e., higher relative humidities) for the same moisture content compared with the static case. The simulations are carried out with a static adsorption moisture storage function which does not necessarily represent the states developing under the transient conditions of the experiment.

The liquid water flow is dependent on the liquid water conductivity and on the moisture potential gradient. As the moisture-content – moisture-potential relation is influenced by the process dynamics, this also influences the moisture potential gradient. In the case of an adsorption process, the corresponding capillary pressures will be lower than those of the static case. Since the capillary pressure is a logarithmic variable, this leads to moisture potential gradients which can differ by an order of magnitude for the static and the dynamic case. The higher moisture contents occurring in the simulation are thus attributed to the higher transport rates resulting from higher moisture potential gradients during the water uptake. Due to the dynamic effects, the corresponding potential gradients are lower during the actual measurements than during the simulation. In the simulation, the dynamic effects are not taken into account leading to an overestimation of the moisture transport rates.

4.2 Investigation of moisture transport phenomena in porous media

It was the original purpose of the reported investigations, to use the acquired data to quantify options and limits of hygrothermal material models. A number of simplifying assumptions are made during the modelling of hygrothermal processes. To identify the consequences of these assumptions the data obtained by the IPM technology is very suitable. Thus, a hygrothermal material model validation is proposed on the basis of this data (Scheffler, 2008). Associated with that, both, the measurement data and the comparison with numerical simulation results may lead to a further understanding of the observed phenomena. The hysteresis of moisture storage has been subject to research and modelling for more than 50 years but still most Building Physical simulation models do not include it. The obtained data is very suitable to further understand these phenomena and help to verify hysteresis models for building materials. Moreover, new models regarding the influence of both, hysteresis of moisture storage and the process dynamics, as proposed by Beliaev & Hassanizadeh (2001), gain an experimental basis. A model verification could be done with the aid of this data.

5. Summary and conclusions

A new application of the instantaneous profile measurement technique is shown for two materials, a brick and a calcium silicate insulation. With these measurements, a great deal of information concerning hygric material behaviour under dynamic conditions could be obtained, especially when the moisture potential was also measured, as done in the hygroscopic moisture range. In the hygroscopic moisture range, dynamic moisture storage functions have been derived from the measured data showing a clear change in the moisture-content – moisture-potential relation compared to static data. For the wet moisture region, the influence of hysteresis as well as the process dynamics has been shown using numerical simulation to reproduce the measured data.
The data can be further used for material model validation to quantify potential errors the implied model assumptions might cause. Furthermore, new approaches trying to include the hysteresis of moisture storage or the influence of the process dynamics can be verified. Only few data is currently available to show these influences, making the instantaneous profile measurement technology a very promising and innovative measurement method for further applications.
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SUMMARY:
The paper is devoted to the analysis of problems of humidity migration in autoclaved aerated concrete walls. It presents the methods for monitoring of humidity migration processes. Special attention is paid to the analysis of condensation risk on the surface between the autoclaved aerated concrete block and outdoor finishing. The paper gives theoretical calculation of condensation risk in autoclaved aerated concrete wall as well as presents the results of practical measurements. For the purpose of practical measurements, two experimental walls, on the northern and southern part of the building, were built in Tallinn imitating real living space. The analyzed walls had been constructed using autoclaved aerated concrete blocks 375 mm in thickness, volume weight $\leq 400 \text{ kg/m}^3$, glued together with a 2 mm thick layer of glue mortar. Starting from year 2005 the thermal measurements were carried out on the regular basis. The preliminary results of this experiment have shown that monitoring of humidity migration processes in autoclaved aerated concrete walls could be accurately done by cutting out test pieces and putting them on the scales. The influence of thermal qualities of autoclaved aerated concrete wall on the drying process of wall was also studied in the scope of this paper. As the result the dependences between heat conductivity coefficient and moisture content were developed.

1. Humidity evaporation process in autoclaved aerated concrete blocks

The main problem using autoclaved aerated concrete blocks in building construction is high initial moisture content of blocks. The average initial humidity of autoclaved aerated concrete blocks is up to 40% by weight. The optimal humidity of autoclaved aerated concrete blocks level is 4-6%. The evaporation process in newly constructed buildings in Latvian climatic conditions could be problematic due to the high outside air relative humidity. It is estimated that evaporation process could take up to 3 years long time period in order to reach optimal humidity level. The main parameters that could impact drying process are:
- surface finishing;
- outdoor and indoor air parameters;
- properties of additional heat insulation.

In the scope of this study 30 samples of autoclaved aerated concrete blocks were chosen in order to evaluate evaporation process. Analyzed samples were stored in non-heated warehouse. Two samples were artificially dried till optimal humidity level. The average weight of dry sample is 2.4 kg. The evaporation process in autoclaved aerated concrete samples is shown in Figure 1.
As it could be seen from Figure 1, the most intensive evaporation process was taking place during the time period from May till July, when the average temperature was +14°C. The initial weight of 1st sample was 2.987 kg, of 2nd – 3.0605 kg and 3rd – 5.0325 kg. The average initial moisture content of analyzed samples was 29%. After three month evaporation process the humidity level of analyzed samples had reached for the 1st sample – 2.610 kg (the moisture content – 8%) 2nd – 2.581 kg (the moisture content – 7%) and 3rd – 4.252 kg. It could be concluded that the most intensive evaporation process in autoclaved aerated concrete samples takes place during firsts two months after their production.

2. The moisture impact on thermal properties of autoclaved aerated concrete blocks

In order to find out the dependences between wall thermal conductivity coefficient and humidity level, the heat flow through two walls was measured. The analyzed walls were constructed in Tallin using the autoclaved aerated concrete blocks with depth 375 mm and capacity mass ≤400 kg/m³. The monitoring of surface temperature and outdoor and indoor air parameters was done as well. Regular measurements were done during the time period from 20.01.2005 till 14.05.2007. The measurements of humidity level in blocs were done by two different methods:

- Practically measured moisture content, using special measuring equipment (special meters were placed inside the wall);
- Practically measured moisture content done by cutting out small samples from the wall (EN 1353 method [2]).

The practical implementation of both methods has shown that special measuring equipment could be effectively used for the materials with humidity ration up to 10%, but for material with humidity ration higher than 10% it is recommended to use EN 1353 method.

The results of wall surface temperature measurements are shown in Figure 2. Since the temperature fluctuations of inner surface within a year are not observable, only southern and northern wall surface temperature difference is plotted.
Fig. 2. Temperature of external surface of wall

The value of heat transfer coefficient is determined by applying the data, acquired in the experiment, to the Equation 1.

\[
U_k = \frac{Q}{\tau_i - \tau_e} \text{ W/(m}^2\text{K)}
\]  

where:

- \(Q\) – heat flow (W/m\(^2\));
- \(\tau_i\) – surface temperature of inner wall (°C);
- \(\tau_e\) – surface temperature of exterior wall (°C).

Performed heat flow measurements are gathered and displayed in Figure 3. While analyzing the acquired experimental data, it could be calculated that heat flow through wall is directly related to the temperature of external surface of the wall. Temperature fluctuations during the experiment were insignificant, therefore we can deduce that sun activity notably affects the heat flow. As it was mentioned before, the temperature fluctuation of inner surface of the wall is not significant; therefore the wall’s external surface temperature difference is largely affected by the solar radiation. It is due to the solar radiation that surface temperature of the external wall depends on and in its turn affects both the process of wall drying and total heat flow through aerocrete wall.

Fig. 3. Heat flow through the wall
It could be seen from the Figure 4 that in the wintertime conditions the wall’s, which is not yet dried and whose moisture is 24-14%, apparent heat transfer coefficient is equal to the Latvian building standard LBN 002 – 01 requirements. According to Latvian building standard normative value of heat transfer coefficients for dwelling buildings is 0.25 W/(m²K) and maximal value is 0.4 W/(m²K). Calculation of the theoretical U value using Equation 2 has shown that heat transfer coefficient of aerated concrete wall with depth 375mm was 0.27 W/(m²K).

\[ U = \frac{1}{R_{\text{se}} + \frac{d}{\lambda} + R_{\text{Sc}}} \]  \hspace{2cm} (2)

where: \( R_{\text{se}} \) – heat resistance of external surface, \( (\text{m}^2\text{K})/\text{W} \), \( R_{\text{Sc}} \) - heat resistance of internal surface,\( (\text{m}^2\text{K})/\text{W} \).

The difference between measured and calculated values can be explained with aerocrete’s capacity to accumulate heat and material thermal inertia.

### 3. Analysis of condensation risk in autoclaved aerated concrete blocks

It is a well known fact that condensation of water vapour occurs when water vapour pressure exceeds saturated water vapour pressure. Usually the water vapour and saturated water vapour distribution is shown graphically. The saturated water vapour pressure depends only on the temperature distribution in the construction. In the wall’s construction built from autoclaved aerated concrete blocks glued together without heat insulation these vapour pressure curves do not cross each other. But it should be taken into account that high condensation risk occurs on the surface between the autoclaved aerated concrete block and outdoor finishing in cases, when water vapour resistance factor of finishing is too high.

The theoretical evaluation of condensation risk was done on the example of the wall construction shown in Figure 5. In method traditionally used in Latvia water vapour pressure distribution is shown in the cross section of element drawn proportionally real element thickness \( d \), m.

Water vapour distribution in element is found by Equation 3:

\[ p_x = p_i - \frac{R_{\text{wi}}}{\sum R_{\text{wi}}} (p_i - p_x), \text{ Pa} \]  \hspace{2cm} (3)
where - \( p_i \) is water vapour pressure of the inside air, Pa; \( p_e \) is water vapour pressure of the outside air, Pa; \( R_{tv} \) is the sum of water vapour resistance of all previous layers, \( m^2 \cdot h \cdot Pa/m; \Sigma R_{tv} \) is total water vapour resistance of the element, \( m^2 \cdot h \cdot Pa/m. \)

Water vapour resistance of individual layer (4):

\[
R_{tv} = \frac{d}{\delta}, \ m^2 \cdot h \cdot Pa/m \tag{4}
\]

where - \( d \) is thickness of the layer, m; \( \delta \) is vapour transfer coefficient (vapour permeability of the material), mg/m·h·Pa.

\[\text{Fig. 5. Cross section of element} \]

The thermal conductivity coefficient of aerated concrete blocks with volume weight \( \leq 400 \ \text{kg/m}^3 \) is 0.1W/(m*K) and vapour transfer coefficient 0.26 mg/m·h·Pa. The heat transfer coefficient of aerated concrete wall is equal to 0.27 W/(m²·K). The analysis of condensation risk in autoclaved aerated wall without extra insulation is shown in Table 1.

\[\text{TABLE. 1: Vapour pressure distribution in aerated concrete wall without insulation} \]

<table>
<thead>
<tr>
<th>N</th>
<th>Layer</th>
<th>( d, \ m )</th>
<th>( R_{tv}, \ m^2 \cdot h \cdot Pa/m )</th>
<th>Inside temperature +20, outside (-20)</th>
<th>Inside temperature +20, outside (-10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( t, ^\circ\text{C} )</td>
<td>( P_{\text{sat}}, \ Pa )</td>
</tr>
<tr>
<td>1</td>
<td>Indoor air</td>
<td></td>
<td></td>
<td>20</td>
<td>2336</td>
</tr>
<tr>
<td>2</td>
<td>Indoor surface</td>
<td></td>
<td></td>
<td>18.7</td>
<td>2152</td>
</tr>
<tr>
<td>3</td>
<td>Finishing</td>
<td>0.01</td>
<td>0.10</td>
<td>18.6</td>
<td>2137</td>
</tr>
<tr>
<td>4</td>
<td>Aerated concrete</td>
<td>0.375</td>
<td>1.44</td>
<td>-19.5</td>
<td>108</td>
</tr>
<tr>
<td>5</td>
<td>Finishing</td>
<td>0.01</td>
<td>0.10</td>
<td>-19.6</td>
<td>106</td>
</tr>
<tr>
<td>6</td>
<td>Outdoor air</td>
<td>-20</td>
<td></td>
<td>-10</td>
<td>259</td>
</tr>
</tbody>
</table>

As it could be seen from the above mentioned table, vapour condensation occurs, when outside air temperature is \(-20^\circ\text{C}\). Although the outside temperature below \((-20)^\circ\text{C}\) vapour condensation occurs for relatively short periods, in time the condensation will lead to the damage of external finishing. The additional calculations have shown that vapour condensation between the aerated concrete blocks and external finishing occurs, when outside air temperature is below \(-12^\circ\text{C}\).

In order to find out the influence of additional outside insulation on vapour condensation risk in autoclaved aerated concrete walls, the calculations were done for the stone wool and expanded polystyrene materials (Table 2).
It could be seen from Table 2 that high condensation risk occurs between aerated concrete and expanded polystyrene heat insulation. Though use of stone wool prevents condensation on the surface between aerated concrete and insulation layer. In both cases the condensation risk occurs on the surface before external insulation.

### 4. Conclusions

1. The practical analysis has shown that the most intensive evaporation process in autoclaved aerated concrete samples takes place during first two months after their production. During this time moisture content reduces from 20% till 8%.

2. The practical measurements of moisture content in autoclaved aerated concrete blocks by two different methods have shown that special measuring equipment could be effectively used for the materials with humidity ration up to 10%, while for materials with humidity ration higher than 10% it is recommended to use EN 1353 method.

3. The results of measurement of heat flow through the autoclaved aerated concrete wall have shown that there are interdependence between the thermal conductivity coefficient, wall’s external surface temperature and heat flow through aerocrete wall. In the wintertime conditions the aerocrete wall’s, which is not yet dried and whose moisture decreased from 24% to 14%, coefficient U value corresponds to the standard LBN 002 – 01 requirements. Difference in the results of theoretical calculation of U value and experimental results could be explained by aerocrete’s capacity to accumulate heat and material’s thermal inertia.

4. Analysis of condensation risk in autoclaved aerated concrete blocks has shown that vapour condensation occurs, when outside air temperature is -20°C. Although the outside temperature below (-20)°C occurs for relatively short periods, in time the condensation will lead to the damage of external finishing. The additional calculations have shown that vapour condensation between the aerated concrete blocks and external finishing occurs, when outside air temperature is below -12°C.

5. In case when autoclaved aerated concrete blocks have additional external insulation, vapour condensation occurs between aerated concrete and expanded polystyrene heat insulation. Though use of stone wool heat insulation prevents condensation on the surface between aerated concrete and insulation layer. In both cases the condensation risk occurs on the surface before external insulation.

"This work has been partly supported by the European Social Fund within the National Programme „Support for the carrying out doctoral study programm’s and post-doctoral researches" project „Support for the development of doctoral studies at Riga Technical University”.
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SUMMARY: Measurements of basic physical, mechanical, hygric and thermal parameters of calcined gypsum produced using three different raw materials are presented in the paper. Bulk density, matrix density, open porosity, water absorption coefficient, apparent moisture diffusivity, water vapor diffusion resistance factor, thermal diffusivity, thermal conductivity, volumetric heat capacity, bending and compressive strength are determined and compared for the three studied materials. The best results are achieved using the flue gas desulphurization gypsum as raw material which is probably due to its very high content of calcium sulphate and its better workability.

1. Introduction

Gypsum is a historical binder that was used already several thousands years ago. Nowadays, gypsum is produced from various raw materials. The natural gypsum as a source for calcined gypsum production is not prevailing any more and new sources appear mostly as secondary raw materials. Flue gas desulphurization (FGD) gypsum as waste material from thermal power plants and chemo-gypsum as waste material from production of phosphoric acid, hydrofluoric acid, citric acid and boric acid are the most typical representatives of these sources.

Calcined gypsum (CaSO$_4$·1/2H$_2$O) can be produced from raw gypsum (CaSO$_4$·2H$_2$O) by its dehydration at the temperatures of 110 to 150°C. The solid structure of calcined gypsum is created by reverse hydration when gypsum CaSO$_4$·2H$_2$O is formed again (Wirsching, 1984). However, the utilization of waste gypsum as raw material is still insufficient considering the amount of its production. This is particularly true for FGD gypsum. Calcined gypsum is produced from FGD gypsum only in one power station in Czech Republic (Počerady), the remaining production ends with gypsum that is used only partially as additive retarding the setting of cement or for the production of gypsum plasterboards. That part of produced gypsum, which is not utilized, is deposited as waste.

Due to the very low price and large availability of FGD gypsum, the material has a good potential for applications in building structures, possibly also as a material of load-bearing structures. Solubility of gypsum is 0.256 g in 100 g of water at 20°C. Therefore, in the raw state it cannot be utilized in exterior applications as the rain water could dissolve just the product that should safeguard the mechanical properties of the material. Modifications of gypsum aimed at the protection against water are then necessary. Possibilities of such modifications are basically two. The first one is using a hydrophobization admixture in the course of sample production. The second one is impregnation of specimen surfaces.

Very few information about material properties of gypsum products was published until now. Basic mechanical properties of calcined gypsum (compressive strength, tensile and flexural strength, Young’s modulus, Poisson constant) are relatively well known, see, e.g. Klein and Ruffer (1997), Singh and Garg (1997), Tazawa (1998). Thermal properties of calcined gypsum (thermal conductivity, specific heat, thermal diffusivity) were
determined for instance in Danten et al. (1984), Mehaaffey (1994) and Hanush (1974). Among the hydric properties of calcined gypsum, Hanusch (1997) introduced the water vapor diffusion resistance factor, Dahl et al. (1996) measured sorption and desorption isotherms, Lucas (1997) the sorptivity. However, the data sets presented by various investigators for different types of calcined gypsum are always incomplete so that their applicability is limited. Complete sets of thermal, hygric and mechanical parameters of practically any type of non-modified and modified gypsum are not available and without their knowledge it is impossible to perform any serious mechanical or hygrothermal analysis of building elements based on these materials. So, determination of a complete set of these parameters is still a very actual problem.

In this paper, measurements of basic physical, mechanical, hygric and thermal parameters of calcined gypsum produced using three different raw materials are presented.

2. Experimental methods

2.1 Bending and compressive strength

The measurement of bending strength was performed according to the Czech standard ČSN 72 2301 (1979) on the 40 x 40 x 160 mm prisms. The specimens were demolded 15 minutes after the final setting time and stored in the testing room. Every specimen was positioned in such a way that the sides that were horizontal during the preparation were in the vertical position during the test. The experiment was performed as a common three-point bending test using the WPM 50 kN device. The distance of the supporting cylinders was 100 mm. The strength was calculated according to the standard evaluation procedure. The measurements were done for the standard time of 2 hours after mixing and then also for the following other times: 1 day, 3 days, 7 days, 14 days and 28 days.

Compressive strength was determined in accordance with the Czech standard ČSN 72 2301 on the halves of the specimens left over after the bending tests. The specimens were placed between the two plates of the WPM 100 kN device in such a way that their lateral sides adjoining during the preparation to the vertical sides of the molds were in contact with the plates. In this way, the imprecision of the geometry on the upper cut off side was not affecting negatively the experiment. The compressive strength was calculated as the ratio of the ultimate force and the load area.

2.2 Moisture diffusivity

For determination of the apparent moisture diffusivity a common water sorption experiment was carried out. The specimen was water and vapor-proof insulated on four lateral sides and the face side was immersed 2-3 mm in the water. Constant water level in the tank was achieved using a bottle placed upside down. The known water flux into the specimen during the suction process was then employed to the determination of the water absorption coefficient. The samples were tested in constant temperature conditions.

For the calculation of the apparent moisture diffusivity $D_w$ [m$^2$s$^{-1}$], the following approximate relation was employed:

$$D_w = \left( \frac{A}{w_c} \right)^2$$

(1)

where $A$ is the water absorption coefficient [kgm$^{-2}$s$^{1/2}$], and $w_c$ is the saturated moisture content [kgm$^{-3}$] (Kumaran,1994).

2.3 Water vapor diffusion coefficient

Water vapor diffusion coefficient was measured using standard cup methods (dry and wet). The water vapor diffusion coefficient $D$ was calculated from the measured data according to the equation
\[
D = \frac{\Delta m \cdot d \cdot R \cdot T}{S \cdot \tau \cdot M \cdot \Delta p}
\]  \hspace{1cm} (2)

where \(D\) is the water vapor diffusion coefficient \([\text{m}^2 \text{s}^{-1}]\), \(\Delta m\) the amount of water vapor diffused through the sample \([\text{kg}]\), \(d\) the sample thickness \([\text{m}]\), \(S\) the specimen surface being in contact with the water vapor \([\text{m}^2]\), \(\tau\) the period of time corresponding to the transport of mass of water vapor \(\Delta m\) \([\text{s}]\), \(\Delta p\) the difference between partial water vapor pressure in the air under and above the specimen \([\text{Pa}]\), \(M\) the molar mass of water \([\text{kg mol}^{-1}]\), \(R\) the universal gas constant \([\text{J mol}^{-1} \text{K}^{-1}]\), \(T\) the absolute temperature \([\text{K}]\).

On the basis of the diffusion coefficient \(D\), the water vapor diffusion resistance factor \(\mu\) was determined:

\[
\mu = \frac{D}{D_a}
\]  \hspace{1cm} (3)

where \(D_a\) is the diffusion coefficient of water vapor in the air \([\text{m}^2 \text{s}^{-1}]\).

In the dry cup method the sealed cup containing silica gel was placed in a controlled climate chamber with 50% relative humidity and weighed periodically. For wet cup method sealed cup containing water was placed in an environment with the temperature about 25°C and relative humidity 50%. The measurements were done at 25°C in a period of two weeks. The steady state values of mass gain or mass loss determined by linear regression for the last five readings were used for the determination of water vapor transfer properties (Roels et al., 2004).

### 2.4 Thermal conductivity, volumetric heat capacity and thermal diffusivity

Thermal properties were measured using the device ISOMET 2104 (Applied Precision, Ltd., SK). It is a multifunctional instrument for measuring thermal conductivity \(\lambda\) \([\text{W m}^{-1} \text{K}^{-1}]\), volumetric heat capacity \(c_p\) \([\text{J m}^{-3} \text{K}^{-1}]\) and temperature \([\text{°C}]\) of a wide range of materials. The thermal diffusivity \(a\) \([\text{m}^2 \text{s}^{-1}]\) is calculated by the device from the formula

\[
a = \frac{\lambda}{c \cdot \rho}
\]  \hspace{1cm} (3)

The measurement is based on the analysis of the temperature response of the analyzed material to heat flow impulses. The heat flow is induced by electrical heating using a resistor heater having a direct thermal contact with the surface of the sample. The measurements were done using surface probes with samples, which were placed at laboratory conditions of 25°C and 50% relative humidity.

### 3. Materials and samples

Three different gypsum-based materials produced using three different raw materials were investigated. The first one was \(\beta\)-form of calcined gypsum with purity higher than 98% of FGD gypsum, which was produced in the electric power station Pocerady, CZ. This gypsum material we will denote as “Pocerady” in what follows. Other two materials were commercial products of Gypstrend Inc. – Koberice. One of these materials was \(\beta\)-form of calcined gypsum with purity 80-95% and consisted of a blend of natural gypsum and chemo-gypsum. The commercial identification of this material was “Grey gypsum plaster.” It will be further denoted as “Koberice - grey.” The last material was gypsum plaster with commercial identification “White gypsum plaster” which is produced from chemo-gypsum with purity 95 %. We will denote it as “Koberice – white”.

The water/gypsum ratio of different types of studied gypsum materials was chosen as corresponding to the normal consistence according to the Czech standard ČSN 72 2301. The normal consistence was determined using the standard spillage test. Water and gypsum blend was filled up to the brim of a metal cylinder with the diameter 50 mm and length 100 mm. Then the cylinder was elevated up and the spillage was measured (in two
perpendicular directions and averaged out). The standard spillage was considered as 180 mm ± 5 mm in accordance with ČSN 72 2301. The standard-spillage criterion resulted in the following water/gypsum ratios: Pocerady 0.627, Koberice-grey 0.81, Koberice-white 1.0.

For a basic characterization, the classification of the three studied gypsum materials was done using the ČSN 72 2301 standard again. It consisted of three criteria. The first criterion was compressive strength for the time of two hours after mixing. The lowest compressive strength had to correspond to the requirements for the particular classes G-2 to G-25 (12 groups altogether). The second criterion was initial and final setting times using the Vicat device where the classes A to C meant fast, moderate and slow setting. The last criterion was grinding fineness using the 0.2 mm sieve residue where the binder was classified into coarsely, medium and finely milled (classes I to III). The results of the classification are summarized in TABLE 1.

**TABLE 1: Classification of studied gypsum materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Compressive strength [MPa]</th>
<th>Initial setting time [min]</th>
<th>Final setting time [min]</th>
<th>0.2 mm sieve residue [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pocerady</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured values</td>
<td>13.3</td>
<td>9</td>
<td>13</td>
<td>1.79</td>
</tr>
<tr>
<td>Limiting values</td>
<td>Minimum 13.0</td>
<td>Earliest time 6</td>
<td>Latest time 30</td>
<td>Maximum 2</td>
</tr>
<tr>
<td>Classification</td>
<td>G-13</td>
<td>B</td>
<td></td>
<td>III</td>
</tr>
<tr>
<td><strong>Koberice - white</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured values</td>
<td>2.1</td>
<td>6.5</td>
<td></td>
<td>1.22</td>
</tr>
<tr>
<td>Limiting values</td>
<td>Minimum 2</td>
<td>Earliest time 6</td>
<td>Latest time 30</td>
<td>Maximum 2</td>
</tr>
<tr>
<td>Classification</td>
<td>G-2</td>
<td>B</td>
<td></td>
<td>III</td>
</tr>
<tr>
<td><strong>Koberice - grey</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured values</td>
<td>2.0</td>
<td>7</td>
<td>10</td>
<td>1.93</td>
</tr>
<tr>
<td>Limiting values</td>
<td>Minimum 2</td>
<td>Earliest time 6</td>
<td>Latest time 30</td>
<td>Maximum 2</td>
</tr>
<tr>
<td>Classification</td>
<td>G-2</td>
<td>B</td>
<td></td>
<td>III</td>
</tr>
</tbody>
</table>

4. **Experimental results**

Basic properties of the three studied gypsum materials, namely the bulk density, matrix density and open porosity, which were determined by water vacuum saturation method (Roels et al., 2004), are shown in TABLE 2. Maximum bulk density and minimum open porosity was observed for the material Pocerady with the lowest water/gypsum ratio.

**TABLE 2: Comparison of basic properties of studied materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Bulk density [kg m(^{-3})]</th>
<th>Matrix density [kg m(^{-3})]</th>
<th>Open porosity [m(^3) m(^{-3})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pocerady</td>
<td>1170</td>
<td>1900</td>
<td>0.38</td>
</tr>
<tr>
<td>Koberice - white</td>
<td>902</td>
<td>1960</td>
<td>0.54</td>
</tr>
<tr>
<td>Koberice - grey</td>
<td>982</td>
<td>2090</td>
<td>0.54</td>
</tr>
</tbody>
</table>
TABLE 3 shows the results of measurements of the water vapor diffusion resistance factor using the dry cup and wet cup methods. The results were similar for all studied materials. Slightly lower values were achieved for the material Pocerady; this corresponded with its lower value of open porosity.

**TABLE 3: Water vapor diffusion resistance factor of studied materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Water vapor diffusion resistance factor [-]</th>
<th>95/50 % RH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pocerady</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Koberice - white</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>Koberice - grey</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>

**TABLE 4** shows results of water absorption experiment. For the material Pocerady the water absorption coefficient and apparent moisture diffusivity were significantly lower than for Koberice - white and Koberice - grey. This corresponded once again with the values of basic properties in **TABLE 1** because the lowest water transport parameters were achieved for the material with the lowest value of open porosity. It should be noted in this respect that the two times lower value of apparent moisture diffusivity of the material Pocerady compared to others two materials is very positive from the point of view of the protection of the material against water penetration.

**TABLE 4: Water transport properties of studied materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Water absorption coefficient [kgm$^{-2}$s$^{1/2}$]</th>
<th>Apparent moisture diffusivity [m$^2$s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pocerady</td>
<td>0.33</td>
<td>6.11 E-7</td>
</tr>
<tr>
<td>Koberice - white</td>
<td>0.70</td>
<td>1.63 E-6</td>
</tr>
<tr>
<td>Koberice - grey</td>
<td>0.55</td>
<td>1.13 E-6</td>
</tr>
</tbody>
</table>

**TABLE 5** shows the basic thermal properties of the studied materials. The thermal conductivity was almost the same for the materials Koberice- white and Koberice – grey. For the material Pocerady it was about 33% higher. Differences in volumetric heat capacity of all materials were low, up to 10%, which was within the error range of the measuring method.

**TABLE 5: Thermal properties of studied materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal conductivity [Wm$^{-1}$K$^{-1}$]</th>
<th>Volumetric heat capacity [Jm$^{-3}$K$^{-1}$]</th>
<th>Thermal diffusivity [m$^2$s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pocerady</td>
<td>0.41</td>
<td>1.58 E+6</td>
<td>0.29 E-6</td>
</tr>
<tr>
<td>Koberice - white</td>
<td>0.31</td>
<td>1.38 E+6</td>
<td>0.22 E-6</td>
</tr>
<tr>
<td>Koberice - grey</td>
<td>0.31</td>
<td>1.53 E+6</td>
<td>0.20 E-6</td>
</tr>
</tbody>
</table>

The dependence of compressive strength and bending strength on time for the first 28 days after mixing is given in **FIG. 1** and **FIG. 2**. We can see that both strengths slightly decreased to approximately 3 days but then they began to increase (for the material Pocerady fast, for the other two slower). The maximum strengths were
achieved after 14 days for Pocerady, for the remaining two materials after 28 days. These changes were apparently related to the change of moisture content in the specimens. So, both compressive strength and bending strength were significantly improved by drying out of the specimens. The results also give evidence that the far best mechanical properties achieved the material Pocerady. Its compressive strength after 28 days was five times higher than for Koberice - grey and seven times higher than for Koberice - white. The bending strength after 28 days was three times higher than for Koberice - white and two times higher than for Koberice – grey.

**FIG. 1: Compressive strength of studied materials.**

**FIG. 2: Bending strength of studied materials.**
5. Conclusions

The experimental investigations presented in this paper showed that among the three studied gypsum materials the far best properties were observed for the hardened gypsum produced using FGD gypsum as raw material (denoted as Pocerady throughout the paper). Several times higher strengths and significantly lower water transport parameters in comparison with the two other studied materials produced using chemo-gypsum (Koberice-white) and blend of chemo-gypsum and natural gypsum (Koberice-grey) are sound arguments to prefer this material to the other two.

The most important reason for the better properties of the material Pocerady was probably its very high purity. The worse workability of both Koberice-white and Koberice-grey gypsums leading to higher necessary water/gypsum ratios was the second important parameter in this respect. However, both these factors cannot explain the remarkable improvement of material properties completely. Therefore, complementary investigations are necessary to be done, microstructural studies including exact phase analyses in particular. This will be done in the near future.
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SUMMARY:
In the reconstruction works on historical buildings, considerable financial means are spent. Therefore, it is desirable to assess the durability of applied materials in the particular conditions of a specific building. This cannot be done effectively without the knowledge of their hygric and thermal properties which can be used as input parameters of computational models. In this paper, hygric and thermal properties of several types of materials which are used in reconstructions of historical buildings on Czech territory, among them ceramic brick, sandstone, lime plaster, lime-metakaolin plaster and hydrophobized lime-metakaolin plaster are investigated in the paper. Orientation values of moisture diffusivity are determined by methods utilizing the results of water sorptivity measurements, water vapor diffusion permeability is measured by the cup method. Sorption isotherms are determined by the desiccator method in the range of relative humidity of 11% – 96%. Thermal conductivity is measured in the moisture range from the dry state to full water saturation.

1. Introduction
Understanding the hygrothermal behavior of exposed components and structures of historical buildings represents a first step in avoiding damage or the undue heat loss from constructions. It also creates a basis for constitutive models for porous materials whose time-dependent properties, such as shrinkage, creep, strength etc., are strongly affected by the moisture and temperature fields. Their prediction is a very important task when preserving historical bridges and buildings or insulating existing buildings and components. Charles Bridge in Prague, which is currently subjected to reconstruction works, is a typical example of extensive damage mostly brought about by temperature and moisture impacts.

The damage assessment of historical masonry due to the negative effects of moisture and temperature can be done most effectively by means of mathematical and computational modelling. In this way, the time development of water concentration fields and temperature fields can be obtained which is a crucial for a proper assessment of possible future damage. The water-concentration and temperature values can be then assigned to the mechanical properties and to the risk of consequent damage.

Models for the description of water and water vapor transport can broadly be classified into three main categories, namely convection models, diffusion models and hybrid models [Černý R. and Rovnaníková P. (2002)]. Most of them draw on the assumption of incompressibility of the porous matrix, which is usually sufficient for constructions supposed to normal summer/winter based cycling. On the other hand, it should be noted that this assumption may no longer be valid if common transport processes are accompanied by water-ice
phase change processes, salt crystallization and if the transport phenomena take place at high temperatures. These more complex situations are captured by hygro-thermo-mechanical models.

An extensive historical review on modeling of transport phenomena can be found in [Boer R. (1996)]. A concise introduction to the development of porous media theories is given in [Černý R. and Rovnaníková P. (2002), and Lewis R. W. and Schrefler B. A. (1998)]. In spite of many models based on different principles were proposed, the accuracy and reliability of the obtained data is critically dependent on the availability of all input parameters.

In the modelling of coupled moisture, heat and momentum transport in historical masonry, there are two types of input parameters which have to be known in advance. The first are initial and boundary conditions. Initial conditions can be determined using on site (or subsequent exact laboratory) analysis of water and temperature fields in the historical masonry walls. Boundary conditions are of two types. The first of them are meteorological data for temperatures, relative humidities, rainfall and solar radiation, possibly also concentration of acid-forming gases in the atmosphere. This type of data can be obtained from meteorologists in the form of so-called TRY (Test Reference Year) data which present certain average values over a sufficiently long time period. The second type of boundary conditions involves water content (possibly also salt concentration) in the underground soil close to the studied building. These data can be obtained again by on site analysis.

The second type of input parameters represent water, temperature and mechanical properties which appear in the complex hygro-thermo-mechanical models. These parameters can be determined by common laboratory methods. Samples for the determination of material parameters can be obtained most easily from the walls of the analyzed historical building. If this is not possible, masonry stone samples can be taken from the original quarries which are usually known for a particular building. In case of brick masonry, similar bricks can be found.

In this paper we have focused on the experimental assessment of hygric and thermal properties of several types of materials which are used in reconstructions of historical buildings on Czech territory, among them ceramic brick, sandstone, lime plaster, lime-metakolin plaster, and hydrophobized lime-metakolin plaster are investigated. In future work the obtained data will be completed with mechanical parameters. The main aim of the presented work is to obtain sufficiently wide set of input data for the computational damage assessment of historical masonry.

2. Experimental Methods

Basic material properties of all tested lime plasters, ceramic brick and sandstone were determined at first. Bulk density and matrix density were measured using gravimetric method and helium pycnometry, and then total open porosity was calculated. The samples for the basic material parameters determination were cut from cubic specimens with the size of 40 x 40 x 40 mm and their dimensions were 40 x 40 x 20 mm.

The thermal conductivity as the main parameter of heat transport was determined using the commercial device ISOMET 2104 (Applied Precision, Ltd.). ISOMET 2104 is a multifunctional instrument for measuring thermo-physical parameters which is based on the application of an impulse technique and is equipped with various types of optional probes. Thermal conductivity was measured in the moisture range from the dry state to full water saturation on the 100 x 100 x 100 mm cubes or on standard-size ceramic bricks.

The cup method was used for determination of water vapour transmission properties. The measurement performed in this work was based on the Czech standard [ČSN 72 7031]. The measurement is carried out in steady state under isothermal conditions. It is based on one-dimensional water vapour diffusion and measuring the water vapour flux through the specimen and partial water vapour pressure in the air under and above specific specimen surface. Water vapour transmission properties of a material are obtained by placing a specimen of the material on the top of a cup and sealing it. We used two versions of the common cup method in the measurements of the water vapour diffusion coefficient. In the first one, the sealed cup containing burnt CaCl₂ (0% relative humidity) was placed in a controlled climatic chamber at 25±0.5°C and 45% relative humidity and it was weighed periodically. In the second one, the cup containing saturated K₂SO₄ solution (97% relative humidity) was placed at 25±0.5°C and 45% relative humidity environment. The sample sizes of 95 mm in diameter x 20 mm were cut from the 100 x 100 x 100 mm cubes or from standard-size ceramic bricks and water vapour-proof insulated with epoxy resin. Then, the sealed cups with samples were weighed periodically. The steady state values of mass gain or mass loss were utilized for the determination of the water vapour transfer properties. The diffusion coefficient of water vapour and water vapour diffusion resistance factor were calculated from the measured data.
The liquid water transport parameters measurement was realized using a one-dimensional free imbibition experiment [Roels et al. (2004)]. The specimens, sizes of 40 x 40 x 20 mm, were cut from the original cubes and then water and vapour-proof insulated with epoxy resin on four lateral sides. Set up for measuring the water absorption coefficient consisted of tank filled with water, and the specimens were fixed on automatic scales and immersed 1-2 mm in the water. The scales allowed recording the increase of specimen’s mass. The constant water level in tank was achieved by so-called “Mariott’s bottle”. It was water-filled bottle with two capillary tubes. One of them, inside diameter 2 mm, was ducked under the water level, the second one, inside diameter 5 mm, above water level. If the water level was turned down air bubble went inside the tube and the second tube ejected water amount needed to alignment of water level in tank. The sample mass was measured continuously. The water absorption coefficient of each specimen was calculated from the linear part of the dependence of the increase of tested sample’s mass on the square root of time. Then, the apparent moisture diffusivity was calculated using the saturated moisture content and water absorption coefficient [Černý R. et al. (2002)].

In the sorption isotherm measurement, the samples were placed into the desiccators with different salt solutions to simulate different values of relative humidity. The experiment was performed parallel in all desiccators in thermostatic chamber at 25 °C. The mass of samples was measured in specified periods of time until steady state value of mass was achieved. Then, the volumetric moisture content was calculated and sorption isotherm of each tested material was plotted.

3. Studied Materials

The reference lime plaster consisted of hydrated lime – 480 g, natural quartz sand with continuous granulometry 0 to 2 mm – 1 440 g and water – 480 g (we will denote it VO in what follows). The composition of the lime-metakaolin plasters was as follows: hydrated lime – 400 g, metakaolin - 80 g, natural quartz sand with continuous granulometry 0 to 2 mm – 1 440 g and water – 480 g (the plaster denoted as VOM), and hydrated lime – 400 g, metakaolin - 80 g, natural quartz sand with continuous granulometry 0 to 2 mm – 1 440 g , water – 480 g and zinc stearate – 2 g which was used as the hydrophobization admixture (the plaster denoted as VOMH). The lime CL 90 was produced by limekiln Morká, Czech Republic. Sand 0/2 mm fraction was delivered by Heidelberg Cement Group, Brněnské písky Inc., affiliate Bratčice. Metakaolin MEFISTO K05 was a product of České lupkové závody Inc., Nové Strašecí. Average particle size of metakaolin was in the interval of 3 to 5 \( \mu \)m. Plaster mixtures were prepared using laboratory mixing machine with forced rotation for 3 minutes and then compacted using vibrating machine. Each mixture was cast into a standard form, after two days all specimens were taken out of forms and then cured for 28 days in high relative humidity environment. As for the materials of load-bearing structures, two materials typical for historical buildings on Czech territory were chosen. Siliceous raw-grained sandstone from the Mšené-lázně quarry (denoted as SS) was the first, ceramic brick produced in Žopa manufacture (denoted as CB) was the second one.

4. Experimental Results and Discussion

Basic properties of all tested materials are summarized in Table 1. Each result represents the average of five measured values. The open porosity of lime-containing plasters decreased due to the metakaolin and zinc stearate addition by 10 % in maximum. The other basic parameters were changed in a less significant way. All studied materials have proved high porosity, what is very positive factor from the point of view of their presumed application on historical buildings. The high porosity guarantees fast water and water vapour transport, and so their fast removal from the load bearing structures of reconstructed historical buildings.

**TABLE 1: Basic parameters of tested materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Bulk Density [kg m(^{-3})]</th>
<th>Matrix Density [kg m(^{-3})]</th>
<th>Open porosity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>1 650</td>
<td>2 600</td>
<td>37.7</td>
</tr>
<tr>
<td>VOM</td>
<td>1 690</td>
<td>2 620</td>
<td>35.3</td>
</tr>
<tr>
<td>VOMH</td>
<td>1 740</td>
<td>2 620</td>
<td>33.4</td>
</tr>
<tr>
<td>CB</td>
<td>1 670</td>
<td>2 670</td>
<td>37.5</td>
</tr>
</tbody>
</table>
Thermal conductivity of the studied materials in dry state is presented in Table 2. The lime-pozzolana plasters exhibited approximately 30% higher thermal conductivity than the reference lime plaster. This is in accordance with their higher bulk density and lower porosity (see Table 1). Ceramic brick and sandstone had lower thermal conductivity in dry state than the studied plasters although the differences in total open porosity were not very high. This was due to the different composition of the porous matrix and different pore size distribution of the particular materials.

**TABLE 2: Thermal conductivity of tested materials.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal Conductivity [W m⁻¹ K⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>0.67</td>
</tr>
<tr>
<td>VOM</td>
<td>0.88</td>
</tr>
<tr>
<td>VOMH</td>
<td>0.85</td>
</tr>
<tr>
<td>CB</td>
<td>0.50</td>
</tr>
<tr>
<td>SS</td>
<td>0.40</td>
</tr>
</tbody>
</table>

![Graph showing thermal conductivity of plasters as a function of moisture content.](image)

*FIG. 1: Thermal conductivity of plasters as a function of moisture content.*

Figs. 1-2 present thermal conductivities of tested materials in the dependence on moisture content. Clearly, the shapes of all $\lambda(u)$ functions were very similar, very close to linear. The effect of moisture was for both the
plasters and the materials of load bearing structure very significant; the values of thermal conductivity of water saturated specimens were two to four times higher than of dry specimens.

![Graph showing thermal conductivity of load bearing structure materials as a function of moisture content.](image)

**FIG. 2:** Thermal conductivity of load bearing structure materials as a function of moisture content.

<table>
<thead>
<tr>
<th>Tested Materials</th>
<th>Water Vapour Diffusion Coefficient [m² s⁻¹]</th>
<th>Water Vapour Diffusion Resistance Factor [-]</th>
<th>97-45% RH</th>
<th>0-45% RH</th>
<th>97-45% RH</th>
<th>0-45% RH</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>5.4E-6</td>
<td>2.9E-6</td>
<td>4.3</td>
<td>8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOM</td>
<td>6.2E-6</td>
<td>2.5E-6</td>
<td>3.7</td>
<td>10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOMH</td>
<td>4.4E-6</td>
<td>1.6E-6</td>
<td>5.3</td>
<td>15.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB</td>
<td>1.5E-6</td>
<td>1.2E-6</td>
<td>14.7</td>
<td>19.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>3.4E-6</td>
<td>1.2E-6</td>
<td>6.7</td>
<td>19.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 3:** Water vapour transport parameters of tested materials.

The results of water vapour and liquid water transport parameters measurement are presented in Tables 3 and 4; each result represents the average value from five measurements. In the dry-cup measurements the lime-metakaolin plasters had higher water vapor diffusion resistance factor $\mu$ than the reference lime plaster, the differences were more significant in the case of hydrophobized plaster, which was caused by the lower open porosity. The tested ceramic brick had similar water vapour transport parameters as sandstone; these values were nearly two times higher than the respective values of tested plasters. For the wet-cup arrangement the differences in water vapour diffusion resistance factors of plasters were lower; the hydrophobized plaster still achieved the
highest $\mu$ value. Sandstone had the water vapour diffusion resistance factor only about 25% higher than the hydrophobized lime-metakaolin plaster but ceramic brick exhibited two times higher $\mu$ than sandstone.

The values of liquid water transport parameters were for lime-metakaolin plaster similar to the pure lime plaster. However, the effect of zinc stearate in the hydrophobized plaster was quite important; the water absorption coefficient decreased more than three times in comparison with lime plaster, the apparent moisture diffusivity by about one order of magnitude, which is a very positive feature for a render of a historical building. Ceramic brick had only about 15% lower water absorption coefficient than lime and lime-metakaolin plasters which confirmed the good compatibility of these materials in building structures. The sandstone exhibited quite exceptional water transport capability; its apparent moisture diffusivity was two orders of magnitude higher than for ceramic brick. This was clearly a consequence of the preferential paths for liquid water transport in sandstone presented by a very substantial amount of large capillary pores.

**TABLE 4: Liquid water transport parameters of tested materials.**

<table>
<thead>
<tr>
<th>Tested Materials</th>
<th>Water Absorption Coefficient [kg m$^{-2}$ s$^{-1/2}$]</th>
<th>Saturated Moisture Content [kg m$^{-3}$]</th>
<th>Apparent Moisture Diffusivity [m$^2$ s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>2.20 E-1</td>
<td>359</td>
<td>4.40 E-7</td>
</tr>
<tr>
<td>VOM</td>
<td>2.20 E-1</td>
<td>342</td>
<td>4.30 E-7</td>
</tr>
<tr>
<td>VOMH</td>
<td>6.50 E-2</td>
<td>332</td>
<td>3.90 E-8</td>
</tr>
<tr>
<td>CB</td>
<td>1.90 E-2</td>
<td>370</td>
<td>2.65 E-7</td>
</tr>
<tr>
<td>SS</td>
<td>1.25</td>
<td>311</td>
<td>1.70 E-5</td>
</tr>
</tbody>
</table>

**FIG. 3: Sorption isotherms of plasters as a function of moisture content.**
Figs. 3 and 4 show the sorption isotherms of the tested plasters, ceramic brick and sandstone. Clearly, the highest values of adsorbed water achieved in all the range of relative humidity the lime plaster VO. The maximum hygroscopic moisture content of both lime-metakaolin plasters was about two times lower than for the pure lime plaster. The sorption isotherms of the plasters VOM and VOMH were similar each other. Thus, the effect of hydrophobization on water adsorption was relatively low.

The water vapor adsorption capacity of sandstone (Fig. 4) was very low, several times lower than for the studied plasters. This is a consequence of the relatively high amount of large pores in the material. In a combination with high water transport parameters it may mean a very good resistance of the material to the weathering. The water vapour adsorption capability of ceramic brick was only slightly lower than for lime plaster. Once again, this confirms the good compatibility of both these materials in a historical structure. It should be noted in this respect that the ceramic brick used for the investigations in this paper was not a high-quality well-burnt brick currently used in most new buildings. Quite intentionally, an imperfectly burnt brick similar to those which were used on the Czech territory in 17th and 18th century was chosen to get closer to a real historical material. This can explain the observed high hygroscopicity which is in contradiction with most results reported for ceramic bricks by other investigators and also with the own results of the authors obtained for other types of ceramic brick before [Roels et al. (2004)].

![Sorption isotherms of load bearing structure materials as a function of moisture content.](image)

FIG. 4: Sorption isotherms of load bearing structure materials as a function of moisture content.

5. Conclusions

In this paper, principal parameters necessary at the description of moisture and heat transport in envelope parts of historical buildings were measured for several materials characteristic on the Czech territory. The obtained data - as input parameters of computational models - can facilitate the hygric and thermal performance assessment of old buildings. Also, they represent a part of input data necessary for computational damage assessment models of historical buildings.
In future work we will focus on the measurement of mechanical properties of the studied materials. In this way, the entire information on input material properties indispensable for application of fully coupled hygro-thermo-mechanical modelling of damage in historical masonry will be obtained.
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SUMMARY:
The treatment of rising damp in the walls of historic buildings is very complex, due to the thickness and heterogeneity of the walls. The techniques traditionally used for dealing with this problem (such as watertight barriers, injection of hydrofuge products, etc.) have sometimes proved ineffective, and that is why it is necessary to find a new approach.

In recent years, the Building Physics Laboratory at the Faculty of Engineering, University of Porto has been conducting experimental research on the effectiveness of the wall base ventilation system, using natural or mechanical higro-regulate systems to reduce the level of the damp area. This experimental research and the simulations that were performed, clearly show that wall base ventilation is a system with potential.

This paper presents the characterization of the hygro-regulated systems’ operation based on experimental studies developed in laboratory, which allowed the influence of the velocity of the air, condensation risk and the possibility of salt crystallization. This will also present the results of measurements conducted in churches in the North of Portugal in which these systems were implemented, with the purpose of validating its operation and establishing criteria for programming the ventilator.

1. Introduction
For the last few years, the Building Physics Laboratory (LFC) of the Faculty of Engineering, University of Porto (FEUP) has been conducting experimental research to validate a technique for treating rising damp in the walls of older buildings [1, 2 and 3]. The technique consists of ventilating the base of the walls using a natural ventilation process or by installing a hygro-regulated mechanical ventilation device. The experiments were designed to show how these walls are affected by rising damp in view of different boundary conditions. The configurations used are shown in Fig. 1.

To assess moisture transfer inside the walls, probes were inserted at different heights and depths to measure relative humidity and temperature. These probes were then connected to a data acquisition and recording system [1].

In Configuration 1, we measured the behaviour of a wall with both sides underground by placing sand on both sides of the wall up to a height of 45 cm above its base. In Configuration 2, in order to assess the effect of a ventilation system at the base of the wall, a ventilation box was placed on both sides of the wall. Two openings were left, to which flexible tubes were attached to ventilate the box. A mechanical extractor was placed at one opening, while the other was left free to allow air to enter freely. This extraction system was left running during the experiment to ensure that the temperature and relative humidity inside the box were identical to the conditions in the laboratory.

Figure 2 illustrates the change in relative humidity in the cross-sections located 61.5 cm (level 9) above the wall base.
We can conclude from the experimental research that a ventilation system placed at the base of the wall reduces the level of the rising damp (see Fig. 2).

The object of this paper is to present the results of experimental characterisation of a hygro-regulated ventilation system:

- Laboratory measurements;
- In field measurements.
2. Experimental characterization of the Wall Base Ventilation System

2.1 Model adopted and description of the experiment

We study three cells corresponding to specific boundary conditions (Configurations 2A, 2B and 2C) (Fig. 3) that were associated to a mechanical ventilation system with controlled velocity. Probes were placed in such a way as to obtain readings of the temperature and relative humidity inside the ventilation system all the time (Fig. 3).

Probes were installed in each cell: Probe S1 – Temperature (T) and Relative Humidity (RH) of the air at the entrance of the system; Probe S2 – T and RH of the air in the middle of the system; Probe S3 – T and RH of the air in the middle of the system and in the surface of the wall and Probe S4 – T and RH of the air at the exit of the system.

FIG. 3: Physical Model –Probes positions.

Table 1 shows the speeds throughout the time. The velocity was regulated and measured with a high precision anemometer.

TABLE. 1: Variation in velocity over time.

<table>
<thead>
<tr>
<th>Days</th>
<th>Saturation of the wall</th>
<th>Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.29 0.26 0.20 0.13 0.08 0.47 0.54 0.60 0.61 0.63</td>
</tr>
</tbody>
</table>

During the drying process, the interior of the ventilation system was monitored in accordance to the principle defined in Fig. 3.

2.2 Results

The analysis of the graphs of vapour pressure variation at the entrance and the exit, for the three configurations, clearly shows the occurrence of periods with negative differences of flow for the configurations 2A (Fig. 4) and 2B, which means the occurrence of condensations. It was possible to visualize that, in these periods of time, the system generates condensation moisture, having seen the occurrence of drops of water. On the other hand, it was verified that the inversion of the gradient of pressures occurs near the exit. The length of the system presents a basic role in the functioning of the system.

Using the temperature and relative humidity values at the entrance and exit of the systems, we calculated the quantity of water vapour transported. Table 2 shows the model used to calculate the amount of water transported by the ventilation system.
FIG. 4: Condensation occurrence in configuration 2A (red – entrance, yellow – middle and blue – exit).

TABLE. 2: Method of quantifying transported mass flows [4].

<table>
<thead>
<tr>
<th>(I)</th>
<th>(II)</th>
<th>(III)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ P = e^{17.08\theta} * RH ]</td>
<td>[ w = 0.002167*P/\theta ]</td>
<td>[ W = (w_{exit} - w_{entrance})<em>Q</em>\Delta t ]</td>
</tr>
</tbody>
</table>

P – Vapour pressure (Pa);
\( \theta \) – Temperature (ºC);
RH – Relative Humidity (%).

\( w \) – Absolute air humidity (kg/m\(^3\));
P – Vapour pressure (Pa);
\( \theta \) – Air temperature (K).

W – Quantity of water removed (kg);
w\(_{exit}\) – Absolute air humidity at exit of system (kg/m\(^3\));
w\(_{entrance}\) – Absolute air humidity at entrance of system (kg/m\(^3\));
Q – Ventilation flow (m\(^3\)/s);
\( \Delta t \) – Time interval (s).

Note: As the measurements were taken every half hour, the temperature and relative humidity are considered to be constant for this time interval.

Figure 5 shows the quantity of accumulated water vapour transported during the testing period, for various air circulation speeds. The functioning of the system is greatly influenced by outside conditions. In Configuration 2A and 2B we can see that, in some periods of time, the quantity of accumulated water vapour transported decreases which mean that we have condensations inside the system.

FIG. 5: Quantity of accumulated water vapour (kg) taken from the ventilation system.
2.3 Main conclusions obtained

The following conclusions were drawn from the results obtained:

- The Configuration 2B had transported more water vapour;
- In configurations 2A and 2B we had problems of condensations inside the systems;
- The best behaviour is achieved by the configuration 2C;
- The outside conditions of the air at the entrance influence the system functioning;
- The velocity or flow extracted by the ventilation system, though necessary, contributes little to the efficiency of this system.

A hygro-regulated system is essential to control possible condensation inside the system. A hygro-regulated system is the one in which the vapour pressure is controlled by sensors placed at the entrance and exit, which instruct the system to switch off whenever the exit flow is less than the entrance flow.

3. In Field Characterization of the Wall Base Ventilation System

3.1 Description

To validate the system in field, a wall base ventilation system was installed in a church in the North of Portugal.

On the outer face of the church walls, a natural ventilation channel was created, consisting of prefabricated concrete parts. This channel could be opened to the outside air by means of a ventilation device (Fig. 6).

Inside the building, there were two distinct subsystems, both with hygro-regulated mechanical ventilation. Air was admitted into one subsystem through an opening in the façade. The other subsystem involved two admission grids located inside the building, with extraction to the exterior of the church. Extractions were controlled by an hygro-regulated variable speed engine, which would stop operating whenever the difference between the entrance and exit relative humidity was lower than 5%.

![Diagram of wall base ventilation system](image)

**FIG. 6:** Plan of the wall base ventilation system (inside and outside) – system of higro-regulated variable speed.

Each ventilation subsystem had two probes and two temperature and relative humidity transmitters, a control module and a data acquisition system for recording and operating the air extraction device.

3.2 Results

In Fig. 7 it is presented the differences of vapor pressure and the periods of functioning of the system. We can see that we have some periods of time where the system is operating but where we have condensation problems.
FIG. 7: Differences of vapor pressure and periods of functioning of the system.

With the goal of analysing the occurrences of condensations inside the system we focus on the differences of pressure between the exit and the entrance of the system that sometimes were negative, what means that exist periods of time where we have condensation problems. To solve this problem or, at least, minimizing the possibility of occurrence of condensations we place the cited hygro-regulated system.

Whenever the air that enters presents a relative humidity near the existing moistness in the interior of the system, it doesn’t work having only natural drying. If we analyse Fig. 7 we can cross information between the periods where the system is working, mechanically and the periods where the condensations occur.

We can see that the criterion of 5% of difference between the exit and the entrance humidity isn’t effective. The system doesn’t work in the periods of drying, sometimes functioning in periods where we have condensations, being able to contribute for its intensification.

We propose a criterion based on vapour pressure where the system works when the difference between the vapour pressures at the exit an entrance is positive, which should be more efficient as we can see on Fig. 8. On the other hand, the occurrence of internal condensations can contribute to the crystallization/dissolution of salts present in the water warping the surface pores of the wall, putting in cause the effectiveness of this system.

The criterion we used to stop the system should be function of vapour pressure instead of relative humidity. It is suggested to stop the system, whenever the vapour pressure at the entrance is superior to the pressure at the exit, minimizing the occurrence of condensations.

It is considered that the recorded values of relative humidity, between 60% and 95%, do not cause serious risks of crystallization/dissolution of salts in the interior of the system.
4. Conclusions

Our assessment of the results led us to the following conclusions:

- The wall base ventilation system is effective in historical buildings with thick and heterogeneous walls;
- A mechanical hygro-regulated system is essential to control possible condensations inside the system;
- Although it will be interesting in future to assess the possibility of the occurrence of crystallization / salt dissolution, we believe that this problem will be prevented by the hygro-regulated system;
- The in field measurements, which are in course since October 2006, allow the results of the experiments to be validated in the laboratory.
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SUMMARY: If one takes a closer look at almost any building facade one will find biological growth. Although this can be seen as an integral part of an antique building, for modern buildings it is in most cases seen as an aesthetical problem. All building facades will most likely be discolored by biological growth by time, but in Sweden we have had many cases of newly built rendered facades that have been discolored much more rapidly than usual. The problem is believed to occur mainly on thin rendering applied on thermal insulation -which is a common building facade construction in Sweden -but apart from this, it is difficult to find clear indications of which facades that will be affected. As it is well known that different biological organisms has different requirements in physical factors (especially temperature and relative humidity) for germination and growth on any substrate, it is important to define which conditions the organisms needs to grow on a building facade. We have studied the temperature and relative humidity conditions on the surfaces of different rendered facade constructions. We find that the surface temperature on a facade of thin rendering on thermal insulation drops quickly during nights, as these constructions have low heat capacity in the rendering layer. This leads to high relative humidity and even condensation, during clear nights. Other abiotic factors that seem also to influence the risk for growth are surface color and rendering structure. From the temperature and relative humidity measurements in this study, we aim at giving insight of the surface climate on a building facade in order to fully understand the rendered facade as a biological habitat.

1. Introduction

Along with physical and chemical weathering, it is well known that some biological organisms can degrade natural stone and similar substrates (Warscheid and Braams 2000). There has therefore been a lot of attention on biodeterioration of buildings (see for example Canova et al. (2005); Koestler and Vedral (1991); Papida et al. (2000) and review in Wainwright et al. (1993)). The organisms living on external building façades, algae, fungi, bacteria (incl. cyanobacteria and actinomycetes), myxomycetes and protozoa (Gaylarde and Gaylarde 2000; Hofbauer et al. 2003) form a biofilm, an interface between the substrate and the atmosphere consisting of these microorganisms and their metabolites. Some of them act as glues, which makes the surface harder to clean (Ortega-Morales et al. 2000). Although many papers deal with the identification of organisms living on the façades (de Miguel et al. 1995; Gaylarde and Gaylarde 2000; Kiel and Gaylarde 2006; Ortega-Calvo et al. 1991; Saiz-Jimenez et al. 1990; Tomaselli et al. 2000), sometimes by using several techniques (Crispim et al. 2006; Gaylarde et al. 2004; Welton et al. 2005), only a few investigate how to avoid the growth (Shirakawa et al. 2002). Avoiding such growth is highly important in the conservation of historical buildings, but can also have important implications for modern buildings. Biological growth on external building façades is the result of a complex interaction of the substrate and different physical and climatic factors controlling the growth. It is surprising that only few papers include investigations of climatic factors when studying the biological growth on façades (Carter and Viles 2003; Crispim et al. 2003; Danin and Canova 1990; Häubner et al. 2006). It is well known that microorganisms need a high relative humidity to grow (Sedlbauer et al. 2002). Previous research has also shown that the organisms found on buildings, especially fungi, algae, lichens and cyanobacteria are
especially adapted to survive the repeated drying and rehydration cycles existing on a external building façade (Ortega-Calvo et al. 1991). Although all buildings will most likely be discolored by biological growth over time, current building tradition and the demand for energy savings has led to changes in our way of building residential houses, which, in some cases, have increased occurrence of biological growth on façades. In Sweden many new houses have for the last decades been built with a construction of thin rendering on thermal insulation. Anomalous biological growth often occurs on the façade only a few years after the building have been constructed. Even though this problem might only be of aesthetic character, it can lead to various economical and social consequences, since a discolored façade, being perhaps the building’s most salient element, will give an impression of a poorly maintained building, even though the rest of the building is in good condition. Sweden is not the only country which has experienced this phenomenon; some papers from Germany deal with the same problem (Karsten et al. 2005; Künzel and Sedlbauer 2001; Sedlbauer and Krus 2001; Sedlbauer et al. 2006). But the study of biological growth on modern buildings is otherwise scarce (Cockell and Knowland 1999; Hofbauer et al. 2003). This present study investigates the complex interacting factors related to both abiotic and biotic conditions of rendered façade systems, with the primary focus on relative humidity and temperature. The aim is to provide insight into when biological growth might occur on rendered façades. This will allow us to have a deeper understanding of the building façade as a biological habitat and to consider how to reduce the growth by non-chemical means.

2. Materials and Methods

A test house was built outside to measure temperature and relative humidity conditions constantly all year around on rendered façade surfaces (Fig.1). The framework and all interior parts of the house consist of wood. Its longest façades face north and south and each have six replaceable wall elements (1050 mm x 2100 mm). The house is located in Lund, Sweden on the Lund University campus. Lund is situated in the southernmost part of Sweden (55° 42′ N, 13° 12′ E) having a temperate climate with cold, cloudy winters and cool, partly cloudy summers. The average temperature is -2-0°C in January and 15-17°C in July and the annual precipitation is 500-1000 mm.

![FIG.1: Picture of the north side of the test house in Lund, Sweden.](image)

On each side of the test house two façade constructions was built; one “heavy” and one “light” façade (fig. 2). Both construction types have the same type of rendering system (Stolit K, STO AB, Sweden) with a thickness of 3-5 mm and the only difference between them was that the heavy façade had a layer of bricks between the rendering and the inner thermal insulation. The inner part of both façade elements were built up from a wooden construction of wood studs 45 mm c/c 600 mm with thermal insulation of mineral wool (Rockwool A/S) in between the studs and a gypsum board on each side. On the external gypsum board a 45 mm polystyrene thermal insulation was placed. On the outside of the polystyrene thermal insulation plate a layer of bricks was applied on the heavy façade. A layer of thin rendering was applied directly on the brick wall afterwards. On the light façade the layer of thin rendering was applied directly on the polystyrene thermal insulation. To investigate the influence of façade colour, half of each façade element has a final rendering layer with red pigments whereas the other half has a white pigmented final rendering. It should be noted that the biocidal contents of the renderings
are unknown. The biological growth will therefore not be assessed on this test house, but on separate samples with known rendering compositions (another study).

![FIG. 2: Schematic of the constructions of the light (left) and heavy (right) façades. The structure of the light façade from left (outside) to right (inside): 3-5 mm rendering, 50 mm polystyrene, 9 mm gypsum, 145 x 45 mm wood studs c/c 600 and 145 mm mineral wool, 0.2 mm vapour barrier. The only difference between the light and heavy constructions is the layer of bricks between the rendering and the polystyrene thermal insulation in the heavy façade.](image)

The relative humidity and temperature of the four walls were monitored continuously every hour from April 2005 to April 2007 (still on-going). Relative humidity and temperature were measured using monolithic IC sensors (Honeywell IH-3602C) mounted under the rendering, as close to the surface as possible and placed in the middle of the upper half of each façade alternative. The ambient temperature was monitored with sensors placed above each façade element under the roof.

3. Results

In this investigation we focus on how abiotic factors like temperature and relative humidity (RH) help us understand how biological organisms can establish and grow on a façade. In this paper we shortly give some interesting results from the investigation.

In this study of temperature and relative humidity conditions of rendered façades, we investigate the influence of following factors:

- heat capacity of construction (Light / Heavy façade construction)
- color of façade (Red / White)
- direction (north / south –facing façades)

3.1 Measurements on the south-facing side

The temperature on the different façade elements on the south-facing side followed the same pattern throughout the year. Figure 3 shows an example of the temperature conditions of the surface of the south-facing façade during 11 days of September 2006. The red façades reached the highest temperatures during daytimes; the light façade (LR) always higher than the heavy façade (HR). During night the temperature was always lower (difference up to 4 K) on the light façades than on the heavy façades. During summer, and especially when the sun was shining, the temperature difference between the different façade constructions became more pronounced. Generally the temperature varied more on the façades with thin rendering on thermal insulation than on the brick wall façade. In winter months all façade temperatures were almost the same day and night (data not shown). This pattern can also be seen when the sun is not shining for the rest of the year as illustrated of the 18th and 19th of September 2006 on Figure 3.
FIG. 3: The temperature distribution for all south-facing façades during 11 days in September 2006.

FIG 4: The relative humidity distribution for all south-facing façades during 11 days in September 2006.
The RH measurements showed similar patterns almost every day throughout the year. The RH was lower on the red- than the on white colored façades during daytime when the sun was shining, since the surface temperature was higher. Typically, the red-colored façades reaches lower maximum RH values compared with the white-colored façades, both during day and night. Interestingly, when the temperature was low during daytime (compared with other days within the same month), the RH for all façades varied much less over the day therefore the daytime RH remained higher. An example of this is shown in Fig. 4 (18th and 19th of September). On cloudy winter days, the RH on all façades was close to 100%, but when the sun was shining the RH decreased significantly. During winter the RH of LW were close to 100% day and night. On warm days during summer the relative humidity on the red-colored façades was under 70% day and night (data not shown). During daytime there was often a large difference in relative humidity between the white- and red-colored façades.

### 3.2 Measurements on the north-facing side

On the north-facing façade the same temperature pattern during night was seen as for the south-facing façade: the light façades had lower temperature than the heavy façades. The differences in temperatures between the HR and the LW were not as pronounced as on the south-facing façade. An example is given in Fig. 5. In addition, the difference between night and day temperatures on each façade was not as high as on the south-facing façade. Typically, the night temperature was higher the higher the temperature during daytime had been. During winter when the temperature difference was small between day and night, the temperature differences on the north-facing façades were also small.

![Figure 5: The temperature distribution for all north-facing façades during 11 days in September 2006. During daytime the red façades have higher temperature than the heavy façades, during night time the light façades get colder than the heavy façades.](image)

An example of RH on the north-facing façade is shown in Fig. 6. Generally, the RH are lower for the red-coloured than for white-coloured façades during daytime, but the RH during nights varies a lot between the façades. All façades reached RH values close to 100% almost every month, except for the summer months when the sun had been shining.
4. Discussion

The temperature and RH show that light façades are more directly influenced by the weather conditions than the heavy façades. The temperature varied much more on the light façades than on the heavy façades, especially on the south-facing façades, where the sun heats the surface by short-waved radiation. The color of the façades is also influencing the temperature conditions on the façade surfaces, especially during daytime. The LR gets much warmer during daytime than the HW. This is not surprising, as radiation from the sun causes high surface temperatures. However, which is maybe not so well known, the light façades gets colder in the night than the heavy façades due to their lower heat capacity: the heavy façades with a higher heat capacity can store the heat from day to night. Even if the HW reached the lowest maximum surface temperatures of all façades during daytime, it still has a higher night temperature than the light façades. During night the heavy façades had higher minimum temperatures than the light façades, but if we look at the RH during night on the south-facing façades we see that the HW had a higher maximum RH during night than the LR. The HW had the lowest maximum temperature during daytime, whereas the LR had the highest maximum temperatures, so even if the HW had a higher minimum temperature during night than the LR the maximum relative humidity values exceeds the maximum relative humidity values for the LR during night.

4.1 Study of length of time of high relative humidity on south-facing façade surfaces

As written earlier, the organisms living on a façade need a high relative humidity (within a certain temperature range) to establish and grow. Therefore, it is interesting to investigate how often a façade surface is within a given relative humidity range. As an example we give the duration of time the surfaces of the white coloured façades has a relative humidity above 90% from October 2005 to March 2006 (Table 1). The 90% RH is arbitrarily chosen as a measure of “high relative humidity”. It is not known at which RHs different organisms need to establish and grow on façades. It is well known that organisms living on façades (and other stone materials) are specialized in surviving repeated drying and rehydration cycles, but it is not known, how long these periods of time should be for optimal conditions.
In Table 1 we see that the RH on LW was above 90% for a longer time than for the HW. Both for a few months on the north-facing side the opposite was the case. Even though the HW had a RH above 90% for a longer time as a percentage, the surface actually gets a significantly lower relative humidity each day, but for a short time. LW had a RH around 90% day and night. Therefore, the conditions for an organism to growth might still be better on LW even if the relative humidity gets under 90% for a longer period of time some months.

The above example is the first step to provide insight to when and how often the conditions for growth are suitable on a façade. Temperature and relative humidity are of course not the only abiotic factors of interest and in further studies we may also have to take other factors into account. With this study we have shown that constructions with thin rendering on thermal insulation get a high enough RH on the surface most of the year for growth of biological organisms.
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SUMMARY:

A large experimental study on 8 different building materials is going on in collaboration with the Technical Research Centre (VTT) and Tampere University of Technology (TUT), Finland. These materials are tested as pure materials and as a part of the building envelope constructions both in laboratory and outdoors. The laboratory tests are made partly under constant, but different conditions, and partly under varying conditions to simulate the effect of fluctuated wet, dry and frost periods. In the field exposures outdoors, the materials and constructions are tested under real conditions.

The main aim of this experimental programme is to use the measured results in the development of an improved model to predict mould growth. This improved model is based on an existing mathematical model developed on wood at VTT during 1990's. The focus in this new model is to extend the use for other materials and also for a greater variety of conditions.

This paper presents how the existing model is improved and also discusses the whole problem of modelling such a phenomenon. A sensitivity analysis of modelled mould growth and comparison with measured mould growth are also presented. The experimental set-ups and the results since 2005 from these extensive measurements on many different materials are presented more detailed in another paper to this conference.

1. Introduction

The requirements for durability of the buildings and indoor air quality are growing. Therefore the focus in hygrothermal modelling of whole buildings is moving towards a kind of risk analysis. One of the main risks in this sense is the mould growth and subsequent indoor air quality problems. More severe moisture problems can cause decay of the constructions. However, this paper concentrates on the mould modelling issue and predicting of mould growth. But what is more important, this paper also discusses the whole problem of modelling such a phenomenon. A sensitivity analysis of modelled mould growth and comparison with measured mould growth are also presented.
To understand the biological, chemical and physical phenomenon of the mould in building structures and modelling of it is challenging. However, approaches to model this kind of complex problem have been done and are still going on. The essential basis for a good model is a great amount of good measurements. A large experimental study on 8 different building materials is going on in collaboration with TUT and VTT, Finland. The studies and discussion in this paper are a part of developing of an improved mould growth model based on these experiments that are described in another paper to this conference (Lähdesmäki et al. 2008).

2. The nature of mould growth and modelling of it

The important starting point for the whole mould issue is to understand that mould spores are all over in our surroundings. Therefore we will never get totally rid of mould: The mould growth outdoors will always happen in our temperate climate, unless the building exterior surface is treated with fungicides and/or cleaned regularly. However, to provide durable and healthy buildings, we need to manage the conditions – especially the microclimate and the envelope constructions – in order to reduce the risk for mould growth. In this section, necessary conditions for mould growth are discussed shortly.

A certain duration of suitable exposure conditions is required before microbial growth will start. Particular emphasis is focused on this time period, the so-called response time or response duration in different humidity and temperature conditions for mould growth (Viitanen 1996, Hukka and Viitanen 1999). The lowest humidity level for mould growth is around RH 75 – 80 %. The response times have been proved to be short (from a few days to a few weeks) in pine sapwood in conditions favourable to the growth of micro-organisms and long (from a few months to a year) in conditions close to the minimum and maximum moisture or temperature levels.

Critical humidity levels at different temperatures for mould growth as a function of duration time of exposure, are shown in Figure 1a.

Within fluctuating humidity conditions, the total exposure time for response of growth of mould fungi is affecting by the time periods of high and low humidity conditions as well as the humidity and temperature level. Short periods at high humidity conditions will not cause a fungal growth if the time periods at low humidity preventing mould growth are long enough (Viitanen and Bjurman 1995). When the period at high RH is longer than 24 hours, the effect of cumulative time at high humidity is more linear, but if the dry periods are very long, very low or neglected growth response can be expected. An exposure period at low RH prevents the growth and has a direct effect on the total response time required for mould growth. This is illustrated in Figure 1b.

In the simulation of mould growth it is crucial to know the lowest (threshold) conditions where fungal growth is possible in different material. Also the duration of these conditions is significant. There are certain minimum and maximum levels for moisture content of material (or water activity) or temperature between which fungi can grow in wood. Under these favourable conditions mould growth may start and proceed at different rates depending upon the interrelationship between humidity and temperature and upon other factors such as the organisms and the properties of the materials. There may exist different mould species but the mould index used is based on the growth activity of different mixed mould species. Different mould species depending on the conditions were found in the studies which were used as a data source for the modelling.

FIG. 1: a) Critical humidity (RH %), time (weeks) and temperature needed for the start of mould growth on pine sapwood (Viitanen et al, 2000). b) Impact of cyclically varying moist and dry periods on mould growth. Both figures are modelled, not measured.
Time period needed for the initiation of mould growth and growth intensity are mainly regulated by water activity, temperature, exposure time and surface quality of the substrate. The experiments on pine sapwood material supported this theory and based on the results, a mathematical model was developed. The favourable temperature range for mould growth is 0-50 °C, and the critical relative humidity required for initiation and development of mould growth (mould index) is a function of temperature and exposure time (Figure 2).

3. Existing models for predicting mould growth

Two existing models predicting mould growth are presented below. The emphasis is on the models that are probably most comprehensive. Referring other modelling work is omitted here due to limited space.

3.1 VTT model

Mathematical modeling of mould growth has been a research topic at the VTT Technical Research Centre of Finland for many years. The research has included several experimental studies on conditions for mould growth primarily on wood, but also on other building materials. The experimental data has been used to create a mathematical model for mould growth. The present VTT model consists of a mathematical model that also takes into account the delay in mould growth rate due to the unfavourable conditions. There are different mechanisms for situations with delay:

a) the early stages (germination of spores),

b) too dry and too cold conditions and

c) the late stages of mould growth.

The model solves also the growth influenced by fluctuating humidity conditions. Equation (1) solves the mould growth index M as a function of time (weeks) t, temperature T, relative humidity RH, the wood species W (0 = pine and 1 = spruce) and the surface quality SQ from the drying process. $k_1$ and $k_2$ are coefficients expressing the delay in early and late stages of growth, respectively. These parameters and the model itself is described more detailed in (Hukka and Viitanen 1999) and (Viitanen et al. 2000).

$$\frac{dM}{dt} = \frac{1}{7 \cdot \exp(-0.68 \ln T - 13.9 \ln RH + 0.14W - 0.33SQ + 66.02)} k_1k_2$$ (1)

The first version of this model was created as a part of a dissertation work, (Viitanen 1996), and it is based on a great number of measurements on pine and spruce. The mathematical model was generated with regression analysis of the measured data by Hukka and Viitanen for calculating the development of mould growth, which is expressed as mould index (Hukka and Viitanen 1999). The index is defined as in TABLE 1 and depends on if the growth can be detected using microscopy or visually. There may exist different mould species on a material, therefore this mould index is based on the growth activity of different mixed mould species.
### TABLE 1: Mould growth index for the experiments and modelling (Viitanen and Ritschkoff 1991).

<table>
<thead>
<tr>
<th>Index</th>
<th>Growth rate</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No growth</td>
<td>Spores not activated</td>
</tr>
<tr>
<td>1</td>
<td>Small amounts of mould on surface (microscope)</td>
<td>Initial stages of growth</td>
</tr>
<tr>
<td>2</td>
<td>&lt;10% coverage of mould on surface (microscope)</td>
<td>New spores produced</td>
</tr>
<tr>
<td>3</td>
<td>10-30% coverage mould on surface (visual)</td>
<td>Moderate growth</td>
</tr>
<tr>
<td>4</td>
<td>30-70% coverage mould on surface (visual)</td>
<td>Plenty of growth</td>
</tr>
<tr>
<td>5</td>
<td>&gt; 70% coverage mould on surface (visual)</td>
<td>Coverage around 100%</td>
</tr>
<tr>
<td>6</td>
<td>Very heavy and tight growth</td>
<td></td>
</tr>
</tbody>
</table>

In the original model presented by Hukka and Viitanen (1999), the delay of mould growth occurred only when the relative humidity was below 80% RH. Later the effect of low temperature has been also taken into account assuming that a simple delay process takes place also when temperature is below 0°C. However, the experimental research results from that phenomenon have been earlier limited.

In order to be able to analyse the critical humidity and temperature conditions in building constructions, this VTT model has been implemented in a hygrothermal simulation model TCCC2D (Ojanen et al. 1994, Ojanen 1996). This 2D model solves the transient heat, air and moisture transport fields of a structure that can consist of several material layers. The boundary conditions for the analysed structure can be, for example, hourly changing climate conditions and indoor conditions that have a set increase in humidity compared to outdoor conditions. Measured data can also be used as boundary conditions. The model solves the temperature and moisture content/relative humidity value for every time step of the solution and for each node of the mesh representing the structure section. The mould growth index values can be solved for each node and the risk for mould growth in wood based or other organic (or soiled) material surface can be predicted.

Also, in a practical oriented moisture performance analysis of timber-framed exterior wall assemblies by Vinha (2007), this VTT mould growth model has been used to determine mould indices from hygrothermal calculation results carried out with WUFI-2D program (Künzel 1995).

At the moment, the model predicts only the mould growth for wood. However, wooden materials are among the most sensitive materials for mould growth and therefore the model can be used as a worst-case-scenario. Nevertheless, a research project to improve the model is going on as collaboration between VTT and TUT. The aim is to formulate a more diversified and improved application of the existing VTT model for mould growth. Some of the improvement aspects are:

- to develop reliability and range of use of the existing mathematical model in fluctuating temperature and humidity conditions
- to increase the number of material choices for the model
- to test usage of the model by doing experiments for structures and materials in laboratory and in field conditions, including the effects of adjacent material layers in a construction

#### 3.2 Biohygrothermal model (WUFI Bio)

Sedlbauer (2001) has studied different models to evaluate spore germination and growth of different mould species on different type of materials. He found, that the isopleths based on artificial medium can be used to evaluate the growth rate of different fungi. He used a biohygrothermal model based on the relative humidity, temperature and exposure time needed for the spore germination of mould fungi based on the osmotic potential of spores. He analysed the effect of different climatic conditions on the spore moisture content and germination. He also evaluated the spore moisture content and germination time based calculated time courses of temperature and relative humidity in various positions of the exterior plaster of an external wall by implementing a model for mould growth in WUFI program (Sedlbauer & Krus 2003). The relationship between the different parameters in the biohygrothermal model is shown in Figure 3, i.e. a mould spore is given hygrothermal material parameters. This enables dynamic calculations, which again give the length and intensity of the conditions for mould growth based on critical limits for different type of materials (e.g. LIM I for bioutilizable substrates, such as wall paper, plaster board, building products made of biologically degradable materials, and LIM II for less bioutilizable substrates such as plasters and mineral building materials).
The time periods in the biohygrothermal model for spore germination are shorter than that of start of the growth (mould index 1) used in the VTT model. Also different type of material affect on the time periods needed for the spore germination.

**FIG. 3:** Hygrothermal "properties" of a mould spore: The relationship between humidity and water content and diffusion resistance of the mould spore. (Sedlbauer & Krus 2003).

### 4. Sensitivity analysis - VTT Model

The following case study shows an example of how to use a mathematical model for predicting mould growth. The emphasis is on studying the effect of different assumptions on the resulting calculation result – the sensitivity analysis. The above described hygrothermal simulation tool TCC2D, with the mould index calculation according to VTT-model is used together with field measurements. Also the biohygrothermal model implemented in WufiBio is used for some of the analysis for comparison.

The monitored temperature and humidity conditions from a field test of different building materials were used as boundary conditions for simulations when solving the mould growth for pine. These tests are part of the TUT and VTT collaboration project, still on-going and are presented in another paper (Lähdesmäki et al. 2008). The 48-hour-average values are shown in Figure 4. The detected mould growth level of pine samples were compared to those solved using different approaches for the mould index calculations. The period in focus is almost a year, starting in the summertime.

**FIG. 4:** Measured climate data presented using 48 hour moving average values. The simulations use the original hourly measured data.

#### 4.1 Effect of modelling or not modelling heat and moisture capacity of materials

The first approach was to solve mould growth index for pine assuming that there is no delay between the outdoor and material surface conditions. The surface conditions of the material were assumed to be the same as those measured for the outdoor climate and there were no moisture or thermal capacity of the material that could have
effect on the moisture balance. The possible error caused by this non-capacity simplification was compared with dynamic simulations with TCCC2D, where the solution for mould growth according to VTT model is integrated in the heat, air and moisture field solution.

![Graph showing prediction of mould growth index](image)

**FIG. 5:** Prediction of mould growth index of the wooden test board using measured climate data. Mould index was calculated using non-capacity and dynamic simulations (TCCC2D) with two different assumptions for decline of the mould growth. Measured (top) and (low) mould indexes stand for detected growth on the upper side and lower side of the sample. The upper side is exposed for soiling.

The results are seen in Figure 5 together with 2 different assumptions for decline of the mould growth within the model: No decline of mould index or normal decline: If the conditions are not favourable for mould growth – they are too dry or too cold – the mould index will decline according to a certain rate. The model used for decline is based on the measurements under relatively short period (days rather than weeks) dynamic condition cycles and it is meant to represent the delay in the starting of mould growth after a period of unfavourable conditions for the growth. It is obvious that this assumption cannot be totally correct for varying cases, especially for seasonal changes. This is one item that will be solved in the pending project.

The difference between the no capacity -model and dynamic simulations was significant during the first 20 – 22 weeks of simulation. The no capacity -approach predicted mould growth index 1 about two weeks and the level 2 in about 5 weeks before the dynamic solution. Only when the material had reached high enough moisture content, the two solutions had about the same mould growth level. The studied assumptions for decline – no decline vs. decline – gave results where the detected mould index corresponds best with a result which is between the no-decline and normal decline approaches.

### 4.2 Effect of initial moisture content and convection

The effect of initial moisture content of the material (80 % RH or 65 % RH) was also studied. It did not have any effect on the mould growth. If the conditions had been suitable for mould growth, already in the beginning of the simulation the initial moisture content level could have had some effect on the mould growth.

The moisture transport coefficient of the surface has an effect on the surface conditions and thus also to the mould growth. The case was studied using two different mass transfer coefficient levels: normal convection (with convective heat transfer coefficient 4.0 W/Km²) and low convection (1.5 W/Km²). The mass transfer coefficient is solved from the convective heat transfer coefficient.

The results showed a clear effect of surface moisture transfer coefficient on the mould growth of the material surface. With low convection the moisture transport into the material is lower and thus the surface conditions are more stable under dynamic conditions than with high convection. This leads to lower mould index, in this case. The situation is opposite in a drying situation: If the convection is low, the conditions for mould growth will stay favourable for a longer period and the mould growth index will be higher.
5. Discussion

Prediction of mould growth, however, is always only predicting the risk and not the exact growth. The influence of the uncertainties, whether it is the model itself or e.g. the weather data, is significant. Figure 6 presents partly a comparison of two totally different models – WufiBio (Sedlbauer & Krus 2003) and VTT Model – and partly influence of weather data. In Figure 6 all cases but "VTT model, normal decline, Espoo climate", are determined for measured storage room data, where samples of pine sap wood were exposed to outdoor conditions plus some humidification. Espoo climate is normal weather data measured for some 150 km away. As a material class for prediction of mould growth was used pine sapwood (VTT model) and LIM I (Wufi Bio).

The comparison of the results shows how sensitive the calculations are. VTT model without decline corresponds relatively well with the biohygrothermal model (Figure 6). This is logical, as the assumption also in the biohygrothermal model is that there is no decline, when the conditions are unfavourable for mould growth. However, there is a difference in the growth rate, especially during longer periods of very high RH: The VTT model predicts here higher growth rate than the biohygrothermal model. The temperature in these periods varies roughly from +10°C to 0°C. In contrary, when the temperature stays below zero, the mould growth rate according to biohygrothermal model is still active, while it is practically stopped according to VTT model. Nevertheless, this is a very simplified approach for an explanation as the models include several parameters that have effects in various directions. Yet another source for uncertainty and deviation for the results when predicting mould growth with any model is the choice of the critical level of e.g. temperature and humidity conditions. These conditions vary a lot depending on the material itself. In addition, any soiling during the time will change the sensibility of the surface for mould growth. Therefore, prediction of mould growth with calculations must always be assessed with expert knowledge on the nature of mould growth.

There are several aspects that have to be taken into account in the interpretation of the experiments and analysis of the mould growth levels: Under dynamic tests the conditions at the interface of the air and test sample are typically different than the air conditions adjacent to the test sample. Therefore it may cause errors if the measured dynamic climate conditions are used as the critical surface conditions. Even in constant conditions the initial moisture content of the test material should be known and reduced from the measured data. Under dynamic conditions the thermal and moisture capacity of material and the heat and mass transfer coefficients on the surface may cause a severe delay in the change of surface conditions, differences in the humidity level and in the mould growth when compared to the adjacent conditions. Dynamic simulation that solves the surface conditions should be used both in the analysis of dynamic mould experiments and when predicting the mould growth in structures under real climate conditions. The use of full simulation enables to separate the delay in the actual mould growth from the delay in the surface conditions. The existing VTT-model has declination of...
mould index when the conditions are not suitable for growth. The origin was to model the delay of mould growth during the short period dynamic conditions (some days). This declination seems to be artificial and probably not proper to adopt in seasonal conditions. New seasonal experiments should provide information about the mould growth during and after too dry or cold conditions, which enables the improved modelling of the phenomena.

6. Conclusion

This paper has taken up the issue of modelling mould growth in building envelopes. There exist some model developments in different research institutions. Among them, there exists some kind of consensus about the overall criteria for mould growth as a function of temperature, relative humidity and time. Nevertheless, there is very little knowledge on mould growth on different kind of materials and effects of the aging of materials, coatings and dust accumulation on the mould growth.

The mould growth model can be used to study the risks for mould growth on (wooden) material surface when the surface conditions (temperature and relative humidity) are known. Typically the conditions vary dynamically and their hourly values should be known to be able to study the mould growth. Long period (daily, weekly, etc.) time averaged values may not show the risks of the actual conditions, i.e. the peak humidity levels etc. on the mould growth. The same kind of error may be caused when the adjacent climate conditions are used as critical conditions instead of the actual surface conditions. Therefore the effect of the structure and material should always be taken into account when solving the critical conditions for the mould growth.
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SUMMARY:

This paper deals with the present results of some on-going mould growth experiments from a project “A Mathematical Modelling of Moisture Behaviour and Mould Growth in Building Envelopes”. The work has been done in collaboration with Tampere University of Technology, Finland (TUT) and Technical Research Centre of Finland (VTT). The material experiments and experiments for exterior wall assemblies are performed both in laboratory and in field conditions. Mould growth on the surface of a material is detected using either microscope or visually with a naked eye. Determination of mould index depends on area of mould growth and type of mould growth. Experiments started in 2005 and will be going on at least until end of 2008.

The experimental results are used for further development of a present mould growth predicting model developed at VTT. The original model is based on numerous laboratory experiments on pine and spruce. The present model is improved in respect to expanded climatic conditions and for a greater variety of materials. Also the impact of naturally sedimented dirt and contact of other materials are studied.

The results until now show generally less mould growth than espected according to the original model based on pine and spruce sapwood.
1. Introduction

Mould growth in building materials has been an important research topic at the Tampere University of Technology (TUT) and Technical Research Centre of Finland (VTT) for many years. At TUT mould growth of envelope assemblies has been analysed in several field test projects during past decade. Moreover, numerous condition analyses have been done in old buildings and, therefore, a lot of experience has been got from mould growth in practice. At VTT a mathematical model of mould growth on pine and spruce sapwood was created in 1990’s by Ph.D. Hannu Viitanen (Viitanen 1996). This model includes a mathematical basic model on humidity, temperature and exposure time, and it also takes into account the delay and influence of fluctuating humidity conditions (Hukka and Viitanen 1999 and Viitanen et al. 2000).

In this new collaboration project with TUT and VTT eight other construction materials have been tested in the laboratory and field set-ups. The test materials are edge-glued spruce board, polyurethane (paper-coated and grounded), glass wool, expanded polystyrene, polyester wool, concrete, autoclaved aerated concrete and expanded light aggregate concrete. The reference material is pine sapwood. The experiments have been performed partly under constant conditions and partly also under fluctuating moisture and temperature conditions both in the laboratory and in the field. One of the objectives of this research is to extend the range and reliability of the existing mathematical model. This is achieved by extending the measurement data necessary for the model development by applying several materials and different kind of fluctuating temperature and humidity conditions. New experimental results from the mould growth on different material surfaces and in exterior wall assemblies are presented in this paper. More detailed information from existing model is presented in another paper to this conference (Viitanen et al. 2008).

2. Determination of mould growth

Mould fungus needs favourable conditions to grow. Simplified these conditions can be expressed as that the temperature has to be between 0 and 50°C and relative humidity has to be at least 80% RH (when temperature is below 20°C even more). The exposing time under fluctuated conditions and the nutrient base have also influence on mould growth (Viitanen and Bjurman 1995). In Figure 1 are shown the favourable temperature and moisture conditions for mould growth.

The mould growth on the surface of a material can be detected using microscope or visually with a naked eye. Determination of mould index depends on area of mould growth and the type of mould growth (detected under microscopy or without). In Table 1 are shown indexes for mould growth characterization. The index is based on the growth of mixed different fungus species (Viitanen and Ritschkoff 1991).

![Figure 1: Favourable temperature and relative humidity conditions for mould growth (Viitanen and Bjurman 1995).](image)

<table>
<thead>
<tr>
<th>Index</th>
<th>Growth rate</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No growth</td>
<td>Spores not activated</td>
</tr>
<tr>
<td>1</td>
<td>Small amounts of mould on surface (microscope)</td>
<td>Initial stages of growth</td>
</tr>
<tr>
<td>2</td>
<td>&lt;10% coverage of mould on surface (microscope)</td>
<td>New spores produced</td>
</tr>
<tr>
<td>3</td>
<td>10 – 30% coverage mould on surface (visual)</td>
<td>Moderate growth</td>
</tr>
<tr>
<td>4</td>
<td>30 – 70% coverage mould on surface (visual)</td>
<td>Plenty of growth</td>
</tr>
<tr>
<td>5</td>
<td>&gt; 70% coverage mould on surface (visual)</td>
<td>Coverage around 100%</td>
</tr>
<tr>
<td>6</td>
<td>Very heavy and tight growth</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1: Mould growth index for the experiments and modelling.**
3. Experimental arrangement of mould experiments

In the following, the experimental laboratory and field set-ups are described. There have been tested plain materials and the materials as a part of a thermal envelope construction.

3.1 Material experiments

Material experiments are performed for all test materials. Most of the specimens are sized 50mm x 50mm x 20mm. Test series consists of nine specimens. Each test series contain material from three different production runs. Reference material is pine sapwood. Material experiments are performed in different laboratory conditions and also in outdoor conditions in the shelter.

3.1.1 Material experiments in laboratory

Laboratory experiments for materials include seven different conditions. Most of the experiments are performed in constant conditions but some experiments are performed in fluctuating conditions in a way that two different conditions vary cyclically. In Table 2 are shown the target test conditions for material experiments in laboratory.

<table>
<thead>
<tr>
<th>Constant/cyclical conditions</th>
<th>Test condition 1</th>
<th>Test condition 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>97% RH / 22°C</td>
<td></td>
</tr>
<tr>
<td>Cycle 4 – 8 weeks</td>
<td>97% RH / 22°C</td>
<td>97% RH / -5°C</td>
</tr>
<tr>
<td>Cycle 4 – 8 weeks</td>
<td>97% RH / 22°C</td>
<td>97% RH / -20°C</td>
</tr>
<tr>
<td>Cycle 4 – 8 weeks</td>
<td>97% RH / 22°C</td>
<td>50% RH / 22°C</td>
</tr>
<tr>
<td>Constant</td>
<td>97% RH / 5°C</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>97% RH / -5°C</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>90% RH / 22°C</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>90% RH / 5°C</td>
<td></td>
</tr>
</tbody>
</table>

One or two surfaces of the specimens were sprayed with mould suspension before the experiments started. The specimens are stored in closed plastic boxes with saturated salt solutions during the experiments to achieve the wanted humidity conditions.

3.1.2 Material experiments in field conditions

The material experiments in field conditions take place in the shelter. The wall structure of the shelter is designed so that temperature and relative humidity are same as in open-air conditions but specimens are sheltered against sun, rain and snow. Three data-loggers measure temperature and relative humidity in the shelter. This experiment is performed for all test materials. There are two different sized specimens: small specimens are approximately sized 50 mm x 50 mm x 20 mm and large specimens are approximately sized 300 mm x 300 mm x 50 mm. Some of them are seen in Figure 2. The specimens were not treated with mould suspension before the experiments started.

FIG. 2: The small specimens are placed on the steel shelves (on the left) and the piled specimens are palced on the platforms (on the right).
The small specimens are placed on the steel shelves (Figure 2). One test series consists of nine specimens. There are three extra stone based materials and wood specimens. These specimens were soaked in water for seven days before the experiments started.

The 300 mm × 300 mm × 50 mm sized specimens are piled up like in a storage. One pile consists of six specimens. There are two piles of all materials. The other pile of stone material and wood specimen were soaked in water for nine days before the experiments started. The specimens are placed on the platforms (Figure 2).

### 3.2 Experiments for exterior wall assemblies

The experiments for exterior wall assemblies are done both in laboratory and in field conditions. Purpose of these experiments is to study mould growth inside the assembly in the interface of two materials. Temperature and relative humidity of the interface is measured with temperature and relative humidity sensors. Experiments are done with studied materials so that each insulating material (glass wool, paper-coated polyurethane (PUR), expanded polystyrene (EPS) and polyester wool) form a structural combination with other studied materials (edge-glued spruce board, concrete, autoclaved aerated concrete and expanded clay aggregate concrete). The ground polyurethane is not tested in these wall assembly experiments.

#### 3.2.1 Laboratory experiments for exterior wall assemblies

Laboratory experiments for assemblies are performed in two separate test series. Each series covers eight different exterior walls; thus a total of 16 different combinations are studied in the experiments. Size of one wall is 600 × 800 mm². The assemblies covered in the test series are listed in the Table 3. The experiments are performed in three different test phases. In the first phase, the assemblies are kept in a climate chamber under constant conditions (approx. 20 – 22°C / 95 – 97% RH). This arrangement is portrayed in Figure 3.

**TABLE 3: The tested assemblies in the laboratory experiments.**

<table>
<thead>
<tr>
<th>First test series</th>
<th>Second test series</th>
</tr>
</thead>
<tbody>
<tr>
<td>autoclaved aerated concrete + glass wool</td>
<td>autoclaved aerated concrete + polyurethane</td>
</tr>
<tr>
<td>autoclaved aerated concrete + polyester wool</td>
<td>autoclaved aerated concrete + expanded polystyrene</td>
</tr>
<tr>
<td>edge-glued spruce board + glass wool</td>
<td>edge-glued spruce board + polyurethane</td>
</tr>
<tr>
<td>edge-glued spruce board + polyester wool</td>
<td>edge-glued spruce board + expanded polystyrene</td>
</tr>
<tr>
<td>expanded clay aggregate concrete + glass wool</td>
<td>expanded clay aggregate concrete + polyurethane</td>
</tr>
<tr>
<td>expanded clay aggregate concrete + polyester wool</td>
<td>expanded clay aggregate concrete + expanded polystyrene</td>
</tr>
<tr>
<td>concrete + glass wool</td>
<td>concrete + polyurethane</td>
</tr>
<tr>
<td>concrete + polyester wool</td>
<td>concrete + expanded polystyrene</td>
</tr>
</tbody>
</table>

**FIG. 3: The tested exterior wall assemblies in the climate chamber (on the left). The principle of the test specimen (on the right).**
The second phase (winter) and the third phase (spring) of the experiments are performed in the weatherisation equipment. The tested assemblies are placed into the steel frame between the climate chambers. In the interface of façade and insulation material temperature is approximately -8 to -2°C and relative humidity 95 to 100% RH during the winter phase. During the spring phase temperature in the interface is from a few degrees below zero to 10 to 15°C. There is not relative humidity control in during the spring phase but a fast fluctuating temperature.

The mould growth in the interface is checked regularly. Diameter of the test specimen cylinder is approximately 70 mm. The specimen is settled into the plastic pipe so that it is easy to pull out from assembly and also diffusion is possible through the specimen. The principle of the test specimen is shown in figure 3.

3.2.2 Field experiments for exterior wall assemblies

The field experiments of wall assemblies are performed in the test building on the test field. There are installed two wall modules facing north and south. The module is divided into 4 separate exterior wall assemblies (Figure 4). The assemblies are same in both wall modules. The tested material combinations are edge-glued spruce board-glass wool, edge-glued spruce board – paper-coated polyurethane, edge-glued spruce board-expanded polystyrene and edge-glued spruce board-polyester wool. There are four specimens in every test assembly. Wood material of two specimens is edge-glued spruce board and of the other two is pine sapwood. There is also one specimen with a little piece of wood inside of it. This piece of wood is weighted regularly to determine the moisture content of wood and to check the relative humidity inside the assembly. There is also temperature and relative humidity sensors inside every assembly. The test walls are sheltered from driving rain with plywood boards.

The indoor temperature of the test house is approximately 20°C and moisture supply has been varied between 3 and 7g/m³. Outdoor air conditions are measured by temperature and relative humidity sensors.

4. Results of mould experiments

4.1 Material experiments

4.1.1 Material experiments in laboratory

Growth of mould fungi was detected in all tested materials after different exposure time periods in high humidity exposure conditions (97% RH and 22°C). The mould growth on specimens has been detected with naked eye and using light microscope. In the pine sapwood, the first stage of growth (index 1) was found after one week exposure and index 3 (first visual symptoms) was detected after 4 – 8 weeks from the beginning of the test, depending on the test series (Figure 5). When the exposure progressed the highest mould index was detected in
pine sapwood. The mould fungi were mostly *Penicillium* and *Aspergillus*-types. These same mould fungi were detected also in edge-glued spruce board (Spruce Gluelam), but less and much later than in pine sapwood. Also in the paper layer of polyurethane, the mould index 1 was detected after 4 – 8 weeks, only in surfaces where spore suspension were sprayed. On the upper side of glass wool where spore suspension was sprayed, first sign of mould growth was detected after 4 – 8 weeks. On the under side, the development of mould index was significant retarded. The same type of growth response was found for other insulation material.

When the exposing time continued, mould growth was detected in all studied materials. Plenty of thin mould hyphae were detected in autoclaved aerated concrete and in expanded clay aggregate concrete. These mould fungi were detected only using microscope. It was not possible to see it with the naked eye although there were lots of greenish pores. Most of the mould fungi were *Paecilomyces*-typed, but also *Aspergillus*-typed were common. Thin hyphae were also detected in the concrete specimens especially in “open surface pores”. In concrete were also in places detected dark *Cladosporium*-mould hyphae for index 3. In light coloured materials mould hyphae could be easily found which may affect the mould index level.

FIG. 5: Results on mould index development under constant high humidity conditions of 97% RH at 22°C and 5°C and humidity conditions of 90% RH and 22°C.
The mould growth type and intensity was different depending on the material. On paper coating of polyurethane mould fungi was also very dark and different from other moulds that were found. Only a slight growth response was found on the glass wool (like also other insulation materials). The solidity of glass wool seemed to weaken in the course of time what can affect the mould resistance. In glass wool there was mostly dark mould but also in some places light, soft mould with green spores.

Under lower humidity conditions (90% RH), no growth of mould fungi was detected in stone based materials and growth on wood-based and paper-coated products was retarded and slight. The growth at low temperatures (5°C) was also retarded.

4.1.2 Material experiments in field conditions

Mould growth in the field test materials is checked about every half a year, in spring and in autumn. The small specimens (50mm × 50mm × 20mm) are checked under microscope and the piled specimens (300 mm × 300mm × 50mm) are checked using loupe.

After five months from the beginning of the experiments the mould growth of the specimens was checked first time. On the upper surfaces of the specimens was a layer of organic dirt (for example pollen). Mould growth was detected under microscope (index 1 – 2) only on the surfaces of the small wood specimens. In the following checks mould growth was detected in the organic dirt. On the surface of the material there was more dirt if there were different open pores or microscopic holes. On the upper surfaces of the specimens is detected more mould growth than on the under side surfaces. The unexpected result is that in stone based materials there was detected more or the same degree of mould growth as in wood materials.

After 16 months from the beginning of the experiments there was mould growth on the upper surfaces of every material. The highest mould indexes were detected in paper coating of polyurethane (index 2.2) and in pine sap wood (index 2.1). The indexes are averages of nine specimens. In these materials was also visually detected mould growth (index 3). There was mould growth also on the under surfaces of edge-glued spruce board specimens which had been soaked in water. The lowest mould indexes were detected in polyester wool (mean value index 0.3) and in ground polyurethane (mean value index 0.3).

4.2 Experiments for exterior wall assemblies

4.2.1 Laboratory experiments for exterior wall assemblies

The exterior wall assemblies of the first series were approximately 7 months in the conditions of the first phase (autumn), approximately 4 months in the conditions of the second phase (winter) and approximately 6 months in the conditions of the third phase (spring). After the third phase the exterior wall assemblies are in the autumn phase again. The tested structures were treated with mould suspension before the experiments started.

After about three months from the beginning of the experiments mould growth was detected on the surfaces of edge-glued spruce board. In edge-glued spruce board – glass wool –combination was detected index 1 and in edge-glued spruce board – polyester wool –combination index 3. Mould growth was not detected on the surfaces of glass wool and polyester wool. After six months from the beginning of the test the mould indexes on the surfaces of the edge-glued spruce board specimens varied between 1 and 3. The mould indexes in the other materials varied between 0 and 1.

In the end of the first phase there were still highest mould index values on the surfaces of edge-glued spruce board. In edge-glued spruce board – glass wool –combination the indexes varied between 2 and 3 and in edge-glued spruce board – polyester wool –combination between 1 and 3. The mould indexes on the surfaces of the glass wool specimen were between 1 and 2 depended on the assembly. On the surfaces on polyester wool the index was 1, on the surfaces on autoclaved aerated concrete indexes were between 0 and 1 and on the surfaces on concrete the index was 1.

After three months from the beginning of the second phase there was not increase in mould growth in any material. On the surfaces of some materials like autoclaved aerated concrete the mould indexes were decreased one figure. The mould indexes on the surfaces on the wood specimen were same as in the end of the first phase.

After third phase the mould indexes were at same level as in the end of the second phase. Another autumn phase is still going on.
The exterior wall assemblies of the second series were in the conditions of the first phase about 7 months. The highest mould indexes were detected on the surfaces of concrete with both insulation materials. The indexes varied between 2 and 3. The mould index on the paper surfaces of polyurethane was 2 in autoclaved aerated concrete – polyurethane, concrete – polyurethane and wood – polyurethane combinations. The mould index on the paper surface of polyurethane was between 1 and 2 in expanded clay aggregate concrete – polyurethane combination. The mould index of expanded polystyrene was 2 with expanded clay aggregate concrete and autoclaved aerated concrete and the mould index of expanded polystyrene was 1 in another combinations. On the surfaces of the edge-glued spruce board specimens the mould indexes were 2. The exterior wall assemblies of the second series are in second phase at the moment.

4.2.2 Field experiments for exterior wall assemblies

The field experiments for exterior wall assemblies started approximately 13 months ago. The mould growth was checked after 5 and 11 months from the beginning of the experiment. The mould growth was not detected in any material. The temperature inside the tested assemblies was between -10 and 20°C. The relative humidity of the interfaces of expanded polystyrene and also of edge-glued spruce board and paper-coated polyurethane and edge-glued spruce board was between 50 and 70% RH. Inside the glass wool and polyester wool assemblies the relative humidity was between 70 and 90% RH.

5. Conclusion

Laboratory and field tests have been performed on eight different building materials and wall assemblies as combinations of these. The aim was to provoke mould growth and to follow the development of it. The motivation is to gain knowledge and experimental data for further mould modelling development work. The results will give valuable information on mould growth on some very different but common building materials and also whether a condition is critical or not.

There was detected mould growth in every material for the conditions where the target relative humidity was 97% RH. The highest mould indexes were found on pine wood, spruce (glue board) and papercoating of polyurethane. The present results of the experiments in the cyclical conditions are variable. It is possible that temperature -20°C has less influence on mould growth than temperature -5°C. In the conditions where target relative humidity is 90% RH, the detected mould indexes were very small, even for 22°C. It is important to notify that the detected mould growth has been insignificant (mould index ≤ 3) until now. In common usage of the tested construction materials, there may be a dirt layer on the surface that can cause some mould growth (index 1 – 2). However, the mould index will not likely increase further, if the dirt layer is the only reason for mould growth.
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SUMMARY:
Full-scale wall specimens were constructed and tested to investigate the capacity of wall cavities to restrain mold products, emanating from studs with 10% of their surfaces covered with mold, from penetrating into the indoor space. The project was designed primarily to study the movement of spores. Tests were subsequently extended to investigate the identification of microbial volatile organic compounds (MVOCs) and their transport through the building envelope. This paper presents the approaches and results in the identification of the mold related VOCs, analyses of the MVOC transport from the cavity to the indoor space, and estimation of the influence of experimental parameters on this transport. The parameters investigated were: air leakage path; mold presence; wall construction configurations (insulation, vapor barrier and sheathing material) and ambient conditions (dry and wet conditions). The analysis of VOCs (volatile organic compounds) was performed using gas chromatography/ mass spectrometry (GC/MS) and the results were analyzed using multiple regression analysis to identify the mold related VOCs, and to determine the transport through the building envelope. Five VOCs were confirmed to be related to the mold presence in the cavity and the transport of these MVOCs was supported by these data. However no significant effect of the construction parameters was detected.

1. Introduction
Complex mixtures of volatile organic compounds (VOCs) are produced as metabolic by-products of fungal growth, and are detectable, in building environment, before visible indication of such growth. The emission of MVOCs is affected by different factors including, but not restricted to, the substrate, moisture content of the material and temperature (Sunesson et al., 1995). MVOCs can be used as a tracer of suspected or hidden microbial contamination, as well as in detection of moisture problems, risk of fungal development and sources of odours in buildings (e.g. Schleibinger et al., 2008; Fischer et al., 1999; Wessen and Schoeps, 1996). However, emission of volatile compounds in the indoor space is not restricted to mold growth. A large range of similar VOCs are generated by biogenic and nonbiogenic sources. Products used in buildings such as solvents, paints, and adhesives, as well as new furniture, release analogous VOCs, thus complicating the identification of MVOCs generated by mold contamination sources.
The experiment presented in this paper was originally designed to investigate the movement of spores, and was subsequently extended to include MVOCs sampling. The initial concept, design and results from trial runs of this project were published in Fazio et al. (2005). Subsequent to these initial trials, improvements were made to the test setup, material selection, and sampling methods. While the test program as a whole explores both spore and MVOC productions, the present paper is concerned only with the analysis of MVOC products. The objectives of this paper are to: a) identify mold-specific MVOCs; and b) assess the influence of wall construction parameters and air leakage on the transport of VOCs from the cavity to the indoor space.

2. Experimental design

Full size specimens of residential wood frame walls were designed and constructed in accordance with standard practice. The mold source was incorporated on the vertical studs on which molds had been grown to a relatively consistent coverage of 10%. Three different types of molds (Aspergillus niger, Aureobasidium pullulans and Penicillium citrinum) contributed to the levels of MVOCs within the specimen.

2.1 Test parameters

The parameters investigated in this research were related to air leakage characteristics, contamination, wall construction characteristics and moisture conditions, as listed in Table 1.

Parameters related to air leakage characteristics consisted of two designs of air leakage path: direct and long (Desmarrais et al., 1998). Parameters related to wall construction design were insulation, vapor barrier and sheathing material. Two different environmental conditions were tested, the first set under dry conditions and the second set after exposure of the specimens to simulated wet conditions. In all, six parameters are included under four categories. Most of the parameters were tested at two levels, as detailed in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Design Parameter</th>
<th>Level</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient conditions</td>
<td>Relative humidity</td>
<td>wet, dry</td>
<td>X(_1)</td>
</tr>
<tr>
<td>Contamination</td>
<td>Mold on studs</td>
<td>moldy, clear</td>
<td>X(_2)</td>
</tr>
<tr>
<td>Wall construction</td>
<td>Insulation</td>
<td>yes, no</td>
<td>X(_3)</td>
</tr>
<tr>
<td></td>
<td>Vapor barrier</td>
<td>yes, no</td>
<td>X(_4)</td>
</tr>
<tr>
<td></td>
<td>Sheathing</td>
<td>OSB, plywood, fiberboard</td>
<td>X(_5)</td>
</tr>
<tr>
<td>Air leakage</td>
<td>Air leakage path</td>
<td>direct, long</td>
<td>X(_6)</td>
</tr>
</tbody>
</table>

2.2 Specimen design

Each specimen consisted of: an outer plywood enclosure of dimensions of 889 mm wide by 2,404 mm high (Fig. 1(a)); a full stud cavity comprising two vertical studs and top and bottom plates; "guarded" zones of half stud cavities on both sides; the different layers of the envelope, namely (from inside to outside): drywall, vapor barrier, insulation, and sheathing (Fig. 1(b)). The outer layers of the envelope, i.e. the weather membrane and siding/cladding, were not included with the specimens.

In preparation of each specimen, all joints along the perimeter of the outer sheathing board were sealed with silicone caulk to eliminate air leakage from the edges of the sheathing and to restrict air leakage to the predetermined paths. Additional details about the specimen construction are presented in Rao et al. (2006).
2.3 Depressurization system

A stainless steel sampling chamber was designed to cover the drywall surface over the central stud cavity of a specimen, to simulate the indoor air space, and to provide depressurization force for the air infiltration (Fig. 2).
The sampling chamber was tightened to the drywall surface of the specimens and depressurized, employing a centrifugal pump. Low rate air leakage represented the typical air leakage load that a wall may be exposed to. The shallow depth (76 mm or 3") of the sampling chamber reduced the enclosed air volume so as to reduce dilution of mold products once the air was forced into the room side through the specimen.

### 2.4 VOC sampling

Solid phase micro-extraction (SPME) probes (SPME Portable field samplers, 75 μm PDMS/Carboxen fiber, by Supelco) were used to collect MVOC samples. For each specimen, four VOC samples were taken simultaneously: two from the sampling chamber and two directly from the stud cavity through the external sheathing (Fig. 3). Each probe was placed in an air stream drawn at a constant rate (0.5 liter/min) using a portable pump (44XR Universal sample pump, SKC inc.). In addition to these four pumps, a depressurization setup was employed to induce air infiltration through the specimen at defined rates. During the sampling, the microfiber was pushed out of the needle of the SPME sampler and exposed to the air stream. After adsorption for 20 minutes, the fiber was retracted into the needle and removed from the specimen.

For each test run, a sample was taken from the background lab air to assess the influence this background may have on the measurements. Air sampling from the background was performed passively, without the employment of sampling pumps.

### 2.5 Test procedure

The test runs of the experimental program included two stages, dry runs and wet runs. In the dry test runs, each specimen was tested immediately following construction, in the ambient lab environment. In the wet runs, sampling was performed after the assemblies were subjected to wet condition (RH ≈ 90%) for six weeks. During the wetting period, specimens were covered with plastic sheet on the sheathing side. Humid air was pumped into the plastic sheet and pressurized from the sheathing side to the drywall side through the purposely opened holes/slots. The relative humidity of the infiltrating air was maintained at about 90%. After the wetting period, the same test procedure was applied, as for dry specimens.

A list of all test specimens, detailing their characteristics in terms of combination of parameters in each specimen, is presented in Table 2. Specimens 1 to 6 were tested only under dry conditions, while the remaining 14 specimens were tested initially under dry conditions, and subsequently after wet conditions.
TABLE 2: Parameters selected for testing

<table>
<thead>
<tr>
<th>Specimen #</th>
<th>Ambient Condition</th>
<th>Mold presence</th>
<th>Vapor Barrier</th>
<th>Cavity Insulation</th>
<th>Sheathing</th>
<th>Air Leakage Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dry</td>
<td>Wet</td>
<td>Moldy</td>
<td>Clear</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub Total</td>
<td>20</td>
<td>14</td>
<td>12</td>
<td>8</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>34</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

3. Results and analysis

The analysis of MVOC samples was performed using gas chromatography/mass spectrometry (GC/MS). The following compounds were identified from the chromatograms: isopropyl alcohol; 1-propanol; 2-butanol; 1-butanol, 3-methyl; 1-butanol, 2-methyl; 1-propanol, 2-methyl; silanol trimethyl; 2-butanone; cyclohexanone; butyrolactone; hexanal; propanal, 2-methyl; benzene; toluene; ethylbenzene; m+p-xylene; o-xylene; styrene; furan, 2-methyl; furan 3-methyl; alpha-pinene; benzothiazole; butylated hydroxytoluene; and pentadecane.

3.1 Identification of MVOCs

The identification of mold generated MVOCs was best achieved in the cavity, where the source of mold resides. A multiple regression model was used to verify the VOCs emitted by mold (MVOCs). The linear regression model establishes the relation between the level of VOCs in the cavity and the factors that may affect this level, namely, the six parameters listed in Table 1: ambient condition, mold growth, vapor barrier, insulation, sheathing material and air path, as well as the background level of VOCs. The regression model applied in the cavity is expressed as follows:

$$E(Y^*) = \beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \beta_4X_4 + \beta_5X_5 + \beta_6X_6 + \beta_7X_7$$  \hspace{1cm} (1)

where \(E(Y^*)\) is the mean response expectation on a transformed scale; \(\beta_0\) is the constant representing the value of the dependent variable \(E(Y^*)\) when all the predictors \((X)\) are 0; \(\beta_1\)…\(\beta_7\) are the coefficients of each corresponding predictor, designating the average change of the dependent variable related to the independent variables. A positive coefficient indicates an increase of the independent variable, while a negative value indicates a decrease. \(X_1\)…\(X_6\) are the values of the parameters listed in Table 1 and the background level is \(X_7\).

The identification of mold related MVOCs, which was one of the objectives of the experiment, was achieved by finding those compounds for which the mold factor \((X_2)\) was significant.
Prior to applying the regression analysis, Box-Cox transformation was used to approximately normalize the data, using the statistical analysis software (MINITAB). A natural log transformation was adopted for the data of most of the compounds; whereas the data of the others required power transformations with 1/3-th power. This data transformation is indicated by the power expression, $Y^\lambda$, of the VOC concentration levels.

### 3.1.1 Presentation and interpretation of results

To detect mold related VOCs, only a positive effect of mold presence ($X_2$) was of interest, whereas to find the effect of the other factors, both negative and positive values of the coefficients were considered. Therefore, a single-tailed test of significance was required for the analysis of mold effect while a two tailed test was employed in the analysis of the effect of the factors. The $p$-values of a single tailed test associated with the coefficient of $X_2$ is presented in Table 3. The $p$-values of the other factors correspond to two-tailed test. A positive sign (+), associated with a positive value of the coefficient indicates that the corresponding factor increases the level of VOCs, and a negative sign (-) indicates the opposite.

The mold presence was found to have significant positive effect, at the 0.1 level, on 1-Propanol, Cyclohexanone, Furan 3-Methyl, Alpha Pinene and Pentadecane ($p = 0.0015$, $p = 0.01$, $p = 0.04$, $p = 0.04$ and $p = 0.015$, respectively). Thus, these compounds may be considered as potential mold indicators.

The analysis of the factors, indicates that besides the mold effect, no significant effect was detected on the level of cyclohexanone in the cavity, while the concentration of furan 3-methyl and alpha pinene, was affected by factors other than mold presence. The regression analysis results (Table 3) showed that the vapor barrier ($X_3$) and OSB sheathing material ($X_5$) had a positive significant effect on the furan 3-methyl level ($p = 0.03$ and $p = 0.06$, respectively). The effect of wet condition ($X_1$) was negatively significant ($p = 0.04$). The background level ($X_7$) of furan 3-methyl was very highly significant ($p = 0.004$), indicating that the level of this compound in the cavity was highly related to its level in the background. The background level ($X_7$) of alpha pinene, has a positive significant effect ($p = 0.05$), while the vapor barrier ($X_3$) and insulation ($X_4$) had negative significant effect on alpha pinene level ($p = 0.08$). Therefore, the significant impact of different factors on furan 3-methyl and alpha pinene levels suggests that these two compounds can not be used as absolute indicators of mold growth in this research, although they are frequently reported in literature as related to mold growth.

1-propanol is not particularly highlighted in literature as a mold specific MVOC or indicator of mold growth, and pentadecane is found to be emitted by copiers and printers, computers and other office and indoor sources. However, their high significance in the moldy specimens ($p = 0.0015$, and $p = 0.015$ respectively, Table 3), suggests considering the emission of these compounds as associated with mold growth, especially since the analysis was not affected by other parameters.

With all other factors held constant, the ambient condition ($X_1$) negatively affected most of the MVOCs (except alpha pinene), showing a moderate significant effect on 1-propanol ($p = 0.06$) and high significant effect on furan 3-methyl ($p = 0.04$), thus demonstrating that the level of these MVOCs decreased when sampled after the wet condition process. This does not necessarily indicate that wetting reduced VOC concentrations. It might be because that the time taken for the wetting allowed the VOCs to be removed or deeply absorbed.

TABLE. 3: Analysis of the factors affecting MOVC concentrations in stud cavities

<table>
<thead>
<tr>
<th>MVOCs</th>
<th>Value of $\beta_i$</th>
<th>$\beta_0$ (two-tailed)</th>
<th>$\beta_1$ (two-tailed)</th>
<th>$\beta_2$ (single-tailed)</th>
<th>$\beta_3$ (two-tailed)</th>
<th>$\beta_4$ (two-tailed)</th>
<th>$\beta_5$ (two-tailed)</th>
<th>$\beta_6$ (two-tailed)</th>
<th>$\beta_7$ (two-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Propanol</td>
<td>0.48</td>
<td>(-)</td>
<td>(+)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.06</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclohexanone</td>
<td>-2.69</td>
<td>(-)</td>
<td>(+)</td>
<td>(-)</td>
<td>(+)</td>
<td></td>
<td></td>
<td></td>
<td>(-)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>Furan 3-Methyl</td>
<td>3.21</td>
<td>(-)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.037</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.06</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha Pinene</td>
<td>110</td>
<td>(+)</td>
<td>(+)</td>
<td>(-)</td>
<td>(-)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
</tr>
<tr>
<td></td>
<td>0.013</td>
<td>0.04</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pentadecane</td>
<td>4.2</td>
<td>(-)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
</tr>
</tbody>
</table>

948
3.2 Analysis of MVOC transport

The analysis of the MVOC transport, from the stud cavity to the indoor space consisted of two objectives: first to confirm the transport of MVOCs from the cavity to the sampling chamber, and secondly to test whether the construction factors affected the transport.

The verification of the MVOC transport was approached by analyzing the MVOC presence in the sampling chamber. Similarly to the analysis conducted in the stud cavities, a regression analysis was performed on the transformed concentration levels of the mold related VOCs in the sampling chamber. The predictors employed in this analysis were the same as those for the cavity with the added levels of the compounds in the cavity as a factor affecting the levels in the sampling chamber. This last factor is, in fact, the main indicator of transport from the cavity to the sampling chamber. Significant positive effects of the cavity concentrations of MVOCs ($X_7$) on the concentrations in the sampling chamber imply that the chamber concentrations were highly dependent on the cavity concentrations, and thus indicate transport of those MVOCs from the cavity to the chamber. The multiple regression equation for MVOC concentrations in the sampling chamber is expressed as:

$$E(Y^+) = \beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \beta_4X_4 + \beta_5X_5 + \beta_6X_6 + \beta_7X_7 + \beta_8X_8$$  \hspace{1cm} (2)

where $X_1...X_8$ are the values of the construction factors and $X_7$ is the cavity level and $X_8$ is the background level of MVOCs. The transport of MVOCs was confirmed by checking whether the coefficient of the cavity ($\beta_7$) had a positively significant impact on the level of MVOCs in the sampling chamber. Therefore a single-tailed test was required to analyse the effect of $X_7$. A two-tailed test was appropriate to evaluate the coefficients of the construction and testing parameters and their significance. Table 4 displays the $p$-values corresponding to a single test for $\beta_7$ and the $p$-values associated with a two tailed test for the other coefficients. Similarly to Table 3, the positive and negative signs indicate the sign of the coefficients.

3.2.1 Results and interpretation

The regression analysis shows that the cavity level effect ($X_7$) was significant for 1-propanol and cyclohexanone level, ($p = 0.01$and $p = 0.007$ respectively) and highly significant for the level of furan 3-methyl and alpha pinene ($p = 0.000$) in the sampling chamber. The application of the one-tailed test confirmed that the coefficient of the cavity was significantly positive, which confirmed the transport from the cavity to the sampling chamber. The reason for the high significance of the constant $\beta_0$ on the level of pentadecane ($p = 0.004$) and cyclohexanone ($p = 0.003$) is not clear.

Except for pentadecane which was negatively affected by the ambient condition ($X_1$) ($p = 0.009$, significant), none of the construction design parameters ($X_1...X_6$) had a significant effect on the level of MVOCs in the sampling chamber. The level of furan 3-methyl in the background ($X_8$) had a negatively significant effect ($p = 0.01$) on that in the sampling chamber. By contrast, the background level of alpha Pinene had a positively significant effect on the level of this compound in the sampling chamber. The level of alpha pinene in the sampling chamber appeared to be significantly affected by both cavity and background levels; however, the cavity effect had considerably higher significance level than the background. The apparent negative effect of the background level of furan 3-methyl on the level in the sampling chamber is difficult to interpret, however, in this case also, the positive effect of the cavity level was of considerably higher level of significance.

**TABLE 4: Analysis of the factors affecting MVOCs levels in sampling chamber**

<table>
<thead>
<tr>
<th>MVOCs</th>
<th>Value of $\beta_0$</th>
<th>$\beta_6$ (two-tailed)</th>
<th>$\beta_7$ (two-tailed)</th>
<th>$\beta_8$ (two-tailed)</th>
<th>Significance of the factors (p-values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Propanol</td>
<td>-1.70</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
</tr>
<tr>
<td>Cyclohexanone</td>
<td>16.9</td>
<td>0.003</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
</tr>
<tr>
<td>Furan 3-Methyl</td>
<td>-0.831</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
</tr>
<tr>
<td>Alpha Pinene</td>
<td>430323</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
</tr>
<tr>
<td>Pentadecane</td>
<td>35.2</td>
<td>0.004</td>
<td>0.009</td>
<td>(-)</td>
<td>(-)</td>
</tr>
</tbody>
</table>
4. Concluding remarks

This study had three objectives: a) identifying the mold related VOCs, and b) analyzing the transport of these MVOCs through the specimens, and c) finding the effect of six experimental parameters on this transport. Five VOCs (1-propanol, cyclohexanone, furan 3-methyl, alpha pinene and pentadecane) were found to be related to mold growth. Three of these compounds, cyclohexanone, furan 3 methyl and alpha pinene, are reported in the literature as mold related VOCs, while the remaining two (1-propanol and pentadecane) were regarded as MVOCs in this research, due to the high significant effect that the mold presence exerts on their concentration in the cavity.

The ambient condition had a negative effect on the majority of the MVOCs in the cavity, demonstrating that their level decreased significantly after the wetting process. This did not necessarily indicate that wetting reduced MVOCs concentrations. The time taken for the wetting (6 weeks) may have allowed the VOCs to be diluted or deeply absorbed.

The construction parameters did not show consistent effects on the levels of MVOCs, where some factors affect the concentration of a particular compound and do not affect the others. The effect of the material (vapor barrier, insulation, or sheathing) on the cavity concentration level of a particular MVOC implied that this MVOC was emitted by the wall material, which would exclude it as a potential mold indicator.

The analysis of the MVOCs transport was conducted on the concentration data collected in the sampling chamber. The regression analysis showed that for all MVOCs (except for pentadecane), the cavity levels significantly affected the levels in the sampling chamber, thus confirming the transport of MVOCs from the cavity to the sampling chamber.

The construction factors (vapor barrier, insulation, and sheathing) and air path design did not show a significant effect on the MVOCs level in the sampling chamber, implying they do not significantly affect the transport process.
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SUMMARY:

Accelerated climate ageing investigations are carried out in order to study the durability of various building materials in a substantial shorter time span than natural weather ageing would have allowed. Climate parameters like temperature (including freezing/thawing cycles), relative air humidity, water spray amount, solar and/or ultraviolet radiation and exposure duration are controlled in different climate ageing apparatuses. Various ageing processes in the building materials, ageing both by natural and accelerated climate exposure, may be studied in an attenuated total reflectance (ATR) fourier transform infrared (FTIR) radiation analysis following the decomposition and/or formation of chemical bonds in materials or products.

The ATR-FTIR experimental method represents a powerful measurement tool on various materials. This method may be applied on both solid state materials, liquids and gases with none or only minor sample preparations, also including materials which are non-transparent to IR radiation. Such a facilitation is made possible by pressing the sample directly onto various crystals with high refractive indices, e.g. diamond, in a special reflectance setup. Thus ATR saves time and enables the study of materials in a pristine condition, i.e. the comprehensive sample preparation by pressing thin KBr pellets as in traditional FTIR transmittance spectroscopy is avoided.

However, the ATR-FTIR analysis of different building material samples exhibit various levels of experimental difficulties. In this investigation we have studied the FTIR spectra of climate weathered wood, wood rot, mould fungus on wood, mould fungus on plaster board and plastic degradation by ultraviolet radiation.

Both qualitative and quantitative results may be obtained by an ATR-FTIR analysis using regular recordings of FTIR spectra. In order to determine the ageing progress and assess the effective lifetime of materials, components or products, FTIR spectra should be recorded both before, during and after the climate ageing. Hence, FTIR may be developed as an important tool to track the condition of various materials, components and products during the lifetime of a building, and thereby be applied as a tool for condition assessment, selection of maintenance intervals and service life prediction of buildings.

1. Introduction

The climate ageing of various building materials represents a substantial strain to the buildings, both on a material, component and structural basis. The climate factors may be divided into the following:
• Solar radiation including ultraviolet (UV), visible (VIS) and near infrared (NIR) radiation.
• Ambient infrared (IR) heat radiation (the resulting elevated temperature increases the rate of chemical degradation reactions, and also the rate of growth of rot and fungus up to limiting temperatures).
• Temperature changes/cycles (relative temperature movements between different materials, number of freezing point passes during freezing/thawing).
• Water, e.g. moisture, relative air humidity, rain (precipitation), wind-driven rain.
• Wind.
• Erosion (also from above factors).
• Pollutions (e.g. gases and particles in air).
• Microorganisms (in general).
• Time (determining the effect for all the factors above to work).

Note that wood rot and mould fungus specifically, may not be listed as climate factors, i.e. the wood rot and mould fungus are in this context viewed as (unwanted) results of the specific climate factors moisture and temperature for a certain exposure time with a sufficient supply of nourishment (e.g. wood). In fact, although commonly not regarded as so, the availability of fungal spores may be seen as a special climate exposure factor. Fungal spores are almost always present, except under sterile conditions.

The various building materials have different resistance and durability towards the different climate exposure factors. It is important to protect the assorted materials versus the climate influence as a single material failure due to climate ageing may lead to failure of the whole building component and in the worst case even jeopardize the whole building structure. A material’s resistance towards climate strains has therefore a direct impact on both economical and safety issues during the whole lifetime of a building. Various strategies exist to protect the materials versus deterioration, e.g. paints, varnishes and impregnation for wooden claddings and UV stabilizers for polymers like polyethylene, polypropylene, etc.

Natural climate ageing processes take long time to proceed, and often the buildings in question are supposed to be erected in the close future, i.e. it is impossible to wait for results from a long-term outdoor natural exposure test. To provide results fast enough, and within economical limits, accelerated climate ageing tests may be conducted. It is important not to induce any changes or chemical reactions in the materials that would not occur during an outdoor natural ageing process. That is, in an accelerated ageing test, only processes which would also occur in an outdoor natural ageing should be initiated and accelerated. For example, UV radiation with lower wavelengths than what exists in natural solar radiation should definitely not be applied in an accelerated climate ageing apparatus, as the short-wave UV radiation may bring about a degradation and chemical reactions that would never take place in nature. Earlier accelerated ageing apparatuses were in fact too often employing larger amounts of UVB radiation with too low wavelengths.

In this work we are trying to utilize the attenuated total reflectance (ATR) fourier transform infrared (FTIR) radiation experimental technique in order to study degradation of various building materials exposed to (accelerated) climate ageing. The ATR-FTIR technique makes it possible to study materials which are non-transparent to IR radiation in a pristine condition. That is, the extensive, time-consuming and often cumbersome sample preparation by pressing thin KBr pellets as in traditional FTIR transmittance spectroscopy is avoided. The traditional technique might even change the sample material in question. The ATR technique is based on a special reflectance setup where the sample is pressed directly onto various crystals with high refractive indices, e.g. diamond. One goal is to be able to quantitatively determine the wood decay by performing ATR-FTIR analysis. Fortunately, for life time predictions, it is not necessary to identify what species are formed/degraded, as it is sufficient to determine quantitative relative changes.

Experimentally the task is challenging. Firstly, for some materials it may be difficult to differentiate the degradation products on the attacked sample from the substrate material itself. Secondly, it may be complicated to be able to distinguish between various degradation products. Thirdly, some building materials are not homogenous, which may complicate the measurements. Finally, with the ATR technique it is important to achieve and ensure a good contact with no air pockets between the sample and the ATR crystal in order to obtain correct quantitative results. Several building materials have so relatively hard and rough surfaces that such a good contact might be difficult to achieve, and especially to ensure that the actual contact is the best one attainable.
Five different building material degradation categories are chosen in the work presented here, namely:

- Climate weathered wood.
- Wood rot.
- Mould fungus on wood.
- Mould fungus on plaster boards.
- Plastic degradation by ultraviolet radiation.

As we will see in the following, these five degradation categories exhibit various experimental difficulties.

Various works are carried out applying IR spectroscopy in studies of wood weathering and wood photodegradation, e.g. by Anderson (1991), Colom (2003), Humar (2006), Mohebby (2005), Pandey (2003, 2005), Sudiyani (2003) and Yamauchi (2004) and co-workers. Anderson et al. (1991) studied the effects of artificial weathering of softwoods and hardwoods with water alone, sunlight (xenon lamp) alone and both water and sunlight applied in conjunction. ATR analyses were performed by Humar et al. (2006) and Mohebby et al. (2005). Miscellaneous works are performed by applying IR spectroscopy in various studies of microorganisms, e.g. by Fischer (2006), Irudayaraj (2002), Kos (2002), Mohebby (2005), Naumann (2005), Ngo-Thi (2003), Orsini (2000), Pandey (2003, 2004) and Wenning (2002) and co-workers. Kos et al. (2002), Mohebby (2005) and Orsini et al. (2000) performed their works by employing the ATR-FTIR spectroscopical technique, which they describe as promising and with many advantages in these types of investigations. Several works are also carried out using IR spectroscopy in various studies of weather ageing and photodegradation of different polymer materials, e.g. by Commereuc (1997), Croll (2003), Gerlock (1998) and Muasher (2006) and co-workers. More general literature concerning photodegradation of polymers may be found in Pospíšil et al. (2006), Rånby and Rabek (1975) and Rabek (1995, 1996). The common practice and most widely applied experimental method is the traditional KBr pellet sample technique in infrared transmittance modus. Although there exists many experimental challenges using the ATR-FTIR method on various solid state materials (e.g. wood and fungus), this method is nevertheless very promising and with many advantages and is therefore the subject of our investigations in this work.

2. Experimental

2.1. Sample Materials

The results presented here is part of a larger study where several different building material samples are being subjected to both natural weather ageing and various accelerated climate ageing apparatuses. However, due to length limitations for this article, only one selected sample from each category is shown in the following:

<table>
<thead>
<tr>
<th>Sample</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>Pine heartwood, Pinus silvestris L., measured dry mass density of 0.48 kg/dm³. Raw, non-impregnated sample.</td>
</tr>
<tr>
<td>Wood Rot</td>
<td>Wood rot on wood, area on wood piece heavily infected with wood rot.</td>
</tr>
<tr>
<td>Wood Fungus</td>
<td>Mould fungus on wood. Mould fungus scraped off from wood, i.e. measured on a small mould fungus powder pellet.</td>
</tr>
<tr>
<td>Plaster Fungus</td>
<td>Mould fungus on plaster board. Mould fungus scraped off from GU plaster board, i.e. measured on a small mould fungus powder pellet.</td>
</tr>
<tr>
<td>Plastic</td>
<td>High density polyethylene (HDPE), intended for application as water barriers/repellants around building foundation walls.</td>
</tr>
</tbody>
</table>

The small sample materials for the FTIR measurements have been collected from the larger samples depicted in Figure 1. For the Plastic sample the FTIR measurements have been performed directly on the sample shown in Figure 1.
FIG. 1. Photos of the Wood, Wood Rot, Wood Fungus, Plaster Fungus and Plastic samples. Small pieces are cut from the samples for use in the FTIR investigations, except the Plastic sample which is used directly.

2.2. Accelerated Ageing in QUV Apparatus

The accelerated ageing of the Plastic sample shown here was performed in a QUV apparatus, Weathering Tester Horizontal Option with Ponding and Water Spray (The Q-Panel Company, Cleveland, Ohio, USA), which subjected the sample to UV radiation at a constant air temperature of 50°C. The UVA and UVB intensities are averaged to 28 W/m² and 2.8 W/m², respectively. No water spray was applied. The shortened form QUV is applied throughout the text as an abbreviation for this specific exposure.

2.3. Accelerated Ageing in Atlas Solar Simulator

The accelerated ageing of the Wood sample shown here was carried out in an Atlas SC600 MHG Solar Simulator climate chamber with a 2500 W MHG lamp. The wood sample was tilted a bit from the horizontal (8 ± 2°) in order to let the water run off the surface. The sample was placed in the climate chamber with a distance of approximately 55 cm from the climate chamber glass ceiling to the samples, where the solar radiation intensity is reported to be 1200 W/m² at 100 % lamp power intensity. During the ageing period the UVA and UVB radiation intensity was measured at various times to be lying within the interval 60-80 W/m² and 3-6 W/m², respectively. The UV measurements were performed with a radiometer/photometer Model IL 1400A (International Light) with an UVA sensor and an UVB sensor. Note that a 6 % UVA fraction (like in sunlight) of the total solar intensity (1200 W/m²) yields 72 W/m² UVA radiation. The exposure duration consisted of 115 whole cycles of 24 hours, each cycle divided into 20 hours with a solar radiation intensity of 1200 W/m² and 4 hours with water spray and no solar radiation exposure. The two water spray nozzles gave each 0.5 dm³/min, i.e. 1 dm³/min in total, which gives approximately 1.7 dm³/(m²·min) assuming an even horizontal water distribution at the sample location in the whole climate chamber. Integrated up, the solar radiation (MHG lamp) energy is 24 kWh/m² per day and 2760 kWh/m² during 115 days. Likewise, assuming 70 W/m² as an average, the UVA radiation energy is 1.4 kWh/m² per day and 161 kWh/m² during 115 days. The temperature and relative air humidity were held constant at 63°C and 50 % RH during the solar radiation exposure and at 10°C and close to 100 % RH during the water spray application. The shortened form Atlas is applied throughout the text as an abbreviation for this specific exposure.
2.4. FTIR Measurements

The FTIR material characterization was carried out with a Thermo Nicolet 8700 FTIR spectrometer with a Smart Orbit accessory, i.e. a horizontal attenuated total reflectance (HATR) accessory (single reflection) with a diamond crystal, in the wavelength range 4000 cm\(^{-1}\) (2.5 µm) to 400 cm\(^{-1}\) (25 µm) in an atmosphere with minimized CO2 and H2O content through purging by a Parker Balston 74-5041 FTIR Purge Gas Generator. Each FTIR spectrum presented is based on a recording of 32 scans at a resolution of 4 cm\(^{-1}\). In order to ensure satisfactory contact between the ATR diamond crystal and the sample, a minimum of three or more FTIR spectra were recorded at various locations on the sample. The FTIR spectra given in this work have not been ATR corrected, neither with respect to penetration depths nor absorbance band shifts, which both are dependent on the refractive indices of the sample and the ATR crystal (diamond in this case) and the angle of incident radiation. The penetration depth is in addition also dependent on the radiation wavelength. Note that it should always be stated if an ATR-FTIR spectrum has been ATR corrected or not, e.g. important during computerized database spectra comparison searches.

3. Results and Discussion

FTIR transmittance spectra versus wave number between 4000-400 cm\(^{-1}\) for the different building material samples at various ageing levels are presented in Figs. 2-4 (left). Further close-ups of these spectra are shown as FTIR absorbance versus wave number are also shown in Figs. 2-4 (right). Furthermore, an unexposed wood sample and an unexposed GU plaster board sample are depicted in Figure 3. In addition in Figure 3, as a reference to avoid any misinterpretations, the distilled water, non-dried gypsum and dried gypsum spectra are also plotted. Note that the irregularities in the FTIR spectra between 2200-1900 cm\(^{-1}\) (Figs. 2-4) are due to the very large absorption in the ATR diamond crystal between these wave numbers, which represents the weak point in an otherwise excellent material choice for ATR applications.

As the absorption of electromagnetic radiation, e.g. IR radiation, follows the Beer-Lambert law, i.e. the radiation is decreasing exponentially with the penetration depth in the actual material, it is often helpful to plot the spectra on a logarithmic absorbance scale vs. wavelength. Hence, a representative spectrum is chosen from each of the samples and plotted on a logarithmic absorbance scale for quantitative studies. Mathematically and physically it follows that a doubling of the logarithmic absorbance, also called optical density, is interpreted as a doubling of material thickness or a doubling of concentration of absorption active agents.

The building material decay makes the sample material undergo chemical changes and may then as a result of the chemical reactions change the actual thickness of the sample. In this work the experiments are conducted by applying the ATR equipment with the FTIR spectrometer. Hence, the IR radiation is only penetrating into a thin surface layer of the actual sample. With respect to the experiments carried out in this work, the material thickness will then be regarded as approximately constant, i.e. the change in the IR absorbance is explained by an increase or decrease of absorption active species within the sample material undergoing the chemical transformation. Also note that different adjacent neighbour atoms in a compound, e.g. in a polymer chain, will shift the wave number somewhat for the absorbance peak corresponding to the chemical bond in question.

By inspecting the FTIR spectra in Figure 2 (and other spectra not shown here) more closely it is found that several absorbance peaks in the fresh, non-aged wood samples are diminished and finally vanished during the accelerated ageing in the Atlas Solar Simulator. These absorbance peaks are located around 1730-1710 cm\(^{-1}\) (varying with different wood specimens), 1510 cm\(^{-1}\), 1260 cm\(^{-1}\) and 810 cm\(^{-1}\). The peak around 1730-1710 cm\(^{-1}\) are attributed to carbonyl (C=O) stretching in hemicellulose, whereas the peak around 1510 cm\(^{-1}\) arises from the C=C stretching of the aromatic ring in lignin. These two peaks located around 1730-1710 cm\(^{-1}\) and 1510 cm\(^{-1}\) represent good candidates for studying wood decay by climate ageing through FTIR analysis. For the Wood sample (Figure 2) there are some other changes (i.e. increase and/or decrease) in the absorbance peaks during the ageing period also, but generally no completely disappearance of peaks and neither appearance of new peaks. Note that the water absorbance peaks are located at 3265 cm\(^{-1}\) (broader peak, -OH) and 1637 cm\(^{-1}\) (narrower
peak, -O-), and changes in the FTIR spectra around these wave numbers might also be due to various moisture levels in the samples.

In Figure 3 the narrow, large ellipse encircles FTIR absorbance peaks which may be related to mould fungus and/or wood rot, but this is more uncertain due to the water peak at this location. Note that any microbiological growth may increase the water content. Furthermore, in order to quantify any potential pollution (error) from any stray gypsum powder, the gypsum peaks are also depicted, as these falls in the same wave number range. The thick, small ellipse in Figure 3 encircles FTIR absorbance peaks which are found to be characteristic for the mould fungus and wood rot. These peaks, also including the other samples not shown here, lie between 1558 cm⁻¹ and 1535 cm⁻¹. That is, the chemical bonds which is the source for the absorbance peaks at these wave numbers, are found to be present and characteristic for the various mould fungus and wood rot products studied in this work.

An inspection of Figure 4 reveals that due to the ageing processes large absorbance peaks are growing up at wave numbers around 1732 cm⁻¹ and 1713 cm⁻¹ and also around 1200 cm⁻¹. The peaks around 1732 cm⁻¹ and 1710 cm⁻¹ are attributed to carbonyl (C=O) stretching, i.e. an oxidation of the polymer occurs during UV exposure in the QUV apparatus.

Experimentally, all these solid state samples had so hard and rough surfaces that it could be difficult to obtain a good contact with no air pockets between the sample and the ATR crystal, and especially to ensure that this contact in fact was the best one attainable. The Plastic sample had the smoothest surface, and was therefore the easiest sample in this respect. In addition, the Plastic sample was homogenous, i.e. you are assured to be measuring on the same material over the whole sample surface. For the Wood, Wood Rot, Wood fungus and Plaster Fungus samples it could be rather difficult and time-consuming to differentiate the degradation products on the attacked samples from the substrate materials themselves and to be able to distinguish between various degradation products.

Hence, in this preliminary study it has been demonstrated that the ATR-FTIR spectroscopical technique may be applied in order to detect different levels of climate induced building material decay or ageing. Further studies and experimental investigations are needed in order to elaborate the suitability, the reliability, the limitations and the future potential possibilities of this method. Note that miscellaneous building material samples exhibit various levels of experimental difficulties in the ATR-FTIR analysis. In future applications of this experimental method as a detection tool capable of differentiating between various building material decay or ageing levels, there is a need to build up large reference databases containing FTIR spectra of the different species.

**FIG. 2.** Transmittance vs. wave number between 4000-400 cm⁻¹ (left) and absorbance (logarithmic) vs. wave number between 1900-700 cm⁻¹ (right) for the Wood sample during accelerated ageing in an Atlas Solar Simulator.
FIG. 3. Transmittance vs. wave number between 4000-400 cm\(^{-1}\) (left) and absorbance (logarithmic) vs. wave number between 1800-1400 cm\(^{-1}\) (right) for the Wood Rot, Wood Fungus and Plaster Fungus samples. In addition, the water spectrum is included as a reference. In the close-up spectra (right), unexposed wood, unexposed GU plaster board, water, non-dried gypsum and dried gypsum spectra are also plotted as a comparison. See discussion in text about the FTIR absorbance peaks within the narrow, large (left) and thick, small (right) ellipse encircling the absorbance peaks.

FIG. 4. Transmittance vs. wave number between 4000-400 cm\(^{-1}\) (left) and absorbance (logarithmic) vs. wave number between 2000-1500 cm\(^{-1}\) (right) for the Plastic sample during accelerated ageing in a QUV apparatus.

4. Conclusions

Miscellaneous building material samples exhibit various levels of experimental difficulties in a attenuated total reflectance (ATR) fourier transform infrared (FTIR) spectroscopical analysis. Nevertheless, this preliminary study has demonstrated that the ATR-FTIR technique may be applied in order to detect different levels of climate induced building material decay or ageing. However, further studies and experimental investigations are needed in order to elaborate the suitability, the reliability, the limitations and the future potential possibilities of this method.
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SUMMARY:
Sorption hysteresis of wood is modelled using a modification of the independent domain approach by taking into account capillary condensation as a hysteretic process and film adsorption as a non-hysteretic process. A change in moisture content in the porous material is the result of the behaviour of an assemblage of different sorption domains, described by a distribution function. A new description of the integrated distribution function is introduced, which can be identified from measured main adsorption and primary desorption curves. The model is validated by simulating the sorption moisture behaviour of wood in dynamic sorption tests for the three orthotropic directions.

1. Introduction
Sorption hysteresis of wood is known already for more than 100 years. Kollmann (1968) refers to van Bemmelen (1896), who published work in 1896. A simple elegant framework for modelling hysteresis is the Preisach model (Preisach, 1935). The Preisach model has been extensively used by Everett (1967) to model scanning curves and subloops in capillary condensation hysteresis. In the independent domain theory by Everett, each pore domain behaves as an independent isolated system that is in direct contact with the external environment. Mualem (1974) presented an independent domain model for hysteresis based on the similarity hypothesis, that requires only the boundary isotherms to predict the scanning curves. These models were explored by Peralta (1995, 1998a, 1998b) for describing sorption hysteresis of wood. Coasne et al (2005) proposed a modification to the original domain theory by taking into account the presence of a film of absorbed water on the non-wetted pores. More sophisticated models have been developed to describe the interaction of individually non-hysteretic units, where rules for the evolution of fluid configurations in pore networks are included (Guyer and McCall 1996, Carmeliet et al. 1999).

Recent work on sorption hysteresis was performed by Derome et al. (2003) and Time (2002) using scanning curves for sorption in wood. Carmeliet et al. (2005) formulated a hysteresis model based on the work of Mualem for oak and compared the results to the phenomenological model of Pedersen (1990) and Rode and Clorius (2004). In Zillig et al. (2007) and in Derluyn et al. (2007), the hysteresis model was applied respectively to spruce and paper, a wood-derived material. It was shown that water vapour permeability in a hysteretic model is dependent on the moisture content and not on relative humidity.

In this paper, we first present a hysteresis model, based on the work of Coasne et al (2005), taking into account the presence of a film forming process in not-filled sorption sites. Then, the hysteresis model is validated by comparing experimental results obtained in a dynamic sorption test.
2. Hysteresis model

2.1 Independent domain theory and PM model

Following the independent domain approach, the porous material contains a number of domains or sorption sites, which behave independently. Figure 1 describes the typical behaviour of a sorption site. With increasing relative humidity, first monolayer adsorption occurs, followed by multilayer adsorption forming a liquid film of increasing thickness. The film forming process is described by the function $m_f(\phi)$. At a critical relative humidity $\phi_a$, the sorption site becomes totally filled by capillary condensation, resulting in a jump $m_c(\phi_a, \phi_d)$ in moisture content from $m_f(\phi_a)$ to a moisture content $m_T(\phi_a, \phi_d)$. When the relative humidity decreases again, the site evaporates at a relative humidity $\phi_d$, resulting in a jump back to a moisture content $m_f(\phi_d)$. Since $\phi_d \leq \phi_a$, hysteresis occurs between adsorption and desorption. Remark that the jump $m_c$ in adsorption does not equal the jump in desorption, which leads to a hysteresis effect due to the difference in film thickness in adsorption and desorption.

$$M_f(\phi) = \int \rho(\phi_a, \phi_d) m_f(\phi) d\phi_a d\phi_d$$
$$M_c(\phi) = \int \rho(\phi_a, \phi_d) m_c(\phi) d\phi_a d\phi_d$$
$$M(\phi) = M_f(\phi) + M_c(\phi)$$

For determining the integrals, the PM density $\rho(\phi_a, \phi_d)$, and the functions $m_f(\phi)$ and $m_c(\phi)$ have to be known. However, a direct determination of these functions is impossible. To simplify the identification process, we do not determine these specific functions directly, but only determine their integrals $M_c$ and $M_f$. 

A porous material consists of a number of sorption sites. Changes in moisture content in a porous material are the outcome of the behaviour of an assemblage of independent sorption sites. An efficient way to represent sorption sites is to map a site characterized by $(\phi_a, \phi_d)$, on the half $\phi_a-\phi_d$ space, also called the PM space (referring to Preisach 1935 and Mayergoyz 1985). The PM space is represented in Figure 2b. On the PM space, a frequency density distribution $\rho(\phi_a, \phi_d)$ is generated, called the PM distribution, representing the number of sorption sites in $(\phi_a+\phi_d, \phi_a+\phi_d)$. The PM space is triangular, since $\phi_d \leq \phi_a$. A typical snapshot of the PM space after a RH loading history is given in Figure 2a. The region of sites filled by capillary condensation is denoted $\Omega$. The region of sites, where only film forming occurred is denoted $\Gamma$. Performing integration over the respective domains gives the moisture content due to respectively film forming and capillary condensation.
Capillary condensation is considered to be hysteretic and described by the PM model. Capillary condensation leads to the total filling of a sorption site accompanied by the disappearance of the adsorbed film. This means that when capillary condensation takes place in more and more sites, the moisture content due to film forming $M_f$ will decrease. At RH = 100%, no water film will be present, or $M_f(1)=0$. The moisture content due to capillary condensation $M_c$ attains the maximum moisture content, or $M_c(1)=M_{max}$. The influence of capillary condensation on the moisture content due to film forming can be described as

$$M_f(\phi) = G(\phi) \left( 1 - \frac{M_c(\phi)}{M_{max}} \right)$$  \hspace{1cm} (3)

where $G(\phi)$ is a function which describes the film forming process, when no capillary condensation would occur. Equation 3 shows that, although we assume that the film forming process in the pore scale is non hysteretic, the resulting moisture content $M_f$ becomes hysteretic, since the moisture content $M_c$ in equation 3 is hysteretic.

To determine the moisture content due to capillary condensation by the PM approach, we use the integrated PM (IPM) approach. The function $H$ in the IPM space is defined as

$$H(\phi_a, \phi_d) = \int_{\phi_a}^{\phi_d} \int_{\phi_a}^{\phi_d} \rho(x, x_d) m_f(x) \, dx \, dx_d$$  \hspace{1cm} (4)

where $H$ equals the integral over the triangle $(\phi_{d1}, \phi_{a1})$, $(\phi_{d1}, \phi_{d1})$, $(\phi_{d1}, \phi_{a1})$. By the introduction of the IPM function $H$, the integral $M_c$ in equation 1 can be calculated as
\[ M_c(\phi) = H(\phi_{a1}, \phi_{d1}) - H(\phi_{a2}, \phi_{d2}) + H(\phi_{a3}, \phi_{d3}) - H(\phi_{a4}, \phi_{d4}) + \ldots 
= \sum_{i=1}^{n} H(\phi_{a_i}, \phi_{d_i}) - H(\phi_{a_i}, \phi_{d_{i+1}}) \]  

(5)

with \( n \) the number of vertical boundary segments. Keeping track of the boundary between the regions \( \Omega \) and \( \Gamma \), the moisture content \( M_c \) can be determined summing and subtracting values of \( H \). The IPM function \( H \) covers the complete PM space, attains its maximum at the boundary axes, decreases towards the diagonal and becomes zero on the diagonal (Figure 2c). Therefore, we describe the IPM function as

\[ H(\phi_a, \phi_d) = H(1, \phi_d) \ast F(y) \quad \text{with} \quad y = \frac{\phi_a - \phi_d}{1 - \phi_d} \]

(6)

where \( H(1, \phi_d) \) is the boundary curve on the desorption axis. The function \( F(y) \) describes the decay from this boundary curve towards the diagonal. The functions \( H(1, \phi_d) \), \( F(y) \) and \( G(\phi) \) are described by exponential functions introducing five parameters. These parameters including \( M_{\text{max}} \) are determined from measurement data.

### 2.2 Adsorption and desorption scanning isotherms

The wood studied is spruce (Picea abies) from Bavaria, where all specimens were cut from the same log. The average dry density is 402 kg/m³. The sorption isotherm was measured by conditioning samples in a desiccator over saturated salt solutions at a controlled temperature of 23°C. The samples were initially dried at 50°C and 10 % RH. Intermediate desorption curves were obtained by a stepwise reduction of the relative humidity from the adsorption isotherm. The measurement data are given in Figure 3. The solid curves give the fitted adsorption and scanning desorption curves obtained from the hysteretic model.

### 2.3 Film forming and capillary condensation

Figure 4b gives the moisture content curves due to film forming and capillary condensation for the main adsorption, main and intermediate desorption curves. The moisture content variation due to capillary condensation shows a typical hysteresis behaviour as described by the PM model. As foreseeable from equation 3, we observe that, although the film forming process itself is considered to be physically non hysteretic at the pore scale, the moisture content variations due to film forming become hysteretic.

![Figure 3. (a) Measured adsorption isotherm (○), scanning desorption isotherms (▲) and hysteresis model predictions (solid lines). (b) Hysteretic isotherms due to capillary condensation and film forming](image-url)
3. Experimental validation

3.1 Experimental procedures

The samples were initially conditioned at 23°C and 54 % RH. Then the specimens were exposed to a step change in RH to 79.5 % during 14 days. Afterwards, the RH was again stepwise reduced to 54 % for another 14 days. Finally the RH was varied following a sinusoidal daily variation between 54 and 79 % RH. The test was performed for the three directions of wood (longitudinal, radial and tangential). The measurements are given in Figures 4. We observe that the response of wood in longitudinal direction is very fast compared to wood in tangential and radial directions. The different behaviour can be explained by the differences of the water vapour permeability for longitudinal, radial and tangential directions. The difference between tangential and radial directions is small. All specimens show hysteretic behaviour. Small differences in moisture content were observed between the two samples for each direction.

3.2 Water vapour transport model

Water vapour transport is described by combining Fick’s law and the conservation of mass equation

$$\rho \frac{\partial u}{\partial t} = \nabla \cdot (\delta \nabla p_v), \quad u = M(\phi)$$

(7)

with $\rho$ the dry density of the material, $u$ the moisture content, $p_v$ the water vapour pressure and $\delta$ the water vapour transport coefficient, depending on the vapour pressure. The boundary condition for vapour transport is given by $q = \beta(p_v - p_{vs})$ with $\beta$ the water vapour surface coefficient, $p_v$ the water vapour pressure of the environment, $p_{vs}$ the water vapour pressure at the surface of the material.

The water vapour transport coefficient is measured in adsorption for different RH ranges using the dry/wet cup method. The nonlinear adsorption vapour transport coefficient is described by

$$\delta_{ad}(\phi) = \frac{\delta_v}{a + b \exp(c \phi)}$$

(8)

The increase of the water vapour permeability with relative humidity is commonly attributed to the enhanced microscopic liquid water transport in water filled pores due to capillary condensation. The water vapour transport coefficient for hysteretic materials thus depends on the moisture content. Using the main adsorption isotherm $M_{ad}$

$$\delta(u) = \delta(M_{ad}^{-1}(u))$$

(9)

The material properties for the different directions are taken from Zillig et al. (2007). The surface transfer coefficient is fitted to the measurement data and assumed to be a constant.

3.3 Results

Figures 4 compare the simulated and measured response for the longitudinal, radial and tangential directions. A good agreement between simulations and measurements is obtained. Only the amplitude of the cyclic behaviour of spruce in longitudinal direction is underpredicted. In figure 4d, two additional variants for the tangential direction are examined. In a first case, the hysteretic effect is disregarded by using only the adsorption characteristics. In the second case, the water vapour permeability is assumed to depend on the relative humidity (as per eq. 8) and not on the moisture content. The results show clearly that in the first case (no hysteresis), the simulation overpredicts the moisture loss of the specimen in desorption. For the second case, the moisture loss in desorption is too slow when the water vapour permeability factor is assumed to be dependent on relative humidity. This can be explained by the fact that the vapour permeability dependent on RH is lower than the vapour permeability dependent on the moisture content.
Figure 4

4. Conclusions

Sorption hysteresis of wood (spruce) is modelled using a modified Preisach-Mayergoyz (PM) approach taking into account independently water film adsorption and capillary condensation. A change in moisture content in the porous material is the result of the behaviour of an assemblage of different sorption sites, which show a non-hysteretic film forming and a hysteretic capillary condensation process. It is found that, although film adsorption on the pore scale is non hysteretic, the moisture content due to film forming becomes hysteretic due to the hysteretic behaviour of the capillary condensation process. The model is validated by analysing the moisture content variations of specimens of wood exposed to different relative humidity conditions in a dynamic test. It is shown that the water vapour permeability in a hysteretic material is dependent on the moisture content and not on the relative humidity. The model demonstrates a good agreement with experimental data for the longitudinal, radial and tangential directions.
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SUMMARY:
Water contains various isotopes of oxygen and hydrogen. In the environment, apart from $^1$H and $^{16}$O, there are also their most common sister isotopes: deuterium D and $^{18}$O. Isotope fractionation (change in its concentration) occurs in any thermodynamic reaction. It is a consequence of the differences of thermodynamic properties for molecules with different isotopes. Therefore the knowledge of isotope fractionations will be useful during the analysis of moisture transport and processes involved.

To carry out the isotope analysis of pore water, which may be used to reveal the source of excessive water in building elements (Gudmundsson K. 2001), firstly one has to extrude water from voids. For this we tested three different methods of retrieving water from the porous material. Two of them, squeezing and evaporation, are direct methods. The third method is a dilution method, in which we take advantage of diffusion of isotopes from pores into surrounding water with known properties.

The influence of capillary suction on the hydrogen and oxygen isotopes abundance ratio was analyzed. In the last century water diffusion through the column of porous domain was used to separate isotopes. Material whose substantial part of voids are gel pores (cementitious materials) acts as a membrane during isotope transport separating lighter from heavier isotopes. In all these studies we tested transport processes taking place in samples built of light concrete $\rho = 960 \text{ kg/m}^3$, which was made of expanded clay aggregates and cement CEM I 32.5. The isotope analysis was performed at the University of Iceland in Reykjavik using mass spectrometer Finnigan DELTA XP. The results of carried out experiments indicate that moisture transport (capillary suction) has an influence on the isotopic composition of water. Therefore the isotope analysis can be useful in the investigation of moisture behaviour of porous building materials.

1. Introduction
Moisture is one of major concern when the durability of the structure is considered. To counteract properly against it, firstly one has to reveal its origin. The sources of moisture in buildings are numerous. The indoor air contains water vapor, which might condensates and accumulates in roofs and walls during normal diffusion transfer through the constructions. Rainwater constitutes other external water load, seeking directly through roofs and walls. In case of lack of sufficient horizontal water barrier (in old, historical buildings) water might be sucked from the surrounding soil.

The isotopic composition of water can reveal its origin and provide information about the physical processes, which the water has passed. It has recently been used in the fields of hydrogeology (Clark I.D. et al. 1989, Mazor E. 2004), geology (Javoy M. et al. 1986), and environmental science (Wagner R. et al. 2006). The preliminary research devoted to utilization of isotopes in building physics was performed by Gudmundsson (Gudmundsson K. 2001). The isotopic fingerprints of a water sample were used to determine the source of leakage.
Water contains various isotopes of oxygen and hydrogen. Besides $^1\text{H}$ and $^{16}\text{O}$ there appear also their most commonly sister isotope as deuterium D and $^{18}\text{O}$, which are naturally occurring isotopes. These isotopes are stable, which means that they do not spontaneously disintegrate by any known mode of decay, hence they might serve as a distinct signature to every water sample. Isotope fractionation (change in its concentration) occurs in any thermodynamic reaction. It is a consequence of a difference in the rate of reaction for molecules with different isotopes due to the differences of their thermodynamic properties. Therefore knowing the isotope fractionation of a particular water transport phenomenon and isotope ratio of water sample before and after some complex process one could estimate the contribution of particular phenomenon by inverse analysis.

In this study we tested three different methods of retrieving water from the porous material. Two of them are direct methods: squeezing the water from the sample and evaporation. The obtained water samples were directly tested. The last one is a dilution method, in which we take advantage of diffusion between the pore water and surrounding water with a known isotopic composition. Because we do not test directly the water from the porous material but surrounding water, it is called an indirect method. As it was mentioned above the isotopes may be used to determine the transport processes of water. Therefore in the second part of our study we tested how capillary suction influences the hydrogen and oxygen isotopes abundance ratio.

2. Terminology

As widely known water is built of hydrogen and oxygen elements. There appear various isotopes (different number of neutrons and the same number of protons) of these elements in the environment: $^1\text{H}$ – common hydrogen, $^2\text{H}$ – deuterium (D), $^3\text{H}$ – tritium (T), $^{16}\text{O}$ – common oxygen, $^{17}\text{O}$ – heavy oxygen (very rare), $^{18}\text{O}$ – heavy oxygen. While tritium is radioactive, there appear only two stable isotopes of oxygen and hydrogen in nature commonly (D, $^{18}\text{O}$). The isotope ratio of stable environmental isotopes describes the ratio of the two most ordinary isotopes of the element. A generally used term is the abundance ratio, $R$, which expresses the ratio of heavy to the light isotope. To avoid the systematic error of the particular mass spectrometer the relative isotopic concentration is introduced:

$$
\delta = \left( \frac{R_{\text{sample}}}{R_{\text{reference}}} - 1 \right) \cdot 10^3 \text{[‰]} 
$$

(1)

The reference for the abundance ratio $^{18}\text{O}$ and D in water is the Vienna Standard Mean Ocean Water (VSMOW). Isotope fractionation appears in any thermodynamic reaction because of differences in reaction rates for particles with different molecular composition. As a consequence the change of abundance isotope ratio on one side of the reaction occurs. It is expressed by the fractionation factor $\alpha$ which is the ratio of the isotopes ratios for the reactant and product:

$$
\alpha = \frac{R_{\text{reactant}}}{R_{\text{product}}} 
$$

(2)

As an example it may serve the fractionation of $^{18}\text{O}$ during the water evaporation:

$$
\alpha^{18}_{\text{water-vapor}} = \frac{^{18}\text{O}/^{16}\text{O}}{^{18}\text{O}/^{16}\text{O}}_{\text{vapor}} 
$$

(3)

Because of $^{18}\text{O}$-H bond between molecules is stronger than $^{16}\text{O}$-H, the $\text{H}_2^{18}\text{O}$ has a lower vapor pressure than $\text{H}_2^{16}\text{O}$. Therefore this reaction favors the lighter isotope, so the fractionation factor is grater than 1.

Together with the fractionation factor $\alpha$, there are some other useful parameters introduced. The isotopic separation, $\Delta$, defines the change of $\delta$ between two compounds:

$$
\Delta X - Y = \delta X - \delta Y 
$$

(4)

The enrichment factor, $\varepsilon$, expresses the isotopic difference:
\[ \varepsilon_{\text{reactant-product}} = \left( \frac{R_{\text{reactant}}}{R_{\text{product}}} - 1 \right) \cdot 10^3 = (\alpha - 1) \cdot 10^3 \% e \] (5)

All these factors are associated and the appropriate relationships can be easily derived.

As it was mentioned before the physical or chemical reactions of water are always accompanied by isotope fractionation. The main processes, which undergo water in building elements and materials, are listed below. The relations describing associated fractionation factors are also given (Clark I.D. et al. 1989).

Diffusion fractionation factor is defined by Graham’s Law, which links the ratio of diffusive velocity to the square root of mass ratio, as:

\[ \alpha_{\text{diffusion}} = \frac{m_X (m_Y + m_{\text{dom}})}{m_Y (m_X + m_{\text{dom}})} \] (6)

Where \( m_{\text{dom}} \) is the molar mass of the domain where diffusion takes place, \( m_X, m_Y \) are the molar masses of the heavy and ordinary isotopes appropriately.

Effusion fractionation factor is described by analogous relation:

\[ \alpha_{\text{effusion}} = \frac{m_X}{m_Y} \] (7)

The fractionation factor of the evaporation process depends on the temperature according to the formulas:

\[ 10^3 \ln \alpha \, ^{18}O_{\text{w-v}} = 1.137 \left( 10^6/T^2 \right) - 0.4156 \left( 10^3/T \right) - 2.0667 \] (8)

\[ 10^3 \ln \alpha \, ^2H_{\text{w-v}} = 24.844 \left( 10^6/T^2 \right) - 76.248 \left( 10^3/T \right) - 52.612 \] (9)

In diminishing reservoir the isotope ratio changes according to Rayleigh distillation equation. Isotope ratio \((R)\) is a function of its initial isotopic ratio, the remaining fraction of that reservoir \((f)\) and the equilibrium fractionation factor for the reaction \((\alpha_{\text{product-reactant}})\), as:

\[ R = R_o f^{(\alpha - 1)} \] (10)

3. Isotopes study of porous water

**FIG. 1: Adsorption isotherm of analysed concrete.**

In the presented research, transport of two most common isotopes of oxygen and hydrogen in light concrete were studied. Concrete, \( \rho = 960 \text{ kg/m}^3 \), was made of CEM I 32.5 and expanded clay aggregates. The samples were
formed six years ago, hence we assumed that hydration of cement is almost completed. Therefore no additional fractionation due to hydration is taken account during isotopic analysis. The diffusion coefficient for concrete was determined using wet cup method, $D = 1.47 \times 10^{-6} \text{[m/s$^2$]}$ (Gudmundsson K. 2003). The adsorption isotherm was measured by means of saturated salt solutions for five different relative humidities: 11%, 43%, 76%, 95% and 100% at 20°C is presented in Figure 1.

In order to determine the isotope abundance ratio of a water sample three different methods were proposed and tested. Two of them are direct methods: squeezing water from the sample using hydraulic press and evaporation of water in a rotary evaporator, Figure 2. The last one is a dilution method, in which we take advantage of diffusion of pore water in surrounding water with distinct isotopes ratio.

**FIG. 2: Rotary Evaporator LABOROTA 4002-digital and vacuum pump.**

The isotope abundance ratio of water samples was determined in the Institute of Earth Science in University of Iceland using a mass spectrometer Finningan Delta$^{+}\text{XP}$. In both experiments the porous material was initially fully saturated with water.

**FIG. 3: Isotope abundance ratio of water retrieved by squeezing and evaporation.**

The evaporation took place in the rotary evaporator LABOROTA 4002-digital, Figure 2. Crashed sample of about 300-500 cm$^3$ was put into the spherical glass vessel, which then was immersed into the hot oil. It caused evaporation of pore water. Then water vapor condensed onto a spiral pipe, which was kept cold by ordinary tap water flowing through it. The set of connected vessels and pipes was airtight with controlled air pressure inside.
by vacuum pump. Condensed water drops were collected in the container. This method allowed us to retrieve about 50% of pore water.

For squeezing the sample of about 10 cm$^3$ was used. Samples were prepared in the same way as for the evaporation experiment. Squeezing allows water to escape through grooves, carved in the base plate of the equipment. Water, which was used to fill the porous sample, was collected for comparison. The squeezing lasted about 10 minutes; load applied was 50 kN and the diameter of cylinder about 3 cm. We were able to retrieve about 30% of the water from the pores.

Figure 3 shows the isotope composition of water retrieved by squeezing and by evaporation compared with original water. There is a small isotope fractionation induced by squeezing and quite substantial caused by evaporation. The fractionation in both of the analyzed processes is parallel to the Meteoric Water Line hence it is caused by both evaporation and condensation processes.

![Figure 4](image1.png)

**FIG. 4:** Change of hydrogen isotope ratio of surrounded water as a function of time and different initial isotopes ratio of pore water.

![Figure 5](image2.png)

**FIG. 5:** Change of hydrogen isotope ratio of surrounded water as a function of time and different initial isotopes ratio of pore water.

The dilution method is based on diffusion of isotopes from porous material to surrounded water with distinct isotope ratio. The diffusion in this experiment can be modelled as 1D problem using II Fick’s Law, as expressed:
\[
\frac{\partial c}{\partial t} = \nabla \cdot (D \nabla c) \tag{11}
\]

where \( n \) – porosity, \( c \) – isotope concentration, \( D \) – diffusion coefficient. Because \(^2\text{H}\) and \(^{18}\text{O}\) concentration is very low their influence on the water density in equation (11) is neglected. It is also assumed that porosity does not change during the diffusion process. The equation is solved numerically; FEM and FDM are used for discretization of space and time respectively. Diffusion causes the isotope transport and therefore changes the isotope ratio in the surrounded and porous water simultaneously. At the end of the experiment the concrete sample was removed. The mixed water with homogeneous isotope concentration was collected for isotope measurement. By solving the inverse problem one is able to calculate the initial isotope ratio of the pore water. The thickness of the concrete samples equal 3 cm and the length of container equals 16 cm. The changes of isotope ratio D/H of surrounded water versus time are graphically presented in Figure 4, 5. Due to symmetrical boundary conditions, isotope transport was simulated for a half of the container, assuming zero mass flux on the plane of symmetry. Figure 4 represents the experiment (a) where, the isotope ratio in water occupying the porous material was higher than the surrounded water at the beginning, while the Figure 5 shows the results for the experiment (b) in which the initial isotope concentration was opposite. High concentration of deuterium in surrounding water was obtained by dissolving heavy water into ordinary tap water. By this way we are able to create any gradient of isotope concentration.

Based on the above curves and measured average isotope ratio of surrounded water at the beginning and at the end of the experiment (dots on the graphs) one is able to estimate the initial isotope ratio of the pore water. For comparison we measured isotope ratio of the pore water at the beginning of the experiment (a) and (b): 1,007 and 0,301 respectively. For both experiments, but especially for (b) with high isotope concentration gradient, we obtained quite good agreement between experimental data and the numerical simulation. For the convenience of reader all results are presented in their relative values, \( c = 1 \) for isotope concentration of the surrounding water in the container at the beginning of the experiment.

4. Changes of isotope ratio during capillary suction

The capillary suction occurs in building materials when there is no sufficient horizontal moisture barrier on the foundations or by heavy rains. Capillary transport also appears when water islands in the smallest pores are formed. In this case one can observe the following moisture transport mechanism; diffusion, condensation, capillary transport, evaporation, diffusion.

![Graph](image-url)  
**FIG. 6:** Abundance ratio of isotope \(^{18}\text{O}\) as a function of time.
During the suction experiment we also determined the capillary suction coefficient, $B = 0.32 \text{ [kg/m}^2\text{s}^{0.5}]$. Blocks of concrete were cut into quadratic prism and were dried to constant mass. Lateral surface were coated with impermeable painting AquaStop to prevent any additional evaporation. Then, samples were put into water (1 cm of its high) to allow water to be absorbed.

The bottom and top area of the samples was 40 cm$^2$ while the height was 10 cm. Water samples were collected from the box at the beginning and at the end (15 days) of the experiment. Additionally we gathered water from the top of the concrete sample after 5, 10 and 15 days using a wettex sheet, which does not disturb the isotopic composition. The top of the sample and wettex sheet lying on it were covered by an impermeable material to prevent evaporation and additional isotope fractionation. Results are presented in Figures 6, 7 and 8.

One can notice depletion of heavier isotopes in water remaining in the box. It is caused by enrichment of heavier isotopes in water absorbed due to capillary forces. Increase of both $\delta^{18}O$ and $\delta^2H$ of water collected at the top of the concrete sample is observed, see Figure 6,7 and 8. At the first period of suction 5-10 days the change of isotope abundance ratio is parallel to the Global Meteoric Line.
5. Discussion and further research

Many physical and chemical processes influence the isotopic composition of water. Regarding transport of moisture in building materials their effects are well recognized and described by the fractionation factor. Therefore it might be helpful in providing the information about transport mechanisms of water and water vapor and their contribution in the total moisture flux through and within building envelopes.

The process of retrieving water from porous material is crucial and might determine failure or success of the whole research. Therefore three different methods of extruding water from material were carefully tested. Two of them are direct: evaporation, squeezing while the other is indirect: dilution, where the solution of porous water is tested in mass spectrometer. As one can notice the best results were obtained for squeezing water from the samples. Although the evaporation resulted in greater fractionation this method might also be used when the equipment for squeezing test is not applicable. All results got by direct methods are parallel to the Global Meteoric Line. It may indicate that the only processes, which took place during these tests, were condensation and evaporation of water. Squeezing water from the sample did change the isotopes ratio only slightly while the change was substantial for the evaporation procedure. The results of dilution are also quite satisfactory but this experiment is more time consuming and more expensive as one has to measure at least two water samples per one experiment.

Isotope fractionation (change in its concentration) occurs in any thermodynamic reaction. It is a consequence of the differences of thermodynamic properties of molecules with different isotopes. Therefore the knowledge of isotope fractionation has potential to enhance the knowledge of moisture transport and processes involved. We analyzed the influence of capillary suction on the hydrogen and oxygen isotopes abundance ratio.

In further studies we would like to test how diffusion effects the isotopic composition of porous water. The isotope based method might also be very useful in studying sorption of porous materials. By low relative humidity (RH) mono and then poly-layers of water molecules are created on the solid skeleton. When the RH increases the meniscuses form in the smallest pores and capillary condensation starts. As they are two different physical processes they should trigger different isotopes fractionation.
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SUMMARY:
The calculation of isothermal moisture transport requires a moisture flow coefficient, \( D_\phi(\phi, T) \), for isothermal flow with \( \phi \) as the moisture state variable. In the non-isothermal case, a second flow coefficient, \( D_T(\phi, T) \), is required to account for the temperature gradient. This means that a number of isothermal measurements are required for a few different temperature levels. It also means that a corresponding second set of measurements with temperature gradients are required.

This paper presents a new method of determining these flow coefficients for a set of moisture states and temperature levels. This is accomplished by measuring the change in mass over time as the sample absorbs or desorbs moisture. The sample is sealed and thermally insulated on all but one side with a heating pad at the top of the sample (within the insulation). This assembly is hung from a balance in a climate box that has a controlled temperature and relative humidity. The sample is exposed to a step-wise change in relative humidity and the change in mass over time is recorded. Care is taken to ensure that the sample is either absorbing or desorbing moisture in order to avoid complications with hysteresis. In the isothermal case, the sample is kept at a constant temperature during the measurements. In the non-isothermal case the sample has a known temperature gradient set by the temperature of the heating pad and the temperature of the climate box. The moisture flow coefficients are obtained from an analysis of the transient changes in mass.

The method and the ideas upon which it is based are presented. A few preliminary results, and technical difficulties encountered during the experimental development, are reported.

1. Introduction

1.1 Background

As buildings become more energy efficient, moisture management plays a more significant role in determining the performance of the building envelope. Without a proper understanding of moisture transport theory and the associated data, simulating different situations will be very difficult and could lead to unexpected moisture problems within a building envelope due to the lack of information. These problems can have a negative impact on both the structural integrity of the building and/or the health of the occupants (Bornehag et al., 2002, Fisk, 2000, Hägerhed et al., 2002, Nevalainen et al., 1998).

Moisture transport in materials is a complex phenomenon that has been studied quite a lot since the 1950s. Today's modern theory of moisture transport began with Philip and DeVries (1957) when they developed a theory of moisture transport which divided the total flow into liquid and water vapour flow and described this flow by equations involving gradients of moisture state and temperature. The difficulty with non-isothermal moisture transport is that it is impossible to directly measure the separate flows; only the sum is measurable.

The proposed method and experimental procedure is based on Arfvidsson (1990), Arfvidsson and Cunningham (2000) and Segerholm (2007). Here, the method is presented. A few results and problems encountered in the ongoing experimental development are also reported.

1.2 Calculation of moisture flow – a phenomenological approach

The calculation of moisture flow processes in porous materials requires knowledge of equilibrium relations and equations for the moisture flux. Examples of equilibrium relations are Kelvin’s equation and the relations between moisture content and relative humidity (sorption isotherm) or pore water pressure (water retention curve). These must be determined from measurements. The relation for moisture flux must also be determined experimentally. This is the key challenge, in particular for non-isothermal cases, when both moisture state and temperature vary in space and time.

First, consider the isothermal case. The generally accepted approach is to use a Fickian relation (1) between the moisture flux \( g \) and the gradient of the moisture state variable \( \varphi \), which could be for example relative humidity or moisture content. The moisture flux is proportional to the gradient with a moisture flow coefficient \( D_\varphi \) as coefficient of proportionality. The basis for this kind of relation is the following. Consider a (thin) slab of a material with the moisture states \( \varphi_1 \) and \( \varphi_2 \) on the two sides. The flux is zero for equal moisture states, and it is reasonable to assume that the flux is proportional to the difference \( \varphi_1 - \varphi_2 \) and inversely proportional to the slab thickness. This gives a Fickian moisture flow equation. It is clear that the coefficient, in general, varies with the level of the moisture state and with the temperature: \( D_\varphi = D_\varphi(\varphi, T) \). This coefficient must be measured for different \( \varphi \) and for different temperatures. Fick’s law is a phenomenological relation that is based on direct measurements:

\[
g = -D_\varphi(\varphi, T) \frac{\partial \varphi}{\partial x} \quad (1)
\]

Now consider the non-isothermal case. The moisture state and the temperature may now be different on the two sides of the slab. The direct generalization of Fick’s law is to assume that the flux has an additional term that is proportional to the temperature difference and inversely proportional to the slab thickness. The generalization of Fick’s law is then:

\[
g = -D_\varphi(\varphi, T) \frac{\partial \varphi}{\partial x} - D_T(\varphi, T) \frac{\partial T}{\partial x} \quad (2)
\]

This is again a phenomenological relation that should be based on direct measurements. There are now two flow coefficients which are functions of the moisture state \( \varphi \) and the temperature \( T \). It is important to realize that these two functions must be determined experimentally. There are, to our best knowledge, no general theories or relations that make it possible to avoid direct measurements. The above discussion is presented in more detail in Segerholm (2007, Ch. 7).

The required measurements are quite extensive. The isothermal flow coefficient \( D_\varphi(\varphi, T) \) must be determined as a function of \( \varphi \) for different temperature levels. This requires isothermal measurements for a number of temperature levels. The determination of the second flow coefficient \( D_T(\varphi, T) \) requires a corresponding second set of measurements for which there is also a temperature gradient over the slab. In the second set of measurements, the first right-hand ("isothermal") part in (2) must be known in order to determine \( D_T(\varphi, T) \) for any particular \( \varphi \) and \( T \). This means, for example, that an attempt to measure non-isothermal coefficients without knowing the temperature dependence for \( D_\varphi(\varphi, T) \) may be questioned. These problems are discussed in further in Segerholm (2007, Ch. 7).
2. Description of the measurement method

The measurements for the isothermal and non-isothermal coefficients are done in different experimental set-ups. The isothermal moisture transport coefficient, \(D_{φ}(p,T)\), is determined in the following way. The sample is exposed to a sequence of relative humidity steps as shown in Figure 1. The change in mass over time of a small sample is recorded using a DVS 1000 sorption balance using the methods presented in Arfvidsson (1990) and Anderberg & Wadsö (2005). The figure shows the result for Norway Spruce at 30°C. Thus information is obtained regarding the moisture transport when the sample’s relative humidity changes from one level to another, e.g. from 50% to 75%. Using this data, moisture transport coefficients can be calculated for each level of relative humidity at the current temperature. One phenomenon not investigated here is hysteresis, which is avoided by ensuring pure absorption or desorption.

The non-isothermal moisture transport coefficient, \(D_{Tφ}(p,T)\), is calculated by a modified weighing method. The sample is conditioned to a predetermined moisture level and sealed so that drying occurs in one direction. A temperature gradient is applied to the sample and the total moisture flow \((g)\) over time is recorded for this temperature gradient and relative humidity in the climate box. After the sample is at steady state, the humidity is changed by changing the salt solution, and the total flow is measured again. This step is repeated for a third relative humidity, etc. The entire procedure is repeated for different temperatures. It is now possible to calculate \(D_{Tφ}(p,T)\) for the specific sample being tested at the specific temperature and humidity range. Here, the isothermal coefficient and the measured temperature gradient are used. The precise evaluation procedure will be reported elsewhere.

This new method of measuring the non-isothermal moisture flow coefficient is based upon the idea of drying or wetting a material by applying a temperature gradient over the sample. The experimental set-up involves two parts. The first part, shown in Figure 2, is an insulated sample holder with a heating pad. The sample holder is made of Styrofoam insulation, aluminium and the System Platon sealing tape, which does not absorb any significant amounts of moisture. The sealing tape was tested in the sorption balance and absorbed approximately 0.4 mg/5000 mg sample of sealant from 0 to 95% RH. The sample holder is connected to a regulator with a sensor that ensures that the temperature at the top of the sample remains relatively constant, within ±0.1°C of the set temperature. This sample holder system is hung from a balance down into the climate box, Figure 3. A sample, which is sealed on all but one side, is inserted into the sample holder.

Figure 1: Data obtained from the DVS 1000 sorption balance for a 0.0529 g dry mass sample of heartwood from a Norway Spruce tree from Växjö, Sweden.
Figure 2: Cross section of sample holder.

Figure 3: Section of the experimental apparatus with the sample holder hanging freely from a balance within the climate box.

The second part is an insulated climate box (Figure 3), which has a saturated salt solution at the bottom of the box, a circulation fan at the top of the box and a Supercool AA-024 thermoelectric air to air system with a PR-59 temperature controller. The AA-024 has both cooling and heating capacity with an accuracy of ±0.01°C. When the system is running, the temperature varies ±0.02°C from the set point. Figures 4 and 5 show photos of the two parts of the setup.

Figure 4: The left image shows the sample holder with a sample in the center. The right image shows the control units with the sample holder to the right.
3. Preliminary results and discussion

3.1 Isothermal moisture transport

The preliminary results for the isothermal component at the time of writing are incomplete due to the poor performance of the DVS1000 sorption balance. Only two of the minimum three complete runs were obtained between August 2007 and December 2007 for 20°C and 30°C. Each run took approximately 10 days. At 40°C condensation occurred in the sample chamber at 92% RH. The specifications of the DVS 1000 state that samples can be tested up to 95% RH at 60°C. It has been determined that the machine cannot properly condition the temperature of the sample’s supply gas flow due to poor insulation in the climate chamber. The DVS is currently being modified and measurements will be re-done.

3.2 Non-isothermal moisture transport

3.2.1 Thermal analyses

When doing non-isothermal measurements, it is important that there is a one-dimensional temperature profile through the sample (with essentially straight horizontal isotherms as shown in Figure 6). Segerholm (2007) measured the surface temperature of his cup method samples and had problems with decreased temperatures around the outer edges. He minimized this effect by mounting the samples high on a plastic cup, which decreased the difference between the max and min top surface temperatures to about 0.5°C. However there are no temperatures recorded for the bottom surface where the isotherms would be cutting through the sample the most, hence having the greatest temperature variation. This temperature decrease around the outer perimeter of the samples using a cup method has also been confirmed through simulations.

Using HEAT2 (Blomberg, 1996), three-dimensional cylindrical thermal simulations were done in order to determine the optimal sample size and position compared to the heating pad and insulation thickness. In particular, the diameter of the sample was varied. The optimal case is shown in Figure 6.

An Infra Red (IR) camera was used to compare the actual thermal performance of the sample holder to the thermal simulation (Figure 7). The heating pad was set to 30°C and the indoor air temperature was 22°C. Both showed the sample to have a surface temperature of 26°C confirming the accuracy of the simulation.
The thermal environment of the climate box is also an important factor. Any deviations in temperature can change the RH. Temperatures within the climate box have proved to be very stable (±0.2°C from the set point) so far. The temperature control system is able to compensate for any heat from the sample holder, fans, and climate outside of the climate box, to ensure a constant temperature. This also helps to ensure that RH from the salt solution remains fairly constant. The box is not affected by a slightly different environment outside of the box, so it is not necessary to place the climate box within a climate room. However there is a point where the heat losses/gains from an extreme exterior climate will be too great for the small system to handle. One test showed that the AA-024 can cool the interior of the climate box 10°C below the external temperature of the box while maintaining a stable internal temperature. If a greater temperature difference is desired, then a larger regulator should be used.

3.2.2 Problems with moisture control

Saturated salt solutions have been used as a means of controlling humidity for a long time and there are many salts to choose from (O’Brien, 1948). However, it can be difficult to control the humidity of a closed space as a number of factors can change the humidity level. Temperature is one of the primary factors determining humidity. Thermal layering in, for example, jars can cause differences in relative humidity. This can be minimised by the use of a circulation fan. A quick test was done to see if a noticeable effect could be seen on the RH in the empty climate box with and without a fan using an old, unknown salt solution. The RH decreased by around 5% with a fan on compared to no fan. This same effect was observed by Martin (1962), while running experiments with NH$_4$NO$_3$ and a sample. He did not investigate this further and concluded that the absorption of moisture by the sample lowered the equilibrium humidity level in the jar by about 4% RH when the fan was on.
A new supersaturated salt solution of MgCl\textsubscript{2}\textbullet{6}H\textsubscript{2}O was prepared at 100°C and the experiment was repeated. No change in RH was observed. This check will be done for each salt type used since it is not known if this effect is a result of the type of salt used, the quality of the salt solution, the method in which it was prepared or leaks in the climate box.

Leaks in the system are a source of error. They have no direct effect on the mass of the sample however they can cause instability with temperature and especially RH. In this case, the thermal regulator can compensate for leaks. However, salt solutions cannot compensate for leaks. In the preliminary runs, the salt MgCl\textsubscript{2}\textbullet{6}H\textsubscript{2}O was stable in an empty climate box at around 33.7% RH, which was expected. Unfortunately the preliminary run using K\textsubscript{2}SO\textsubscript{4} only had an RH of 90%, which should be 97%. During both tests, the room temperature was 21°C and the RH was 30%. It is unknown if the problem is due to the salt solution or leaks in the climate box.

3.2.3 The sample holder

During a weighing, all fans in the climate box are shut down for about 20 seconds since the fans create a wind current within the climate box which is strong enough to affect the mass of the sample and sample holder. All data are recorded just before the fans start up again so that there is no interference from air flows within the box.

The wiring connecting the heating pad and temperature sensor to the regulator from the sample holder has proven to be problematic. During preliminary measurements, it was observed that the mass showed by the balance changed if the climate box was moved. In this case, the wires were connected to a clamp on the box, and then went to the regulator that was mounted on the cover of the climate box. A second run without the clamp, allowing the wires to hang freely from the sample holder to the regulator, showed a significant improvement. The mass did not change after adjusting the climate box. However, to reduce the error as much as possible, the whole system cannot be disturbed once the measurements have started as any movement of the wire position can potentially change the mass reading.

3.2.4 Planned experimental work

It is important to remember that the work presented here is not complete. Modifications are needed to improve this method and reduce errors. Errors were even discovered with the well proven sorption balance, errors that may not have been discovered running traditional analyses at one temperature.

It is also important to note that the method will have to be repeated for the other moisture flow directions. In the case above, the moisture transport is in the fibre direction. The entire method must be repeated for both the tangential and radial directions for the same sample in order to be able to calculate the total moisture flow in all directions.

More modifications to the method must be done in order to reduce leakage and to ensure a more stable humidity level inside the climate box before full-scale experiments can be run.

4. Conclusions

The method presented here is not complete but it shows potential. It should provide the isothermal and non-isothermal coefficients, $D_{\phi}(\phi,T)$ and $D_{T\phi}(\phi,T)$, with reasonable resolution in $\phi$ and $T$. This would allow for moisture transport simulations based on data where the flow coefficients are directly measured.

Preliminary results thus far show the non-isothermal apparatus is very stable in regards to thermal performance and functions according to simulations run during the design of the method. The temperature control system in combination with the insulation around the climate box is able to maintain a very stable temperature. The moisture control also functions well at a low RH. Unfortunately the moisture state is not yet stable at a high RH level. At the time of writing, it is unknown if this is due to leaks in the climate box, poor quality salt solutions or other effects.

Isothermal measurements with the DVS 1000 are very precise and relatively quick. It has a closed system that reduces external errors. Once it is repaired, it should be a fast, automated method of determining the isothermal moisture transport coefficients for a large number of humidity steps at different temperatures.
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SUMMARY: Moisture transport in wood is complex due to its anisotropic material structure, resulting from the cells anatomy, growth rings, where early- and latewood alternate, and the presence of vessels, rays and pits. As a result, the water vapour transport properties of wood are highly dependent on the direction (longitudinal, radial or tangential). Moreover, due to variations in cell geometry, and growth ring structure, the transport properties, such as density and vapour diffusion coefficient, depend on location. The purpose of this paper is to develop a methodology to determine location dependent water vapour transport properties and to study their influence on the global hygroscopic behaviour of wood.

1. Introduction

Due to the anisotropic structure of wood with growth rings of early wood and late wood, wood properties depend on orientation (radial, tangential and longitudinal). Wood is therefore considered to be orthotropic. Examples of orthotropic moisture transport models can be found in Kowalski (2003), Zillig et al. (2006, 2007a, 2007b). The determination of material properties of wood can be done experimentally. However, due to variation of the geometry and thickness of the early wood and late wood layers, the presence of rays and variations in the underneath cellular structure, the macroscopic properties may show high variance with place. To understand better the relation between the macroscopic properties and the underlying wood cellular structure, multiscale methods using upscaling techniques have been proposed. Persson (2000) used a hexagon cell structure, with gradual reduction in cell size from early wood to late wood, to model the mechanical behaviour of a growth ring. Gu (2001) used a unit cell and a gradient approach with rectangular cell shapes to model the thermal heat conduction in wood.

A three-scale water vapour transport model to determine the homogenized transport properties was already formulated by Siau in 1995. At the cellular scale, a unit cell is used to determine the vapour transport properties of early- and latewood at the meso-scale. The unit cell approach assumes a cube shaped unit cell with fixed dimensions and wall thicknesses. The vapour permeability of the wall for early and latewood, in radial and tangential direction, is assumed to be equal, since the cell walls are all composed of the same materials (cellulose and hemicellulose). Differences in water vapour permeability in radial and tangential direction thus arise only from differences in cell geometry and wall thickness. This assumption may be not completely true since the wall is known to be composed of different layers with different composition. The vapour permeability in the three directions of the unit cell is determined using a simple parallel-serial resistance model. The properties of late and early wood at the meso-scale are further upscaled to the macro-level using a representative elementary volume (REV). The REV consists of two parallel plane layers, one of early- and one of late wood, and a ray layer normal to the other layers. This REV is also solved using a simple parallel-serial resistance model. The model has however some limitations: (1) the regular unit cell shape does not reflect the irregular cell geometry varying with place, (2) the gradual transition of cell geometry from early wood to late wood is neglected, (3) the curved shape of the early wood and late wood layers is neglected.
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In Zillig et al. (2007b), a mesoscopic approach for vapour transport in wood is presented to overcome some limitations of the Siau model. In the mesoscopic model the curved geometry of the early wood and late wood layers as obtained from SEM images is modelled using 2D finite elements (the presence of rays was not taken into account). The vapour transport properties for the different layers were determined using the unit cell approach of Siau, where the average dimensions of the cell and the layer thickness were determined from SEM images. A good agreement was obtained between the mesoscopic and measured vapour permeability. However, in this model, two main problems remain unsolved: (1) average cell dimensions were used not taking into account the non-regular shape of the cells and (2) the gradually reduction in lumen size from earlywood to latewood is not considered.

In this paper, we present a model to overcome the limitations of the Siau model. The model is based on the determination of the water vapour transport properties directly from the cellular microstructure. First, we present the theory of orthotropic water vapour transport. Then, the upscaling method is presented and extended to determine location dependent water vapour transport properties of wood. Finally, we draw some conclusions.

2. Theory of water vapour transport

Isothermal water vapour transport in orthotropic materials is described by

\[
\rho \frac{\partial u}{\partial t} = \nabla \cdot (\delta \nabla p),
\]

with \(\rho\) the dry density of wood [kg/m³], \(u\) the moisture content [kg/kg], \(t\) time [s], \(\delta\) the water vapor permeability tensor [s] and \(p\) the water vapor pressure [Pa]. The vapor permeability tensor is given by

\[
\delta = \begin{bmatrix}
\delta_L & 0 & 0 \\
0 & \delta_R & 0 \\
0 & 0 & \delta_T
\end{bmatrix} = \delta_a \begin{bmatrix}
1/\mu_L & 0 & 0 \\
0 & 1/\mu_R & 0 \\
0 & 0 & 1/\mu_T
\end{bmatrix}
\]

where the subscript \(L, R, T\) refer to respectively longitudinal, radial and tangential direction, \(\delta_a\) is the water vapor permeability of air [s] and \(\mu\) is the water vapor resistance factor [-].

Further derivation gives

\[
\rho \frac{\partial u}{\partial t} \frac{\partial \phi}{\partial t} = \rho_s \xi \frac{\partial \phi}{\partial t} = \nabla \cdot (\delta \cdot p_{\text{sat}} \nabla \phi)
\]

where \(\xi\) is the moisture capacity [kg/kg], \(\phi\) the relative humidity (RH) [-] and \(p_{\text{sat}}\) the saturation water vapor pressure [Pa]. The function describing \(u(\phi)\) is called the sorption isotherm. Neglecting the density of dry air, the dry density of wood is given by:

\[
\rho_d = \rho_s (1 - \phi)
\]

with \(\phi\) the porosity.

3. Multiscale model

3.1 Determination of the cellular structure

Analysis of the cell wall from early wood as well as from latewood cells reveals that the chemical composition is almost constant only differences in some sugars in the hemicellulose are found (Bertaud, 2004). Kärenlampi (2005) actually performed sorption measurements on early- as well as latewood separately and found no significant difference. It is therefore logical to assume that density and sorption characteristics of the cell wall are constant and do not vary with place. Based on this assumption, the water vapour transport properties (dry density, sorption isotherm, vapour permeability) only depend on the underlying cellular geometry. The cellular microstructure is determined using a Scanning Electron Micrograph (SEM) of a spruce specimen. Figure 1a shows an example of the cross section of one growth ring. We clearly distinguish the cellular structure of early and late wood. The grey contrast between wall and lumen is too limited in order to derive a binary image of the cellular structure by thresholding. Therefore, the lumens of the cells are first manually coloured white using a
3.2 Prediction of the upscaled water vapour permeability

The water vapour permeability of a growth ring can be determined solving a stationary directional water vapour flow problem. A directional flow problem can be simulated prescribing as boundary conditions on the domain, a water vapour pressure gradient between two opposite sides and no flow on the perpendicular sides. The solution yields the stationary flow rate $Q$ over the domain. The upscaled water vapour resistance factor can then be determined as

\[
R = \frac{1}{Q}
\]

Figure 1: (a) Scanning Electron Micrograph (SEM) from a part of a growth ring. (b) Binary representation of the cell wall and lumen. (c) Finite element mesh. (d) Detail of FEM mesh.
\[ \delta(\phi) = \frac{Q}{A \Delta p} \quad \text{or} \quad \mu(\phi) = \frac{\delta_A A \Delta p}{Q} \]  

(5)

where \( A \) is the cross section traversed by the flow. This process is repeated for different moisture contents (or relative humidities) to obtain the relationship between water vapour resistance factor and relative humidity.

Applying the boundary conditions on the perpendicular sides and repeating the flow simulations, the permeability in the perpendicular direction is obtained.

The stationary flow problem is solved applying the finite element method. Therefore, the domain has to be divided in finite elements and the proper material properties have to be attributed to the elements. To generate a mesh of elements representing the geometry of one growth ring, the binary image (Figure 1b) is first exported to an edge detection software (Autotrace) that extracts the boundaries and produce polygons describing the boundaries between lumen and cell wall. The polygonal image is then used as the base for the generation of the mesh using the program Gid. The domain is represented by an unstructured mesh of triangular linear elements (Figure 1c-d). Each lumen is identified as air with a vapour resistance factor equal to 1. The remaining part is identified as cell wall with a vapour resistance factor equal to \( \mu_w \). We assume that the water vapour permeability of the wall is isotropic, i.e. the water vapour permeability normal to and along the cell wall is assumed to be equal. The mesh representing a piece of one growth ring is then used to determine the upscaled water vapour resistance factor \( \mu_{gr} \) of the growth ring solving the stationary flow problem.

The only unknown in the model is the vapour resistance factor of the wall \( \mu_w \). The vapour permeability of the wall is determined from measurements, comparing the upscaled water vapour resistance factor for the complete growth ring \( \mu_{gr} \) with measurement values \( \mu_m \). The water vapour permeability was measured using the dry cup/wet cup method at three different relative humidity ranges (Zillig et al. 2007b). The specimens have a size of 100 x 100 x 10 mm³ and include therefore several growth rings. The specimens were selected and cut in such a way that the specimens have a quite uniform and straight growth ring structure. The measured water vapour resistance factors in radial and tangential direction for three given relative humidities are given in Table 1.

An easy manner to determine the water vapour resistance factor of the wall \( \mu_w \) is to first calculate the relation between the upscaled water vapour resistance factors for a growth ring \( \mu_{gr} \) and the water vapour resistance factor of the wall \( \mu_w \). Figure 2 shows that an almost linear relationship between \( \mu_{gr} \) and \( \mu_w \) for late and early wood is obtained. This linear relationship can now be used to determine the water vapour resistance factors of the wall for the three different relative humidities. The results are given in Table 1.

![Figure 2: Averaged vapour resistance factor of the total growth ring in radial and tangential direction in dependence of the cell wall vapour resistance factor.](image)
Table 1: Measured and simulated vapor resistance factors for spruce in radial and tangential directions.

<table>
<thead>
<tr>
<th></th>
<th>30% RH</th>
<th>62.5% RH</th>
<th>71.5% RH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_m$</td>
<td>$\mu_w$</td>
<td>$\mu_{gr}(\mu_w=1064)$</td>
</tr>
<tr>
<td>radial</td>
<td>237</td>
<td>970</td>
<td>260</td>
</tr>
<tr>
<td>tangential</td>
<td>341</td>
<td>1138</td>
<td>319</td>
</tr>
</tbody>
</table>

Figure 3: Dividing the full domain in 27 subdomains. (a) Representation of the full computational domain. (b) splitting up into smaller subdomains. (c) Finite element mesh of the different subdomains.
We observe that the determined water vapour resistance factor of the wall $\mu_w$ varies highly with relative humidity. The obtained $\mu_w$ values for the radial and tangential direction also differ, which contradicts our assumption of isotropy. Therefore, we determine also the isotropic $\mu_w$ values (given between brackets in Table 1). With these $\mu_w$ values for the wall, the upscaled values $\mu_{gr}$ are calculated. These values have to be compared with the measurement values. A reasonable agreement is obtained. We also remark that at low relative humidity the measured $\mu$ values for tangential direction are higher than the values for radial direction. At high relative humidity, this observation is opposite. For the upscaled values, the $\mu_{gr}$ values for tangential direction are always higher than the values for radial direction. Until now no satisfying explanation was found for this particular experimental observation.

3.3 Local moisture transport properties

The upscaling method also allows to determine the spatial variation of the water vapour transport properties over the growth ring. This is done by dividing the domain into smaller parts and calculating the properties for the different sub-domains. In this example, the domain of 450 x 150 $\mu$m was subdivided into 27 square sub-domains with a side length of 50 $\mu$m (Figure 3).

First, we determine the variation of the density over the growth ring. Therefore the fraction of the cell wall area to the total area is determined and multiplied by the cell wall density, which is according to Kollmann

\begin{figure}
\centering
\includegraphics[width=\textwidth]{density_distribution.png}
\caption{(a) Density distribution. The density varies from 379 kg/m$^3$ in early wood to 1269 kg/m$^3$ in latewood. Location dependent water vapour resistance factor radial direction (b) and in tangential direction (c). The results are shown for a cell wall vapour resistance factor of 200.}
\end{figure}
(1968) 1500 kg/m³. Figure 4a gives the density distribution. In early wood the average calculated density is 530 ± 170 kg/m³. The average density of late wood is 1280 ± 50 kg/m³. Limitation of this method is that the density is determined from 2D cross sections and not from real 3D cellular structures. However, due to the low width to length ratio of a wood cell (≈ 2%) the error can be estimated less than 1%. It is remarked that the obtained values are higher than the values obtained in Zillig et al. (2007b), where values were reported of 297 kg/m³ and 888 kg/m³ respectively for early and late wood. The difference may be attributed to the particular SEM section taken in this research.

In a second step, the local water vapour resistance factor is determined solving the stationary flow problem for each sub-domain in radial and tangential direction. In figures 4b-c the distribution of the water vapour resistance factor is shown. The water vapour resistance factor of the wall equals 200. We observe that the µ-values highly differ between early wood and late wood. A steep gradient in µ-value is observed at the border from late wood to early wood. Table 2 gives the average µ values (the maximum and minimum values between brackets) for early and late wood. The following observations can be made: (1) The µ-value for late wood is higher than the value for early wood. For tangential direction the µ-value for late wood is 2.3 times larger than the value for early wood. For the radial direction, the multiplication factor is 5.9. (2) In early wood the µ-value is higher in tangential direction, while in late wood the observation is opposite. (3) The differences in µ-value between radial and tangential direction are higher in early wood than in late wood. (4) In early wood the variances are higher than in late wood.

In figure 5, we give the relation between the density and water vapour resistance factor. We observe that there is a trend showing higher water vapour resistance factors for higher density values. However, some scattering is observed, especially for early wood.

<table>
<thead>
<tr>
<th>µ (-) average (minimum and maximum in brackets)</th>
<th>30% RH</th>
<th>62.5% RH</th>
<th>71.5% RH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>earlywood</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tangential</td>
<td>281 (206;393)</td>
<td>67 (49; 93)</td>
<td>26 (19; 36)</td>
</tr>
<tr>
<td>radial</td>
<td>130 (38; 235)</td>
<td>32 (15; 56)</td>
<td>13 (2; 22)</td>
</tr>
<tr>
<td><strong>latewood</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tangential</td>
<td>636 (530; 733)</td>
<td>151 (126; 174)</td>
<td>58 (49; 67)</td>
</tr>
<tr>
<td>radial</td>
<td>769 (698; 833)</td>
<td>183 (167; 197)</td>
<td>70 (65; 75)</td>
</tr>
</tbody>
</table>

*Figure 5: The local water vapour resistance factor in relation of the local density.*
4. Conclusions

In this paper we presented an upscaling method in order to determine the water vapour permeability of wood in tangential and radial direction. The method is based on the calculation of stationary water vapour flow on the cellular level. 2D SEM images of the cellular structure are transformed in binary and polygonal edge images, which are meshed into finite elements. The water vapour permeability of the wall is determined comparing upscaled and measured water vapour permeability values. The method allows to determine location dependent density and water vapour permeability. These location dependent material properties can be used in further simulations to model the influence of growth ring structure on the total moisture transport in the wood ignoring the actual geometry of single cells in the growth ring.
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SUMMARY:

The wood moisture content (MC) is vital for the wood performance and durability in external applications. Moisture pins sensors are widely used for measuring the MC of wood materials by measuring the electrical resistance of the material. The pin sensors are durable and respond quickly to changes in the moisture conditions in the wood.

This paper presents a laboratory study of moisture pins used in an extensive field investigation on wood claddings. Attempts were made to use moisture pins for monitoring the moisture profile in the cladding boards. The quality of these measurements is evaluated and compared with gravimetric measurements. The paper also discusses the accuracy of moisture pins measurements.

In order to monitor the wood cladding MC fluctuations resulting from the quick response to the ambient climate, the MC measurements in external applications should be continuous. The laboratory measurements conclude that continuous measurements of the moisture profile was not possible for coated wood cladding.

1. Introduction

This paper presents moisture profile measurements and discusses the accuracy of moisture pins measurements in wood. SINTEF Building and Infrastructure are using wood moisture pins in an extensive field investigation on wooden claddings. The moisture content (MC) fluctuations of treated and untreated wood in external climate are tracked carefully – the importance of measuring these fluctuations is reasoned in this paper. In addition to examining the wood MC in different cladding types and assemblies, we have attempted to measure the moisture profile in the cladding boards. This was in order to study and to verify calculations of moisture transport in the claddings. Laboratory tests measure the moisture profile both gravimetrically and by moisture pins.

In order to achieve durable wood constructions, the MC must be kept below the level of risk for rot. Rot and stain fungi need high MC to be able to decompose the wood substrate. Wood also swells and shrinks according to its MC. Hence, limiting the wood MC is vital for the wood performance and durability in external applications.

MC in wood claddings is usually between 13 and 28 % by weight, depending of its location (Geving et al. 2006). Esping, Salin and Brander (2005) present Swedish requirements for delivery of outer cladding boards, where the MC may not exceed 18 % with a tolerance of ± 2 %. Norwegian delivery requirements for planed timber are 17 % with a tolerance of ± 5 % (NS 3180). A risk for rot is often set to a limit of 20 % MC.

The MC can be found by several methods. Most commonly used is gravimetric, electrical resistance or capacitive measurements. Moisture pins, often of steel, measure the resistance in the wood material. The correlation between resistance and moisture content is used to calculate the wood MC. This measurement method is fast, effective and quite accurate. Moisture pins are widely used in the wood and construction industry, and also when evaluating causes of failures in building constructions that contain wood.
2. Background

The reference method for measuring wood MC is gravimetric measurements (EN 13183-1). This is done by weighing the wet wood material, thereafter drying it at 103 °C, and then weighing the dried material. This is the most exact way to measure the moisture content in wood, but it is time-consuming and often destructive.

Said (2007) presents a literature review on methods of moisture measurements in building envelopes. His opinion is that resistance and voltage methods are most suitable for continuous monitoring of building envelope performance. By voltage measurements he refers to monitoring the surface time-of-wetness (TOW).

There is a correlation between electrical resistance and wood moisture content; when the MC increases the resistance decreases. This correlation is not linear, as seen in Figure 1. The initial mathematical model that describes this correlation was derived in the 1920’s (Apneset and Hay, 1992). Resistance measurements must be adjusted according to material temperature, wood density and wood species. Wood species contain different amounts and types of salt, resulting in different conductive properties. Above fibre saturation point the resistance increases slowly, but exact measurements above this point are most often not of interest because the critical risk for rot MC value is exceeded. A relating fact is that the accuracy decreases when the moisture content increases. This is also seen in Figure 1.

EN 13183-2 defines estimation of MC by electrical resistance method – moisture pins. The most exact MC meters measure resistance at the tip of the steel pins, with 2-5 mm not insulated. When the pins are insulated one may measure a moisture profile; the moisture distribution in the material cross section (Apneset and Hay, 1992). The ASTM D 4444-92 presents four special problems that should be considered when doing moisture profile measurements; (1) noninsulated electrodes, (2) nonparabolic gradients, (3) surface moisture on electrode and (4) high surface MC on sample. According to ASTM D 4444-92; “noninsulated pins will bias the reading towards the highest MC in contact with the pins”.

The distance between the steel pins are normally about 25 mm, but according to Forsén and Tarvainen (2000) the distance have no significant effect on MC measured. Measuring in the end section of the wood is not correct (EN 13183-2). Forsén and Tarvainen (2000) found that the measured wood MC was not influenced whether the measurements was done perpendicular or parallel to the wood grain. In general, measurements parallel to the grain is recommended.

NT BUILD 420 is a standard for measuring MC using wood probes with embedded electrodes, some with thermocouple integrated. They are meant for continuous measurements, but may have a delay and larger tolerances due to the surface transfers between the dowel and the material of interest.

![FIG. 1: Wood Moisture Content (MC) versus the logarithm of electrical resistance measured at 27°C. The shaded area includes the 90 percentile (U.S. FPL, 1982).](image)
Forsén and Tarvainen (2000) and ASTM D 4444-92 state that wood density has no influence on moisture readings, but according to NT BUILD 302 the moisture content is read too low in fast grown wood, due to higher resistance in less wood substrate. Measurements on impregnated wood increase the MC reading about 2 – 4 % (Esping, Salin and Brander 2005). ASTM D 4444-92 also reports that chemicals and adhesives, even with small concentrations of salt, may cause abnormal readings – usually higher.

Forsén and Tarvainen (2000) state that resistance measurements are most accurate within a MC range of 8-20 %, while Apneset and Hay (1992) report the range of 7-25 % MC as reliable. Gravimetric control measurements of wood moisture pins were done in the previous investigation at the Voll test house (Geving and Uvsløkk, 2000). The moisture pins corresponded well to gravimetric measurements in the range 10 - 18 % MC, and satisfactory in the span 18 – 25 % MC.

The standards ASTM D 4444-92 and NT BUILD 302 both present the relative error of moisture pins within 7-25 % MC range, after temperature and species are corrected. They state that the error of isolated measurements is 7 % in a 95 % confidence interval (0.5 - 2 % MC). Esping, Salin and Brander (2005), however, reduce the accuracy to 15 % in a 95% confidence interval (1 - 4 % MC). If the tolerance must be below 1 % MC one may increase the number of measurements to five (Apneset and Hay, 1992).

Forsén and Tarvainen (2000) differentiate between systematic and rest error. Systematic error gives the same value at every reading and includes hysteresis, design of moisture sensors, measuring in the end section, wrong measurement calculation, wrong temperature, and wood impregnate. The rest error is variable even when measurements are done exactly the same way and includes inaccuracy in the display, uncertainty in the calibration, variation in the calibration resistance, uncertainty in the preparing of the calculation curve, variation of the electrical resistance of the wood, different measurement depths, and the variation of the moisture profile in the wood. Table 1 gives the systematic and rest error of hand held wood MC meters.

### Table 1: Systematic error and rest error, in % MC, at different MC levels (Forsén and Tarvainen, 2000).

<table>
<thead>
<tr>
<th></th>
<th>10 % MC</th>
<th>15 % MC</th>
<th>20 % MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic error</td>
<td>1.4</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Rest error</td>
<td>0.1</td>
<td>0.4</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Forsén and Tarvainen (2000) and ASTM D 4444-92 state that wood density has no influence on moisture readings, but according to NT BUILD 302 the moisture content is read too low in fast grown wood, due to higher resistance in less wood substrate. Measurements on impregnated wood increase the MC reading about 2 – 4 % (Esping, Salin and Brander 2005). ASTM D 4444-92 also reports that chemicals and adhesives, even with small concentrations of salt, may cause abnormal readings – usually higher.

Forsén and Tarvainen (2000) state that resistance measurements are most accurate within a MC range of 8-20 %, while Apneset and Hay (1992) report the range of 7-25 % MC as reliable. Gravimetric control measurements of wood moisture pins were done in the previous investigation at the Voll test house (Geving and Uvsløkk, 2000). The moisture pins corresponded well to gravimetric measurements in the range 10 - 18 % MC, and satisfactory in the span 18 – 25 % MC.

The standards ASTM D 4444-92 and NT BUILD 302 both present the relative error of moisture pins within 7-25 % MC range, after temperature and species are corrected. They state that the error of isolated measurements is 7 % in a 95 % confidence interval (0.5 - 2 % MC). Esping, Salin and Brander (2005), however, reduce the accuracy to 15 % in a 95% confidence interval (1 - 4 % MC). If the tolerance must be below 1 % MC one may increase the number of measurements to five (Apneset and Hay, 1992).

Forsén and Tarvainen (2000) differentiate between systematic and rest error. Systematic error gives the same value at every reading and includes hysteresis, design of moisture sensors, measuring in the end section, wrong measurement calculation, wrong temperature, and wood impregnate. The rest error is variable even when measurements are done exactly the same way and includes inaccuracy in the display, uncertainty in the calibration, variation in the calibration resistance, uncertainty in the preparing of the calculation curve, variation of the electrical resistance of the wood, different measurement depths, and the variation of the moisture profile in the wood. Table 1 gives the systematic and rest error of hand held wood MC meters.

#### 3. Method

Different wood claddings have been mounted on a test house at the field station Voll in Trondheim. Different cladding assemblies, material quality (growth rate) and surface treatments are investigated. The project is described in Geving et al. (2006), and holds 102 moisture pins sensors in total. The wood is Norway spruce (Picea abies L. Karst) with two densities; fast grown, 400 kg/m³ and slow grown, 460 kg/m³. All moisture pins sensors are positioned to measure resistance perpendicular to the grain. The distance between the electrodes is 25 mm. Most MC sensors are measuring full depth MC\(_{FD}\), see Figure 2. This means that the entire steel pins are pressed 16 mm into the wood.

Assessing the moisture movement in the wood cladding boards was a significant part of the cladding investigation. Local MC measurements were intended when moisture pins were placed in different depths of the claddings. Figure 2 shows the measurement assembly with the MC\(_{L}\) moisture pins in three depths. These pins are insulated with heat-shrunken tubing, except for a length of 3 mm at the tip. The pins measuring the MC\(_{FD}\) were noninsulated in full length.

The steel pins used are 2 mm in diameter. Every MC sensor is set in a predrilled hole of 1.9 mm in diameter for the measuring contact area and 2.5 mm in diameter where the insulated parts of the pins are lowered into the wood. At the field investigation, all measurement sensors are read every 10th minute and an average hourly value is stored. The cladding experiment has continued since January 2004.
FIG. 2: The setup of the MC measurements. MC\textsubscript{L} pins have 3 mm active tip, MC\textsubscript{FD} are noninsulated full length. Temperature is measured at the inner surface of the cladding board. The cladding board thickness is 19 mm and the outside is coated. A 23 mm air gap separates the cladding from the back wall, which is traditional insulated timber frame.

In this project, wood MC is monitored by measuring resistance as described in EN 13183-2. At the test house the multiplexer measure with 2.7 volt DC. For system control five supplementary reference MC sensors are logged. The hand held moisture meters used in the laboratory measure with 2.7 volt DC. They are read when stabilized, within 1-5 sec. At the continuous field investigation measurements the current is switched in each measurement to avoid polarization of the poles, in what follows from the electrolysis of the water and wood fluids. When the current is switched and MC value is read immediately, the dielectric constant of the wood is not affecting the measurements.

In order to ensure measurements quality, a gravimetric study of the wood moisture pins mounted at the test facade was carried out in October 2006. Gravimetric measurements were in this case a destructive method, stripping down instrumented boards from one test cladding section. The two instrumented boards, from the same full length board, of fast grown wood, primed and coated with alkyd paint. The $s_d$ value of the alkyd coating on fast grown wood was 2.5 m. The boards had full instrumentation with both MC\textsubscript{FD} and MC\textsubscript{L} sensors. The cladding boards (585 mm long) were removed from the wall and cut into four pieces. Two of these four pieces were split into outer, middle and inner part. The paint was scraped off. All board pieces were weighed directly after they were stripped down, and again after drying. The two end section pieces of each test cladding board were used for measuring the average MC. In this way, the split parts used to measure the moisture profile had no original end grained wood.

To study whether continuous moisture profile measurements are possible, new and identical cladding boards were instrumented for the laboratory tests. The cladding boards were conditioned in two relative humidities (RH), 50 % and 75 %, for eight weeks, making sure no moisture profiles were present. No untreated cladding boards were studied; consequently the effect of the surface treatment was not explored.

4. Results from Field Study of Moisture Pins

With the large amount of MC data from the continuous time series, collected for four years, the systematic error is minimal; implying that the variations found in one measurement sensor is true variations. Correlating the measurement series to the ambient climate gives explicit comparison for the direct response. The measurements for one typical moisture pins sensor for ten days, one month and three years are presented in Figure 3, showing hourly, twenty-four hour averaged and monthly averaged values.

Studying the resistance sensor data in Figure 3a, we find that the hourly data variations during a twenty-four hour period may reach 2 % MC. During a month the averaged twenty-four hours values in Figure 3b show a span of about 4 % MC. The span of the 3 year period with averaged monthly values, shown in Figure 3c, reaches about 6 % MC. Continuous hourly measurements are useful to avoid the errors of twenty-four hours fluctuations in nonconditioned investigations.

When using continuously measured data to compare different wood cladding designs, the data variation, e.g. the linear regression trend, gives high quality data to differentiate the cladding designs.
FIG. 3: MC fluctuations of one randomly chosen resistance sensor.  
a) Hourly values given for a ten day period.  
b) Twenty-four hours averaged values given for one month.  
c) Monthly averaged values given for three years.

FIG. 4: Gravimetric and electrical resistance measurements of claddings (fast grown bards with alkyd paint). Resistance measurements; wettest part close to coated side. Gravimetric measurement; wettest part is in middle of the board. MC_{FD} sensor and, MC_L sensor corresponds to Figure 2.
The results revealed that the moisture profile measured with moisture pins did not correspond to gravimetric moisture profile measurements. This is seen in Figure 4. The readings from the moisture pins gave the apparent moisture profile; the outer part wetter than the inner part, indicating a moisture transport through the claddings from the wetted outside to the ventilated and dry inside of the cladding boards. The gravimetric measurements however, showed wetter middle parts of the boards. 25 hours had passed since last rain fall when the instrumented boards were stripped down. The moisture distributions found by the gravimetric measurements are more accurate and reliable. The drying out through the coating layer is considerable even with an $s_d$ value of 2.5 m. The board pieces used to measure the average MC might also have dried out through the end sections; providing the low gravimetric $MC_{FD}$ in board 2.

Figure 4 shows the highest $MC_L$ value in the outer part, but the $MC_{FD}$ measurement value is always higher. This problem is discussed in the next section.

5. Results from Laboratory Study of Moisture Pins

In the laboratory study the electrical resistance measurements also read a moisture profile in the wood cladding boards, even though no moisture profiles were present – the boards were conditioned and measured in controlled environment. One should have read identical MCs for each RH and not the span of about 3% at 50% RH and 4% at 75% RH, as shown in Figure 5. The deviation increases with higher RH, this corresponds to Figure 1.

Figure 5 also indicates a difference in the reading of slow and fast grown wood. The fast grown wood gives slightly lower MC. This supports the theory of Auneset and Hay (1992) mentioned in section 2; the wood density does influence the moisture readings, presenting too low MC values for less dense wood. However the calibration curve may not be correct for both densities, which means that the measured MC could be correct. This aspect should be studied in future work.

Both the field and laboratory results present the highest MC values for the $MC_{FD}$ pins. They exceed the outer part pins which have the highest $MC_L$ electrode values. Assessing the nonisolated pins as parallel couplings may explain this behaviour. In an electrical field, all paths will contribute to the conductive capacity. Consequently, the $MC_{FD}$ sensor, with the noninsulated pins, providing the largest contact area and the largest electrical field, will always give a higher MC value than the highest $MC_L$. This is illustrated in Figure 6. The $MC_{FD}$ measurements might even exceed the highest actual MC, shown in Figure 5. This is not equal to the ASTM D 4444-92 statement; that the MC might approach the highest MC in contact with the pins.
The electrical field analogy may also explain the apparent moisture profile measurements seen in Figure 5. The electrical fields in the three depths are different, see Figure 6. The inner pins, mounted on the back side of the cladding have the smallest electrical field, and the middle pins have the largest. The pins closest to the treated surface may have a short circuiting due to adhesives in the primer or paint, which provides the highest MC measurement. Corresponding conclusions have not been found in literature studied by the authors.

Cladding thickness is usually not more than 23 mm. This is probably not enough to measure full electrical fields at different depths.

6. Conclusions

Using electrical resistance is an effective way to read the moisture content (MC) in wood materials, but unfortunately not very accurate for scientific purposes. The gravimetric control measurements did not validate the resistance moisture profile measurements. Measuring the moisture profile with moisture pins in coated wood claddings is not recommended.

The tests demonstrate that errors that may deflect moisture pins measurements are:

- differences in contact area; length of the electrode and density of wood;
- distance to the surface;
- surface treatment.

From the literature it is also well known that errors may be caused by:

- moisture distribution;
- amount of wood extractives;
- nature of material, homogenous or with abnormal wood structure (e.g. twigs or reaction wood).

7. Recommendations for a better approach

To improve resistance MC measurements MC meters should be operated by qualified personnel and corresponding ambient climate data must be measured. Twenty-four hours fluctuations in external applications are relatively large. Randomly collected data gives low data output, e.g. making one measurement a day.
Monitoring and averaging the MC over a period of time provides an improved conception of the moisture fluctuation in the test boards.

The influence of wood density and surface treatments on electrical resistance MC measurements should be approached in further studies. The behaviour of moisture pins in wood based materials should also be considered according to the findings of this work.

It might be possible to measure continuous moisture profile in wood by resistance MC measurements. Test pieces must be calibrated prior to the experiment. Calibration may be done by measuring the moisture profiles of the test samples conditioned in at least three climates (e.g. 50, 70 and 90 % RH) in order to find correction factors.
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SUMMARY: This paper describes a simulation model of drying of wood particles. The model is based on coupled moisture and heat balance equations and solved by using the finite-difference method. There are balances for absorbed water in the wood, water vapor, air and heat; and a Darcian equation for the flow of humid air. The developed model predicts the drying course for varying drying conditions and materials; in this report it is applied to sawdust drying. The simulation shows fair agreement with the experimental data, though factors such as the intrinsic mass transfer coefficient for the evaporation and the thermal conductivity for the air and wood mixture are possible to optimize further. Predictions of drying times, moisture content and temperature in the material and bed pressure drop are obtained with the model. As in the experiments, the model shows a quit thin drying zone characterized by large temperature gradients. These gradients require a very fine division in cells in the numerical calculations to properly represent the coupled processes. A typical calculation of a drying process during a few hours with 100 cells requires around 10 min computer time on an ordinary PC.

1. Introduction

Since the energy crises of the 1970s, the use of oil and coal as a heating source for small houses has continuously declined in favor of non-fossil wood fuels. One of the main wood fuels is pellets made of residuals from the wood industry. Wood pellets are a compact and CO₂-neutral fuel, often considered to be user-friendly and convenient. However, the raw material of mainly sawdust, wood chips or bark contains a considerable amount of moisture that must be removed to achieve pelletization. Besides this, more energy can be utilized in the combustion process, since a better combustion is achieved. The fuel quality also becomes more homogenous, considered advantageous for the end-user. The removal of moisture by heating is an energy demanding and often time-consuming process. In this paper, the drying of wood particles is investigated both experimentally and theoretically. The focus is on the theoretical approach to modeling the drying process and comparing the modeling results with the experimental data.

The applied drying method (batch drying), commonly used in the wood fuel industry, may utilize low temperature waste heat from available industrial processes. This makes the method very interesting. The drying method is characterized by wood particles located in a batch exposed to a drying air flow. The drying air enters the bottom of a drying chamber and passes through the bed of particles, where an exchange of moisture from the wet material to the air takes place. This exchange is essentially limited to a finite zone called the drying zone. At the lower boundary of the drying zone, the air humidity starts to increase from being in equilibrium with the dried material. At the upper boundary, the moisture content reaches equilibrium with the air (FIG. 1). When drying begins, the drying zone is in the bottom of the bed. As drying progresses, the zone moves upwards until the drying is considered complete. Both the progression and the extension of the drying zone are quit important in the design of full-scale batch dryers. The rate of progression determines the drying times and the size of the dryer. The drying zone extension strongly limits the possibility to saturate the drying air and to utilize the heat energy throughout the drying.
FIG. 1 Drying of wood particles in a batch is characterized by a limited drying zone where the actual drying takes place.

To understand this complex drying process involving simultaneous heat and mass transfer, mathematical modeling of the process is usually applied. Traditionally, these models only consider external heat and mass transfer and neglected the heat and moisture transfer inside the product. The models explain the total moisture transport by convection and assume that during the total drying process, all heat transferred to the product is used to vaporize water. These types of models are reported in chemical engineering books (McCabe and Smith, 1956) and food engineering books (Singh and Heldman, 2001). However, when modeling the drying of biological products such as grain and wood, the internal interaction between moisture and product must be considered. Deomano (2001) stated that both the conditions inside the dryer and the transport mechanism within a single piece of material to be dried must be well understood to obtain an accurate model of a dryer.

The moisture transport within a single wood particle is often described by two different drying periods. Initially, because the wood surface is covered with a layer of water, there is a constant-rate drying period. As the surface starts to dry, a falling-rate drying period is then applied to describe the moisture transport. In this work, a drying equation with a lumped transfer coefficient describes the moisture transport from the wood into the air.

In the literature, at least three different types of batch drying models are presented, namely logarithmic (Hukill, 1954), heat and mass balance (Boyce, 1965) and partial differential equation (p.d.e.) (Bakker-Arkema, et al., 1967; Spencer, 1969; Laws and Parry, 1983; Ratti and Mujumdar, 1995; Wang and Chen, 1999; Sitompul, et al., 2003). Because both logarithmic and heat and mass balance models have shown poor accuracy and applicability (Parry, 1985), p.d.e. models are now used in the development and understanding of the drying process. The above-mentioned works, like most other work on batch drying, treat grains or solid particles in general. Since the biofuels discussed in this work have both similar properties and are dried with the same technique, they may be simulated similarly. However, in the literature, p.d.e models of drying biofuels in batches are rare. Saastamoinen and Impola, (1997) simulated the drying process with p.d.e., coupling a single particle model with a heat and moisture transfer model and solving it numerically. Their model was described as having potential to dimension large-scale dryers. Other works thoroughly discuss p.d.e. modeling of single-wood-particles drying (Kayihan and Stanish, 1984; Johansson, et al., 1997).

2. Procedure and material

The drying equipment used in this study is a stationary bed dryer to dry a batch of biomass. The experimental equipment consists of three main components: a centrifugal fan, an electrical heater and a drying chamber. The fan and heater deliver a maximum of 900 m$^3$/h of air with a temperature of approximately 90°C. The drying chamber may be charged with a maximum 0.25 m$^3$ biofuels. The drying equipment has one inlet for fresh outdoor air, one outlet for moist air and a circulation pipe.

The drying runs begin with determination of the weight and moisture content of the biomass load. Temperature sensors (s1, s2 and s3) are placed at three different levels to determine the drying zone progression through the bed. Sensor s1 is located close to the bed bottom, s2 in the middle of the bed and s3 close to the top of the bed. The bed is pre-heated until it reaches the wet-bulb temperature of the drying air. During the experiments, the airflow and air temperature are kept constant. The humidity of the air entering the batch is automatically controlled. It is kept constant as long as the circulating air contains an adequate amount of water vapor.

The porous material studied consisted of sawdust with a moisture content of 107% (calculated on dry basis).
3. Mathematical modeling

3.1 Formulation of model

The developed and proposed model of the drying process in the porous wood material is a one-dimensional model for coupled moisture and heat balance equations. The pressure drop through the bed is accounted for. Three phases are considered in the porous material: The solid phase consisting of the dry wood particles, the liquid phase consisting of free (and absorbed) water in the wood cells and the gas phase formed by humid air between the particles.

A key point is to mathematically describe the evaporation (and condensation) between the solid wood particles and the humid air in the pores. Let $c_s$ (kg·m$^{-3}$) denote the equilibrium water vapor concentration for solid particles at the temperature $T$ (°C) and moisture content $u$ (kg$_{water}$·kg$_{solid}^{-1}$). Thus

$$\phi = \frac{c_s}{c_{sat}(T)}, \quad \phi = \phi_{exp}(u) \Rightarrow c_s(u, T) = c_{sat}(T) \cdot \phi_{exp}(u),$$

Here, $\phi$ is the relative humidity, $c_{sat}(T)$ the saturated water vapor content at temperature $T$, and $\phi = \phi_{exp}(u)$ the inverse of the sorption isotherm $u = u_{exp}(\phi)$. The sorption isotherm is extended above the fiber saturation point to account for the high initial wood humidity: $\phi = 1$ for $u > u_{fsp}$. Let $G(x,t)$ (kg·m$^{-3}$·s$^{-1}$) denote the rate evaporation per unit volume and $c_v$ (kg·m$^{-3}$) the water vapor concentration in the pores. The evaporation is zero in equilibrium $c_v = c_s$. A reasonable first-order description is

$$G(x,t) = \beta \cdot (c_s - c_v).$$

Here, $\beta$ (s$^{-1}$) is a lumped parameter for the water vapor transfer from wood particles to pore gas. It has to be determined by fitting to experiments.

There is a flow of humid air through the porous bed of wet particles. The convective mass flow of dry air $q_a$ and vapor $q_v$ (kg·m$^{-2}$·s$^{-1}$) through the bed are related to the volumetric flux $V_g$ (m$^3$·m$^{-2}$·s$^{-1}$) by

$$q_a = V_g \rho_a, \quad q_v = V_g c_v.$$

To describe the drying process, three balance equations are set up for liquid water, energy and water vapor. The balance for liquid water is

$$\rho_s (1 - n_g) \frac{\partial u}{\partial t} = -\beta \cdot (c_s - c_v), \quad c_s = c_s(u, T).$$

Here, $n_g$ is the porosity of the packed bed and $\rho_s$ is the wood density (kg·m$^{-3}$). The balance for heat or enthalpy is

$$c_{tot} \frac{\partial T}{\partial t} + h_v(T) \cdot \beta (c_s - c_v) = \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) - c_{pa} \frac{\partial T}{\partial x} \cdot q_a - c_{pv} \frac{\partial T}{\partial x} \cdot q_v,$$

$$c_{tot} = c_{ps} (1 - n_g) \rho_s + c_{pw} (1 - n_g) \rho_a u + c_{pa} n_g c_a + c_{pv} n_s c_v$$

In this equation, the first term on the left-hand side is the change in heat content with a total heat capacity $c_{tot}$ and the second term is the evaporation heat. The first term on the right-hand side is due to heat conduction. The following two terms are due to the convective heat flow of air and water vapor. Here, $\lambda$ is the thermal conductivity (W·m$^{-1}$·K$^{-1}$), and $c_{pa}$ and $c_{pv}$ are the heat capacities for air and water vapor (J·kg$^{-1}$·K$^{-1}$). This equation and the mathematics of the whole model are presented in more detail in Bengtsson and Claesson (2008). The balance equation for water vapor is
\[ \frac{\partial q_v}{\partial x} = \beta \cdot (c_a - c_v). \quad (6) \]

Here, the term \( \frac{\partial (n_s v_g)}{\partial t} \), which represents the very small changes in water vapor content in the gas phase in the pores, is neglected. There is also a mass balance equation for the air component of the humid air. The term \( \frac{\partial (n_s v_a)}{\partial t} \) is neglected. This means that the air flow is equal to the inlet air flow: \( q_a(x, t) = q_{a0} \). The final differential equation is Darcy’s law to describe the gas flow through the porous material:

\[ \frac{\partial P}{\partial x} = -\frac{V_g}{K}. \quad (7) \]

Here, \( K \) (m\(^2\)·s\(^{-1}\)·Pa\(^{-1}\)) is a hydraulic conductivity coefficient for gas flow through the porous bed, and \( \frac{\partial P}{\partial x} \) is the pressure gradient (Pa·m\(^{-1}\)).

The model now involves four differential equations (4), (5), (6) and (7) for water content \( u \), temperature \( T \), water vapor flux \( q_v \) and pressure \( P \), respectively. The equations involve these four variables and the additional variables \( q_a, c_a, c_v \) and \( V_g \). These additional variables are obtained from requirement of constant air flow \( q_a = q_{a0} \), from (3) and the general gas law:

\[ q_a = q_{a0}, \quad c_a V_g = q_{a0}, \quad c_v V_g = q_v, \quad \frac{P}{R (273.15 + T)} = \frac{c_a}{M_a} + \frac{c_v}{M_v}. \quad (8) \]

The set of differential equations (4)-(7) is of a special character. Equation (4) involves a derivative in time (and not in \( x \)), while (6) and (7) involve the derivate in \( x \) (and not in \( t \)). This influences strongly the numerical solution.

### 3.2 Initial and boundary conditions

The boundary conditions at the inlet are:

\[ T(0, t) = T_0, \quad \phi(0, t) = \phi_0, \quad V_g(0, t) = V_{g0}, \quad P(0, t) = P_0, \quad t > 0. \quad (9) \]

At the outlet, the heat equation requires a boundary condition for the temperature:

\[ \frac{\partial T}{\partial x} = 0, \quad x = L. \quad (10) \]

Equations (4) and (5) have time derivatives, i.e. initial values must be specified. The initial conditions in the bed are:

\[ T(x, 0) = T_{init}, \quad u(x, 0) = u_{init}, \quad 0 < x < L. \quad (11) \]

### 3.3 Numerical solution

The four differential equations (4), (5), (6) and (7) and the relations in (8) constitute the actual simulation model. An analytic solution is impossible; therefore, an explicit finite difference method for the numerical solution is applied. The biomass bed is divided into elements of thickness \( \Delta x \). Consider now a time step when \( u_n \) and \( T_n \) are known. In particular, this is the case at the initial time step. Using (1) and the relations in (8), we may express the right-hand sides of (6) and (7) as functions of \( u, T, q_i \) and \( P \). The two equations are integrated numerically in \( x \) from cell to cell starting with given values at \( x=0 \). We get \( q_{v,n} \) and \( P_n \), and the other variables, for all cells at the considered time step. Then the values of \( u \) and \( T \) at the next time step are calculated from (4) and (5). These calculations are repeated for time step after time step. A Mathcad code was developed to carry out the iterative calculation. The numerical procedures and calculations are described in more detail in Bengtsson and Claesson (2008).
4. Results

4.1 Numerical results

A drying simulation of a bed of sawdust \((L = 0.15 \text{ m})\) serves to illustrate the performance of the developed model. Experimentally measured values used in the simulation were as follows:

\[\begin{align*}
\mu_{\text{init}} &= 1.07, \quad T_{\text{init}} = 43, \quad T_0 = 74, \quad \phi_0 = 0.21, \quad V_{g0} = 0.28.
\end{align*}\]

The cell thickness is \(\Delta x = 0.001 \text{ m}\). A time step of \(\Delta t = 0.5 \text{ s}\) was found to be numerically stable and selected. The computer calculation time was approximately 10 minutes in this particular case. Temperature \(T\), moisture \(\mu\), evaporation \(G\) and pressure profiles \(\Delta P\) were calculated and presented here for different times (20, 40, 60 and 80 minutes). The model predicts at each time step the mentioned properties at each depth of the bed.

The simulated bed temperatures are shown in FIG. 2a. It can be observed that a sudden temperature change is characteristic for all plots and essentially characterizes the drying process. For example, after 20 minutes of drying (solid line), approximately 0.03 m of the bed has reached \(T_0\). At 0.04 m into the bed the temperature is still \(T_{\text{init}}\). This limited zone of temperature change is the drying zone where the evaporation takes place. The drying zone successively moves through the bed and after 80 minutes it reaches 0.12 m into the bed (dashed-dotted line).

\[\begin{align*}
\text{FIG. 2 Simulated temperatures (a) and moisture contents (b) through the bed at different times of drying.}
\end{align*}\]

In FIG. 2b the moisture content in the bed is shown. After 20 minutes (solid line), approximately 0.03 m of the bed bottom is almost dry and a moisture content of 4.5\% is attained, i.e. the moisture content in equilibrium with the drying air humidity. Further drying of the bed bottom with the same air humidity has no influence on the moisture content. FIG. 3 shows the simulated flow of vapor, \(qv\) (a) and the rate of evaporation, \(G\) (b) through the bed. Note the small decrease in the vapor flow curve taking place downstream after 20 minutes of drying, which indicates a small condensation (FIG. 3a). The rate of evaporation clearly highlights the extension of the drying zone and the intensity of the evaporation. In this particular case, which actually simulates a thin bed, the extension of the drying zone appears to remain constant through the drying.
FIG. 3 Simulated flows of vapor (a) and the rate of evaporation (b).

In FIG. 4a the water vapor concentration $c_v$ in the pores is shown. It increases as expected in the drying zone. Together with the volumetric gas flux (FIG. 4b) it determines the flow of vapor (FIG. 3a). Observe the sudden decrease (some 5%) in volumetric air flux which is a consequence of the lower gas temperature above the drying zone.

FIG. 4 The water vapor concentration (a) and the volumetric gas flux (b).

The pressure drop across the bed is shown in FIG. 5. It is dependent on the bed height, the drying air velocity and the permeability or conductivity $K$.

FIG. 5 Pressure drop in the bed at different times.
It should be noted that a constant value for the conductivity is used. Equation 7 shows that $P$ or $\Delta P$ corresponds to an integral of $V_g$, figure 4b. This explains the slight increase of $\Delta P$ for increased time $t$.

### 4.2 Comparison of numerical results with experiment

The initial and boundary values used in Section 4.1 to illustrate the performance of the model were taken from a sawdust drying experiment performed in the described dryer. In this section, the same drying experiment serves to demonstrate the applicability of the drying model by comparing the experimental result with the result from the numerical model. FIG. 6 shows the temperatures measured by the three sensors (s1, s2 and s3) through the total drying period (dotted lines) and compares them with the simulated temperatures (solid lines). A first observed deviation between the measured and simulated temperatures is initially found where the experimental air temperature is higher. However, the deviation is more inclined to be an experimental source of error and caused by difficulties in controlling the heat effect and settling of the air temperature.

![FIG. 6 Comparison between measured and modeled bed temperatures in the sawdust drying experiments.](image)

The model in its present form does not consider varying inlet air temperatures. The modeled drying time scale fits the experimental time scale reasonably well. The drying experiment was considered complete after approximately 110 minutes, when the relative humidity in the air leaving the dryer was below 25%. In the simulation this occurred after approximately 80 minutes. The model predicts shorter drying times. However, fitting of neither the drying coefficient $\beta$ nor the heat conductivity $\lambda$ is not yet made.

### 5. Conclusions

A numerical model to simulate the batch drying of wood particles is developed and presented. The model describes the drying process with fundamental physical properties in coupled moisture and heat balance equations. The model differentiates between moisture in air phase and solid phase, while temperature is equal in both phases. By using the finite-difference method to solve the equation system, the following main conclusions can be drawn:

- The model describes the drying characteristics well, and quantities such as temperature, moisture content and bed pressure drop are determined properly compared to measured data of sawdust drying.
- Due to the large temperature gradients found in the drying zone, the bed must be divided into many thin cells which affects the required computer time for the numerical solution.
- The model requires an intrinsic mass transfer coefficient for the evaporation, and the thermal conductivity for the air and wood mixture. These key parameters are difficult to determine. However, they may be adjusted experimentally to fit other drying conditions or fuels with different properties. The modification $\beta = \beta(u)$ is easy to incorporate in the presented model.

The model may be further developed. Neither the temperature dependence for the sorption isotherm nor the temperature fluctuations of the drying air are considered in the model. These can be easily incorporated. Other important considerations concern the complex internal moisture transport. For larger particles, i.e. wood chips and bark, the mass transfer coefficient may be an inadequate approximation of the internal moisture transfer.
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SUMMARY:
The article discusses analytical methods for estimation of hygromechanical properties and the behaviour of composite materials under unilateral environmental exposure. An advanced graphite-epoxy composite plate, a densified wooden strand board and plywood with different configuration have been examined. It is determined that midplane strains, curvatures and warping at nonsymmetric moisture distribution depend on the moisture content profile, composite type, configuration, and stacking sequence of layers. The optimum configuration for hygrothermal response may not coincide with that for mechanical properties. Sensitivity of a certain configuration of laminate and moisture profiles is an effective means for evaluating the viscoelastic (viscoplastic) stress relaxation in a hygrothermal environment.

1. Introduction

Composite materials are constructed by bonding together several structural elements to form a common structure. The properties and orientation of the elements have to be chosen such that the composite is able to meet the design requirements of strength and stiffness. However, the behaviour of material under various environmental conditions has to be taken into account as well.

The use of advanced high-strength structural composites in aerospace systems and in other applications has expanded rapidly and significant quantities are in production. Due to industrialization of building process and production of inexpensive and effective building materials the utilization of wood and other raw materials is taking place. Accordingly suitable structural models are needed for predicting the hygrothermomechanical properties (Geimer, 1982; Vital et al., 1980) and for the optimum formation of composite materials by taking into account the properties of components and technological process (Rocens, 1983; Brauns and Rocens, 1994a).

In structural elements, composite panels can be affected by unilateral environmental exposure (Brauns and Rocens, 1994a,b; Pipes et al., 1976; Environmental effects..., 1981; Advanced composite materials..., 1978). In general case, the character of swelling and thermal deformation of a composite with moisture or temperature is nonlinear. This study is devoted to the estimation of the mechanical properties and behaviour of different layered systems under nonsymmetric environmental effect. The main purpose is to determine the effect of unilateral environment depending on composite configuration. The estimation is performed in linear region of environment-induced strains assuming on ideal bond between the layers. The numerical analysis was accomplished taking into account the changes in moisture content at the given level of temperature.

The hygrothermal deformation of a unidirectional element of composites in the transverse direction is much higher than in the longitudinal direction and distinctive oriented layers or fibers prohibit free deformation, nonsymmetric residual stresses develop in composite laminates. These environmental stresses can lead to the warping of a composite and initiation of micro cracks, especially under transient conditions, and further degrade the strength properties of composites. The temperature change and moisture absorption affect likewise the mechanical properties of the composite while the dimensional change can influence the performance of the
structural element which can fail by buckling due to restrained expansion. Thus, hygrothermal behaviour affects not only the dimensional stability but also the safety of structures.

2. Heat conduction and moisture diffusion in composites

Considering a composite of thickness $h$ as a system of elementary layers with parallel location of layers with respect to the midplane, a Cartesian coordinate system with axis $\{x_i\}$ is introduced (Fig. 1). The hygrothermomechanical properties of elementary layers are determined from the properties of the components by using analytical methods (Tsai and Hahn, 1980), or are found experimentally. The individual coordinate system $\{x'_i\}$ ($i = 1, 2, 3$) is associated with the principal directions $\phi$ of orthotropic elementary layers.

The hygrothermomechanical behaviour of layered media under environmental effects depends on the thermal conductivity and moisture diffusion properties of elementary layer. In the case of thermal exposure the heat conductivities $\lambda^T_{ij}$ in an arbitrary coordinate system can be expressed in terms of those in the symmetry axes of the layer are given by

$$
\begin{align*}
\lambda^T_{11} &= l_1^2 \lambda^T_{11} + l_2^2 \lambda^T_{22}; \\
\lambda^T_{12} &= l_1 l_2 \left( \lambda^T_{11} - \lambda^T_{22} \right); \\
\lambda^T_{22} &= l_1^2 \lambda^T_{11} + l_2^2 \lambda^T_{22},
\end{align*}
$$

where $l_1 = \cos \phi$ and $l_2 = \sin \phi$. In the direction $x_3 = x'_3$, the heat conductivity is $\lambda^T_{33} = \lambda^T_{33}$.

In the case of moisture diffusion, the relation between moisture flux $q^W_{i}$ and moisture concentration gradient is expressed in terms of the moisture diffusion coefficient $\lambda^W_{ij}$ so that

$$
q^W_{i} = -\lambda^W_{ij} \frac{\partial W}{\partial x_j}.
$$

Note that moisture content $W$ represents the amount of moisture as a fraction of the dry mass of the composite.

In practice, very important is one-dimensional diffusion through the element thickness, i.e., in the $x_3$ direction. Maintaining the temperature and moisture concentration on both surfaces of the material at equilibrium values, as linear approximation for the temperature distribution across the thickness with time $t$ the Fourier equation can be used:

$$
\frac{\lambda^T_{33} \partial^2 T}{\rho C} \frac{\partial T}{\partial x_3} = \frac{\partial T}{\partial t},
$$

where $\rho$ and $C$ are the mass density of the composite and the specific heat, respectively. Similarly, the Fick equation is applicable to the moisture diffusion

$$
\lambda^W_{33} \frac{\partial^2 W}{\partial x_3^2} = \frac{\partial W}{\partial t}.
$$

The thermal diffusivity $\lambda^T / (\rho C)$ in Eq. (3) and the moisture diffusion coefficient $\lambda^W_{33}$ in Eq. (4) are measures of the rate at which the temperature and moisture concentration change within the material. These parameters, in general, depend on the temperature and moisture concentration. However, over the range of temperature and
moisture concentration prevailing in applications of composites, the thermal diffusivity is about $10^6$ times higher than the moisture diffusion coefficient. As a result, the temperature will reach the given level long before the moisture concentration.

In many cases, the moisture absorption and desorption are prevented on one surface of the composite, while the other one is exposed to the environment. Since the moisture diffusion is through the thickness of the composite, in case of large structural elements it does not depend on the structure of layers. The moisture absorption through the thickness of material can be described by exact solution of Eq. (4) given in (Crank, 1956; Jost, 1960). Note, however, that nonsymmetric deformation (warpage) and buckling, due to restrained linear expansion, is sensitive to configuration of layered materials and to certain moisture profiles. Consequently, methods of predicting how various configuration parameters affect the dimensional stability of board are needed. Moreover, the dimensional change of the structural element can influence the performance of the material that results in degradation of the strength properties and decreases the safety of a structure.

Since, in the case of structural elements of finite width, the diffusivity considerably depends on the layer orientation for sufficiently large or short time periods, some approximations for the moisture distribution profile can be used. In the subsequent analysis, parabolic, hyperbolic, and linear moisture distribution has been chosen.

3. Stress-strain relationships including environmental effects

Composite materials deform when they absorb the moisture or when the temperature changes. To determine the resulting strain we assume that the material is elastic and the response of the material does not depend on the history of environmental conditions but only on its initial and final state. Since the order of application of various changes is immaterial, it is assumed that temperature is changed first, followed by moisture absorption.

The final axial strains $\varepsilon'_i$ in the unidirectional element are the sum of three types of strain induced by the temperature change, moisture absorption and applied stresses $\sigma_j$, respectively

$$\varepsilon'_i(T, W, \sigma_j) = \varepsilon'_i^T (T, \sigma_j) + \varepsilon'_i^M (T, \sigma_j) + S'_i (T, W) \sigma'_j,$$  

where $S'_i$ are the compliances of the unidirectional element. Thermal and moisture deformation are the nonlinear functions of $T$ and $W$, respectively (Environmental effects..., 1981; Advanced composite materials..., 1978). To calculate strains $\varepsilon'_i^T$ and $\varepsilon'_i^M$, specific thermal strain $\alpha'_i(T)$ and specific swelling $k'_i(W)$ of the element can be used:

$$\varepsilon'_i^T (T) = \alpha'_i(T)(T - T_0); \quad \varepsilon'_i^W (W) = k'_i(W)(W - W_0),$$

where $T_0$ and $W_0$ are initial temperature and moisture content, respectively. The specific strains denote free expansion of the element when the temperature or moisture content changes per one unit.

Within the composite, the deformation of one layer is constrained by the other with different orientation, and hence environmental stresses arise in each layer. In the general case, the stresses in the elementary layers are different and the stress state of a composite is inhomogeneous. The static equivalent system of average force stresses $\sigma_j$ and couple stresses $\mu_j$ acting on a unit volume of material has been used (Koiter, 1964; Mindlin, 1964). By applying matrix notations, the following constitutive relations for the midplane strains $\varepsilon^0_j$ and the curvatures $\kappa_j$ are given by

$$\begin{bmatrix} \varepsilon^0_j(T, W, t) \\ \kappa_j(T, W, t) \end{bmatrix} = \begin{bmatrix} \alpha_j(T, W, t) & \beta_j(T, W, t) \\ \beta^T_j (T, W, t) & \delta_j(T, W, t) \end{bmatrix} \begin{bmatrix} \alpha_j(T, W, t) \\ \mu_j(T, W, t) \end{bmatrix}.$$

In Eq (7), the tensor indices are omitted and T denotes transposition. The compliance components $\alpha_{ij}$, $\beta_{ij}$, $\delta_{ij}$ ($i, j = 1,...,6$) depend on the temperature and moisture content. The force and couple stresses in the unit volume of the composite are calculated by averaging:
\[ \sigma_j(T,W,t) = \frac{h/2}{-h/2} \int \sigma_j^{(k)}(T,W,t) dx_m ; \quad (8) \]

\[ \mu_j(T,W,t) = \frac{h/2}{-h/2} \int x_m \sigma_j^{(k)}(T,W,t) dx_m , \quad (9) \]

where \( m = 1 \) or \( 2 \) or \( 3 \); \( m \neq j \).

The stresses \( \tilde{\sigma}^{(k)}_j \) in \( k \)th elementary layer in the coordinate system \( \{x_i\} \) can be determined by using the variation in temperature of the material or moisture content of the material starting from their initial values and the specific environmental stresses \( \tilde{r}_j(W) \) or \( \tilde{r}_j(T) \). For some type of composites produced by compression, for example, wooden composites, the stiffness properties also depend on the initial partial density \( \tilde{\rho}_s \). The analysis is performed at fixed temperature. In this particular case, when \( T = \text{const} \) and \( W \neq \text{const} \) at a fixed time moment, the stresses in the layers can be found as

\[ \{ \tilde{\sigma}_j(W)_{\tilde{\phi}_s} \}^{(k)} = \{ \tilde{r}_j(W)_{\tilde{\phi}_s} \}^{(k)} (W - W_0) . \quad (10) \]

The matrix of the specific environmental stresses \( \{ \tilde{r}_j \}^{(k)} \) of the layers in the coordinate system \( \{x_i\} \) can be represented as

\[ \{ \tilde{r}_j(W)_{\tilde{\phi}_s} \}^{(k)} = [g_{ij}] \{ r_j(W)_{\tilde{\phi}_s} \}^{(k)} , \quad (11) \]

where \([g_{ij}]\) is the stress transformation matrix (Tsai and Hahn, 1980). The specific constraining stresses \([r_j]\) in (11) and specific moisture strains \([k_j']\) are associated with the layer stiffness \( A_j' \), and for the plane stress state are given by

\[ \{ r_j'(W)_{\tilde{\phi}_s} \} = [A_j'(W)_{\tilde{\phi}_s}] \{ k_j'(W)_{\tilde{\phi}_s} \} . \quad (12) \]

For the general case, the compliance matrices in (7) can be represented in terms of the general stiffness of the composite:

\[ a(W)_{\tilde{\phi}_s} = S(W)_{\tilde{\phi}_s} + S(W)_{\tilde{\phi}_s} B(W)_{\tilde{\phi}_s} C(W)_{\tilde{\phi}_s} B(W)_{\tilde{\phi}_s} S(W)_{\tilde{\phi}_s} ; \quad (13) \]

\[ b(W)_{\tilde{\phi}_s} = -S(W)_{\tilde{\phi}_s} B(W)_{\tilde{\phi}_s} C(W)_{\tilde{\phi}_s} , \quad (14) \]

where

\[ C(W)_{\tilde{\phi}_s} = [D(W)_{\tilde{\phi}_s} - B(W)_{\tilde{\phi}_s} - S(W)_{\tilde{\phi}_s} B(W)_{\tilde{\phi}_s}]^{-1} . \quad (15) \]

The components of the stiffness of the laminate are evaluated by integration:

\[ [A_j(W)_{\tilde{\phi}_s} , B_j(W)_{\tilde{\phi}_s} , D_j(W)_{\tilde{\phi}_s} ] = \int \tilde{A}_j^{(k)}(W)_{\tilde{\phi}_s} [1, x_j, x_j^2] dx_3 . \quad (16) \]

In Eq. (16), the stiffness matrix \([\tilde{A}_j]^{(k)}\) of the elementary layer in the coordinate system \(\{x_i\}\) can be determined by using the transformation formula. The compliance matrix in Eqs (13) – (15) is \([S] = [A]^{-1}\). The multilayer model based on the laminate analogy (Halpin et al., 1971) is used to determine the stiffness in Eq. (16) for the high filled wooden strand board (WSB) with short-fiber volume fraction of about 90...95% and more.
4. Numerical results and discussion

In the discussion of hygrothermoelastic behaviour of layered composites, the temperature and the moisture concentration are assumed to be nonuniform over the thickness of material. Since the order of application of various changes is immaterial, conceptually it is imagined that the temperature is changed first and is fixed, while the moisture changes with time and with the coordinate $x_3$ in the thickness direction. To determine the environmental midplane strains and curvatures, the Eqs (7) – (9) are used. Two types of composites are examined: an advanced graphite-epoxy composite (AS/E) plate and a densified aspen WSB.

By using the properties of unidirectional layer with infinite fibers or short-length flakes, the displacement vector in Eq (7) of the structural behaviour is determined. One way to assess warpage is to fix the laminate at one corner and determine the lateral displacement at the diagonally opposite corner (Fig. 2). This structural behaviour can be predicted by the following equation for a rectangular flat laminate

$$w = 1/2(a^2\kappa_1 + b^2\kappa_2 + 2ab\kappa_6),$$

(17)

where $w$ is the corner displacement, $a$ and $b$ are the side dimensions, and $\kappa_i$ is the curvature determined from Eq. (7). The ratio $w/a$ obtained for the square laminate $a = b = 25$ cm for four laminate configurations from an AS/E composite in the case of three different moisture profiles at moisture content difference $\Delta W = 0.6\%$ are summarized in Fig. 3. Note that the linear (L), parabolic (P) and hyperbolic (H) moisture profiles induce approximately the same warpage for configurations $[\pm\phi]_S$ but the differences can be substantial for configurations $[\phi/0/-\phi]_S$. The variation of the corner displacement as a function of ply angle is shown in Fig. 4 for the laminates with parabolic moisture profiles. Note that the warpage for configuration $[\pm\phi]_S$ is greater and varies regularly with orientation compared with the configuration $[\phi/0/-\phi]_S$.


![FIG. 2: Corner displacement of a composite plate induced by nonsymmetric moisture distribution.](image)

Due to warpage induced by nonuniform moisture distribution, the corner displacement can be substantial. In numerical analysis, the moisture concentration difference was 0.6%, which corresponds to the linear region of the moisture-induced strain. The displacement depends on the moisture distribution type and composite configuration. Note that the corner displacements exceeding 2.5 cm is probably beyond the limits of linear structural analysis. The hygrostresses in the plies of laminates in the transverse direction and interlaminar shear reach magnitudes, which are comparable to ply strengths. In the elastic analysis, the warpage of the AS/E laminate is large. Sensitivity to a certain configuration of the laminate and moisture profiles is an effective means for evaluating the stress relaxation in hygrothermal environment. Note that the corner displacement ratio depends on the composite configuration and increases with the number of the ±45° layers while the mechanical load is the dominant source of the shear stress in the ±45° plies responsible for the shear stiffness.

Analysis of the AS/E composite with the above-mentioned nonsymmetric moisture distribution is performed by using the following experimental characteristics of a unidirectional dry ply at room temperature: $E_1' = 138$, $E_2' = 9.65$, $G_{12}' = 4.21$ GPa; $\nu_{21}' = 0.30$; $k_1' = 0.01$, $k_2' = 0.45\%$. Note that the hygromechanical properties of the AS/E composite change with the moisture content, including specific swelling deformation $k_2'$. In order to take into account the moisture-caused changes, the reduction factors were used in the calculation.
Composition boards, such as flake boards and plywood, change in dimension as the moisture content varies. Since the dimensional stability of the composition boards is critical in most applications, the maximum allowable dimensional change in such products is limited by standards. Consequently, methods of predicting how various processing parameters affect the dimensional stability of the board are needed.

The elementary layers of the composite with short-length components consist of previously calculated elements with the properties determined with regard to pressing during the fabrication of the material and considering the statistical length distribution of flakes as well as incomplete bonding. The technical characteristics of a densified orthotropic layer with unidirectionally oriented short-length aspen flakes at $w_0 = 6\%$ and $\hat{\rho}_a = 750$ kg/m$^3$ are as follows: $E'_1 = 4.8$, $E'_2 = 0.53$, $G'_{12} = 0.77$ GPa, $\nu_{12} = 0.22$. Nonlinear dependences of the mechanical properties on moisture were taken into account. The specific moisture strains at the given initial conditions are $k'_1 = 0.01$ and $k'_2 = 0.25\%$, while the dependencies of these strains on the moisture are based on experimental data.

In the production process of wooden composites, the variation of the properties of wood by means of increasing the volume fraction of cell wall is realized by compressing the wood perpendicular to the grain, i.e., flattening its
cavities. For the wood with a decreased void volume resulting from compression, compliance of wood in the direction of pressing (axis $x_3$) appears to be higher in comparison with natural wood. Accordingly, unless complete flattening of the vessels is reached, a decrease of the cell-wall material resisting the action of the stresses $\sigma_3$ is taking place. The fraction of the cell-wall material of the layer resisting the action of the stresses $\sigma_1$ and $\sigma_2$ increases, decreasing the compliance in the directions $x_1'$ and $x_2'$. Plastic, or unrecoverable, deformation is the major part of deformation of the wood that occurs during the hot pressing. When moistening, plastic deformation becomes recoverable and there is a large difference between swelling of the densified wood in the direction of pressing and in the transversal $x_2$ direction. According to reconstituted wood structure, the specific moisture strain of the densified wood in comparison with the customary wood increases nonlinearly when moisture content grows in the direction of pressing, but decreases in the transversal direction.

By using a multilayer model for the composite with short-length wooden flakes, the total binder volume is distributed in separate layers proportionally to the volume of flakes. To illustrate the effect of flake alignment on moisture deformation, we consider laminates with different orientation of the principal axes of the elementary layers with respect to, e.g., machine direction ($x_1$). For any laminate, the average orientation angle of fibers (disregarding its sign) relative to the $x_1$ axis is labeled $\psi$ and the relative alignment $\xi$ is defined as

$$\xi = \left(\frac{45^\circ - \psi}{45^\circ}\right) \times 100\%.$$  

The model of the board used consists of 12 elementary layers, which form a symmetric or nonsymmetric structure. Effect of a nonsymmetric nonlinear distribution of the moisture content of nonsymmetric and antisymmetric structure on warpage was studied. The warpage of the board with antisymmetric structure is essentially higher.

In the case of plywood, the technical characteristics of densified birch veneer used in the analysis are: modulii of elasticity $E_1 = 16.5$ and $E_2 = 0.7$ GPa; shear modulii $G_{12} = 0.9$, $G_{13} = 1.5$ and $G_{23} = 0.3$ GPa; Poisson’s coefficients $\nu_{21} = 0.45$, $\nu_{31} = 0.34$ and $\nu_{32} = 0.30$. The corrections for moisture change of the elasticity and shear modulii, respectively, are: $\alpha_1 = 250$, $\alpha_2 = 25$, $\alpha_{12} = 25$, $\alpha_{13} = 30$, and $\alpha_{23} = 20$ MPa. The specific moisture strains at given initial conditions are: $\beta_1 = 0.00003$, $\beta_2 = 0.002$, $\beta_3 = 0.003$ (%). The partial density of plywood is 660 kg/m$^3$.

The relationship between expansion ($\varepsilon_i$), thickness swelling ($\varepsilon_3$) and alignment for an increase of moisture content of 12% is shown in Fig. 4. The preferable boards are with relative flake alignment $\xi = 0 – 40\%$. Fig. 4 also shows relationships between alignment and specific reaction $F^*$ in bending and critical stress $\sigma_1^c$ in compression of a hinged square board.

![Fig. 4: Effect of flake alignment on swelling and mechanical properties of flakeboard: 1 – $\varepsilon_1$; 2 – $\varepsilon_2$; 3 – $\varepsilon_3$; 4 – $F^*$ (kN); 5 – $\sigma_1^c$ (MPa).](image-url)
Conclusions

The following main conclusions can be drawn from the present study:

1. The midplane strains, curvatures and warping of an advanced graphite-epoxy composite plate and a wooden strand board of different configurations densified in technological pressing with nonsymmetric moisture distribution (linear, parabolic and hyperbolic) taking into account the nonlinear swelling properties are determined.

2. Hygrostrains depend on the moisture content and profile, laminate configuration, composite type as well as the ply stiffness, and should be calculated basing on the precise stacking sequence, while thermal deformation in angle-ply laminates, except wooden composites with densified orthotropic layers, can be predicted by using the equivalence principle between the hygro and thermal expansions.

3. The optimum configuration for the hygrothermal behaviour may not coincide with that for the mechanical properties and, for every type of loading, composite materials with an appropriate structure should be used. Sensitivity of a certain configuration of laminate and moisture profiles is an effective means for evaluating the viscoelastic (viscoplastic) stress relaxation in a hygrothermal environment.
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SUMMARY:
It is known that solar driven vapour transport inward to vapour open constructions such as wood frame walls with a vapour tight finishing at the inside may occur and may lead to an undesired wetting of wooden elements and gypsum board. Although the origin of this inward vapour transport may be well understood, the quantification of the moisture damage risks remains not well understood, since the effect of material properties and climate on the two-dimensional hygrothermal behaviour of the walls is not yet adequately addressed.

Therefore, a research project, subsidized by ASHRAE TC4.4, studies solar-driven inward vapour flow combining small- and large-scale wall assemblies tests under comparable conditions. The objective of the tests were to produce precise measurements on wetting and drying behavior of internal parts of the back wall, when a wetted masonry cladding is loaded under cyclic temperature loading. The specimens were composed of: brick veneer, weather resistive membrane (spun-bonded polyolefin), oriented-strand board (OSB) sheathing, glass fiber insulation, gypsum board and interior finish (acrylic paint or vinyl wall covering). It is found that, due to the temperature gradient, an important vapour flow is generated to the back wall, wetting the OSB sheathing, mineral wool and gypsum board. The vapour permeance of the interior finishing determines the wetting of the gypsum board: a vapour tight vinyl wall covering leads to significant wetting of the gypsum board and very low drying rates during drying. The moisture contents in the gypsum board are compared.

1. Introduction

Situations such as heating of the wet masonry due to solar radiation can induce inward water vapour flow, especially when the interior space is air-conditioned at lower temperature. These water vapour flows can be important and lead to moisture accumulation in the back wall. Sustained exposure to high moisture content may lead to the development of mould and rot growth, corrosion of fasteners and reduction of the thermal insulation value. The occurrence of inward moisture flow due to solar radiation is more prevalent in mixed and hot climates, but may also be observed during the summer in cold climates.

The phenomenon of cyclic vapour flow driven by solar radiation and the influence of the wall composition on the hygrothermal performance and durability of wall systems subjected to such flow are not yet fully understood. The ASHRAE T.C. 4.4 committee identified this need, and a research project was initiated to
develop fundamental understanding of the impact of solar-driven moisture flow. Small- and large-scale experimental work was performed in the laboratory and controlled conditions setups for various wall assemblies. The third experimental component of this project was field testing of four assemblies, in Charleston, South Carolina. The results from the three experimental parts will be used to validate computer models, which will be subsequently used to simulate more variations of assembly constructions and environmental loading conditions. This paper presents the small- and large-scale experimental setups and reports on the results for various wall assemblies for this ASHRAE funded project.

2. Small-scale experimental work

2.1 Experimental procedure

A small-scale testing setup was developed and built to test simultaneously eight 400 mm x 400 mm specimens. In this paper, we present only the general experimental procedure. More details can be found in Carmeliet et al. (2007) and Deckers (2007). The wall composition is typical for North American low-rise residences, insulated with fiberglass insulation between the studs. An air cavity is present between the brick veneer and the back wall. An exterior sheathing of oriented-strand board (OSB) is used. Two types of weather resistive barriers (WRB) on the OSB are considered: spun-bonded polyolefin (SBPO) and building paper (BP). On the gypsum board, two different finishings are used: a two-layer acrylic paint and a vinyl wall covering (VWC).

At the beginning of the test, 1.5 liter of water is spread over the masonry leading to an average moisture content of 110 kg/m³, which is half of the capillary saturation moisture content. The experiment is divided into two periods: a wetting period and a drying period. During the wetting period, the masonry remains covered with an aluminum plate, sealed with a gasket, preventing drying of the masonry towards the outdoor environment. The drying period starts after 17 days by removing the aluminum plates from the specimens, allowing drying both towards the indoor and outdoor environment.

The indoor and outdoor conditions aim at representing summer conditions in Charleston, South Carolina, including solar radiation on the outside cladding and conditioned air at the indoor side. Two test conditions are considered: constant outside temperature loading and cyclic temperature loading. For the constant loading experiment, the outside temperature is 40°C and an outside relative humidity (RH) of 10 %. For the cyclic loading an outdoor temperature loading of 40°C during 8 hours is followed by 16 hours at 21°C. The outdoor relative humidity varies between 10 % RH at high temperature and 50 % RH at low temperature following the temperature loading. A constant temperature of 18°C and 50% RH is used as the indoor climate.

The moisture content of the different parts of the wall is determined by gravimetry. The three parts - brick veneer, sheathing (OSB + WRB), insulation (+ eventually wooden stud) & gypsum board (+ interior finishing) are weighed individually.

2.2 Results

Some test results of the small-scale experiments are presented in Figure 1. A more detailed discussion of the experimental results is given in Carmeliet et al. (2007). We observe generally that the inward water vapour transport due to the thermal gradient leads to an important wetting of OSB and gypsum board.

Comparing Figures 1a and 1b (note the difference in moisture content range on the y-axis), we observe that the moisture uptake by the gypsum board covered with the vapour tight VWC is much higher than the uptake of moisture by the gypsum board with vapour open paint. In the case of VWC finishing and constant loading conditions, the gypsum board shows very low drying rates. We further observe that during cyclic loading the wetting of gypsum board is reduced: the moisture content of the gypsum board remains lower than the ones observed for the constant conditions. The maxima of moisture content of the gypsum board with vinyl wall covering and paint in the constant loading case are respectively 230 versus 50 kg/m³, or a ratio of 4.6 to 1. In the cyclic loading case, the maxima are respectively 81 versus 13 kg/m³, or a ratio of 6.4 to 1. This difference in ratio’s may be attribute to the fact that the drying is delayed in the cyclic loading. Note that a maximum of 81 and 13 kg/m³ for gypsum board with paint finishing still refers to a RH of respectively 98% and 86%, which is above the limit for moisture damage.
In Figure 1c, we observe that the moisture uptake by OSB first increases fast and attains a maximum at the end of the wetting period. The maximum for constant loading conditions equals 150 kg/m³, which refers to a RH value of 98% and is above the limit for moisture damage. The moisture content of OSB in the wetting period during cyclic loading remains lower compared to the constant boundary conditions. However, we also observe that the moment at which drying of the OSB starts is delayed and the rate of drying is slower, resulting in higher final moisture contents. This means that, during cyclic loading, the wetting and also the drying potential reduces and the materials may remain, on average, for a longer time at higher moisture content levels.

We also observe that the moisture behavior of OSB and gypsum board does not depend much on the type of WRB in either the constant or cyclic loading case. Walls with SBPO show somewhat lower moisture contents of OSB and gypsum board than walls where building paper is used.

In Figure 1d, we observe that the decrease of moisture content of masonry during the wetting period is slower for cyclic conditions compared to the constant boundary conditions. The reduction of the thermal loading also leads to a slower drying of the masonry during the drying phase.

Figure 1. Comparison of moisture content evolution for constant with cyclic loading conditions: (a-b) Moisture content of gypsum board for paint and VWC finishing; (c) Moisture content of OSB for the VWC finishing; (d) Moisture content of masonry for all variants.
3. Large-scale experimental procedures

3.1 Test setup and boundary conditions

Three large-scale tests involved specimens 1.2m wide by 2.4m high. The specimens used for this experiment were typical of North-American wood-frame construction. The specimens were constructed of two main parts. The cladding was 90mm clay brick, mounted in a frame hung in front of an insulated back-wall. The air cavity of 25 mm was not vented. The back-wall consisted of 38mm x 89mm wood studs with fiberglass insulation, enclosed with either OSB sheathing (9 mm) or Extruded Polystyrene Insulation (XPS) (38mm) on the exterior and gypsum board (12 mm) on the interior side. The weather resistive barrier (WRB) of spun-bonded polyolefin covered the exterior face of the OSB. The interior finish on the gypsum board consisted of vinyl wall covering (VWC) or paint.

Figure 2a-c shows the overall test setup; a complete description is found in Edelstein (2007). The specimens were wetted and then exposed to high climatic cycles simulating rain and sun. The interior face of the specimen was exposed to indoor air conditions maintained in the air-conditioned highly insulated test hut. The exterior condition (rain and sun) were reproduced using a wetting and a heating system. To wet the cladding, a spraying apparatus consisted of nozzles mounted on a moveable rack in a manner to ensure uniform wetting of the brick wall. Solar radiation was simulated using 40 heat lamps of 175 Watts placed inside a reflective box. The lamps were positioned and dimmed in a way to ensure uniform heating of the entire brick wall to minimum of 50°C.

The loading of this experiment consisted of alternating periods of wetting and drying. The brick wall was daily wetted to 50% saturation during the wetting phase. The wall was then subjected to 8 hours of radiation. Drying continued for the next 16 hours without radiation. The daily wetting/drying cycles were repeated until a significant amount of moisture was observed within the back-wall. At this point, wetting was stopped and daily drying cycles (8 hours with radiation and 16 hours without) were repeated until the specimen was nearly back to its initial dry state, thus the different wetting and drying phase length for the three different tests.

3.2 Monitoring and instrumentation

The brick frame and the back wall were separately and continuously weighed during the test using a weighing system. Each weighing system was suspended from a gantry crane and consisted of a friction-free lever arm supporting at one end a specimen and, at its other end, a counter-weight. A load cell was anchored between the counter-weight and the floor and measured any mass change of the specimen during the test period. Different parts of the weighing system can be seen in Figure 2(c). In addition to this continuous monitoring, small gravimetric samples of gypsum board and wood stud were also monitored periodically. Six gypsum board gravimetric specimens of 150mm x 150mm and 3 wood stud specimens of 12.5mm x 12.5mm x 38 mm were taken from the top, middle and bottom of the large-scale specimens. Figure 3(a) shows the locations of the samples. Combined relative humidity and temperature sensors were installed at various positions in the large-scale specimen and additional thermocouples were placed at various layers and various heights of the specimen.
for continuous monitoring. Figure 3(b) shows the locations of the relative humidity probes, thermocouples and moisture pins.

![Figure 3 Monitoring lay-out (a) Location of gravimetric samples, (b) Instrumentation for electronic instrumentation.](image)

### 3.3 Results

#### 3.3.1 Wall with brick cladding and vinyl wall covering finishing

The moisture content evolution in the different components of this wall is shown in Figure 4(a). The cyclic wetting and drying phase for this specimen was continued for 19 days and followed by 23 days of drying. The rapid decrease of mass of the brick wall can be clearly observed. The figure also includes the moisture content of the gypsum taken at three heights in the wall. The moisture content of the gypsum samples increase during the wetting phase and even for a few days after the drying phase starts. It can be seen that the moisture content in the specimen increases with the height. This could be explained by existence of possible convection loops or stack effects in the insulation cavity in contact with the gypsum board. Finally, Figure 4(a) also included the moisture content of the back wall in kg/m$^3$. It can be observed that the moisture gain of the back wall follows an evolution similar to the one of the gypsum board, although it should be kept in mind that the back wall mass also includes the moisture absorbed by the wood frame and the OSB.

Figure 4(b) shows the vapour pressure difference between air cavity and insulation cavity, and between insulation cavity and inside the hut. During the wetting phase, the vapour pressure is higher in the cavity and lower inside, highlighting the inward vapour flow. Vapour tight VWC on the interior side of gypsum board however prevents vapour to be transferred to inside and leads to high relative humidity in the gypsum board. The VWC resulted in moisture build up and development of mould on the backside of the VWC. After the start of the drying period, the vapour pressure in the cavity is still higher than in the insulation for about a week, after which the vapour pressure of the cavity falls below that of the insulation.

![Figure 4 Wall brick veneer and VWC: (a) Moisture content evolution, (b) Vapour pressure differences.](image)
3.3.2 Wall with brick cladding and painted gypsum

In this test, the brick wall was wetted daily for 14 days and dried for 6 days. No moisture content increase was observed in the gypsum gravimetric samples, which is due to the high vapour permeability of the paint on the interior gypsum board, as shown on Figure 5(a). The moisture content monitoring of the back-wall shows some increase of moisture content which could be the moisture absorbed by the OSB. Studying the vapour pressure differences shows that moisture does not accumulate in the insulation and is able to dry towards the inside within hours as shown in Figure 5(b). This is due to the vapour permeable paint on the gypsum board.

![Figure 5 Wall brick veneer with painted gypsum: (a) Moisture content evolution, (b) Vapour pressure differences](image)

3.3.3 Brick wall with XPS sheathing and VWC

Figure 6(a) shows the moisture content of the gypsum gravimetric samples, which increases from the bottom sample to the top sample due to the possible convection loop in the insulation. Looking at the behavior of the back wall, we can see that its moisture content increases rapidly during the 11 days of the wetting phase and even continues to increase during the 10 days of drying phase. In fact, the back wall does not start drying during the test. This increase of the moisture content of the back-wall cannot all be explained by the increase in the moisture content of the gypsum gravimetric samples. It is possible that some moisture, condensed or was transported due to the high vapour pressure gradient into the XPS. Figure 6(b) is incomplete due to the difficulty of monitoring air saturated with moisture. Very high vapour gradients were measured. After 10 days of drying, the vapour pressure in the cavity starts to be lower than the vapour pressure in the insulation for a few hours daily. The slow drying of the assembly is due to the presence of the VWC.

![Figure 6 Wall brick veneer with XPS sheathing and VWC (a) Moisture content evolution, (b) Vapour pressure differences.](image)
3.3.4 Comparison

The behaviour of the brick wall is almost identical in the three tests and seems independent of the inner wall components. The behavior of the gypsum board is quite different in the three tests. Figure 7 shows the moisture content in the gypsum board gravimetric samples for all three tested assemblies. We can see that the gypsum moisture content in the wall with OSB on the exterior and VWC on the interior is the highest moisture content amongst all walls, due to the vapour tight VWC on the interior which does not allow moisture to dry out of the gypsum board. Gypsum board moisture content in the wall 4 with XPS on the exterior and WVC on the interior, drops down significantly comparing to the previous wall. The XPS sheathing reduces the inward moisture flow, resulting in less moisture reaching the gypsum board. Nevertheless, the higher amount of gypsum moisture content in wall with XPS comparing to wall with painted gypsum is due to the presence of the VWC.

![Figure 7 Moisture content of the gypsum board gravimetric samples in the three tests.](image)

4. Discussion

The small scale tests were designed to validate heat and moisture transport simulation models under very controlled loading and boundary conditions: (1) the masonry was initially wetted; (2) during the wetting phase, the specimen were not allowed to dry to the outside, in order to exclude uncertainties in the boundary conditions for the drying of the masonry; (3) controlled constant and cyclic temperature and RH conditions for the outside environment; (4) small specimen size with horizontal cavity in order to exclude possible influence of air transport.

The large scale experiments were designed to include more realistic conditions: (1) story-high vertical non ventilated cavity; (2) repeated wetting by artificial rain and drying by solar radiation; (3) story-high walls including studs, sill plate and top plate (3D effects).

All measurements showed the existence and nature of the vapour flow due to a thermal gradient, and the possible wetting of the back wall materials depending on the moisture transport properties. The wetting of gypsum board was found to be highly sensitive to the vapour permeability of the finishing. However, differences were observed between the small- and large-scale tests: (1) the moisture contents in the large-scale tests were generally lower; (2) the wetting of the wall components was larger at the top of the walls. These differences may be explained by thermal and moisture stack effects and possible air transport in the cavity and insulation in the large scale tests.

The experimental behaviour of the small scale tests was modelled using a heat/moisture simulation model (Deckers 2007). Good agreement was observed between measurement and simulation for constant and cyclic conditions. It was found that due to the important wetting of OSB and WRB, the moisture transport properties of these materials have to be accurately determined at high moisture content for attaining a good agreement.
5. Conclusions

This paper presents experimental results from the small- and large-scale tests of the ASHRAE-1235 project on solar-driven vapour transport in wood frame walls. The objective of the tests is to produce precise measurements on wetting and drying behavior of internal parts of the back wall, when a wetted masonry cladding is loaded under cyclic temperature loading. The walls are constructed according to typical North American construction practices, with vapour open mineral wool as insulation material between the studs.

The small-scale tests show that, due to the temperature gradient, an important vapour flow is generated to the back wall, wetting the OSB, mineral wool and gypsum board. Moisture uptake by the gypsum board covered with the vapour tight vinyl wall covering is much higher than the uptake of moisture by the gypsum board with vapour open paint. A vapour open paint finishing reduces the moisture content of the gypsum board up to a factor of 4 to 6. In the (severe) tests with constant boundary conditions, the moisture content of OSB and gypsum board are too high in all cases producing moisture related problems. In the cyclic loading with vapour open paint, which is the less severe case, the maximum moisture content for gypsum board is still 13 kg/m³ and for OSB 80 kg/m³ which respectively equals to relative humidity of 86% and 90%. The large-scale tests on three specimens consisted in cycles where wetting was repeated daily. The tests result in similar moisture content evolutions of the brick cladding and the gypsum boards as found in the small-scale tests. The large-scale tests highlight the role of VWC in the moisture uptake by the gypsum board. The variant of the XPS sheathing illustrates clearly the high vapour pressure gradient found across the sheathing, resulting in a slow but steady moisture update in the gypsum board.

We showed that, even with vapour open interior finishing and more moderate thermal loading, problems may arise and wall compositions have to be optimized. In further progress of the project, the experimental results, including the presented small-scale and large-scale tests and the field measurements, will be simulated and the simulation models will be validated and used for further analysis under different yearly climatic loading.
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SUMMARY:
This paper presents the first steps in validating the hygrothermal simulation of the drying performance of different wood frame wall configurations submitted to water infiltration in the stud cavity. As rain can be the most important potential source of moisture in wall assemblies, an experimental investigation was previously undertaken at Concordia University to compare the wetting and drying potential of 15 different wood-frames walls subjected to water insertion in the stud cavity within a large Environmental Chamber. The moisture distribution in each wall was monitored using moisture content probes and gravimetric measurement and the conditions (exterior and interior) were controlled to reproduce August through November weather conditions for Montreal. The moisture load consisted in a wetted sill plate inserted into the wall assembly.

Simulations are needed to be performed to studying in more details the drying of wood sill and the moisture redistribution and drying in the rest of the wall assembly. As a first step of validation, simulation results of one wall assembly, taking into account proper boundary conditions and appropriate material properties, are compared with the measured results. It is found that initial moisture content distribution, not only moisture content, in the wood sill should be taken into account in the simulation.

1. Introduction
Characterization of the wetting/drying process in wood-framed building envelopes submitted to water penetration is especially relevant where environmental conditions are less forgiving. Examples of major building failures in such types of climate have occurred over the last years, in Vancouver, Seattle, and North Carolina for example (Barrett 1998, Karagiozis and Desjarlais 2003). Combined with environmental conditions, factors like faulty or inappropriate wall design and detailing, and deficient construction can lead to major structural failures, lower performance and health problems of occupants related to the presence of fungi products. The evaluation and characterization of the wetting and drying processes of walls subjected to rain penetration are challenging since the amount of water involved, its location in the envelope, and the time it takes to dry are often not known.
The paper presents the first steps towards validation of simulation to reproduce the behavior of the walls subjected to water infiltration, as documented experimentally in a previous test. Simulations will be needed to study in more details the drying of wood sill and the moisture redistribution and drying in the rest of the wall assembly. As a first step of validation, simulation results of one wall assembly, taking into account proper boundary conditions and appropriate material properties, are compared with the measured results.

2. Experimental Methodology and Setup

The experimental program to document the performance of wall assemblies under specific climatic loadings including rain infiltration has been reported in Derome et al (2007) and Desmarais et al (2007), and more information on the development of the test procedure is found in Teasdale-St-Hilaire and Derome (2006). The main objective of this test was to document the behavior of different wall systems in which the bottom plate had been wetted due to rain infiltration.

The wall systems components and the environmental conditions were based on Montreal’s common construction practices and weather. The wetting load consisted in the insertion of a wetted bottom plate insert at the bottom of each wall at the beginning of each of the four imposed sets of climatic conditions, representing the months of August to November.

2.1 Description of specimens

The construction of the wall specimens was typical of the residential wood-frame construction found in the Montreal region. A set of 15 wall systems was studied to cover all possible combinations. Their composition consisted from outside in:

- Exterior cladding (stucco on building paper or wood cladding on furring and spun bonded polyolefin)
- Sheathing (oriented-strand board (OSB), plywood or fiberboard)
- 2x6 inches wood studs with glass fiber insulation
- Gypsum board (with polyethylene sheet or low-permeance paint)

The wall specimens were installed in a test hut built within an Environmental Chamber where the indoor and outdoor air temperature and relative humidity were controlled.

2.2 Loading conditions

Initially, the inside conditions of the environmental chamber and the inside space of the test hut were set at 21°C and 60% for some homogenization of the moisture content of the wood and wood-based components for a period of 3 weeks before the start of the test.

The outdoor conditions of the test were determined using selected moisture conditions of a 10% worst year from a 30-year Montreal weather data (methodology presented in Candanedo et al 2006) and average Montreal weather data (Teasdale St-Hilaire 2006). For November, the air temperature and relative humidity were kept constant at 2°C and 80%. The conditions are shown in Table 1.

<table>
<thead>
<tr>
<th>TABLE 1: Exterior Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----</td>
</tr>
<tr>
<td>August</td>
</tr>
<tr>
<td>September</td>
</tr>
<tr>
<td>October</td>
</tr>
<tr>
<td>November</td>
</tr>
</tbody>
</table>

The typical interior conditions values (temperature and RH) for the months of August through November were set as 21°C for the temperature (without variation) and 50% for the relative humidity. These conditions were set within the test hut while the exterior conditions were reproduced in the environmental chamber.
2.3 Wetting load – Wetted bottom plate insert

During the 4 month-period of testing, a wetted bottom plate inserted at the bottom of each wall was replaced four times, i.e. each time the climatic conditions were changed. The bottom plate inserts were cut from longer pieces of lumber that had been immersed in water for 4 weeks. Each piece of lumber was sealed with paraffin wax on 3 sides: both ends and one wide surface (the surface to be seated in the wall).

2.4 Monitoring procedure

The monitoring protocol combined electronic and gravimetric measurements. Thermocouples, relative humidity sensors, moisture content probes, and gravimetric samples (referred to SH) were located on the sheathing and in the studs. The electronic and gravimetric monitoring grids were symmetrical along the central axis of each specimen to provide equivalent locations in the specimens for both types of readings. The gravimetric samples were located within the wall cavity on the inside face of the exterior sheathing. Data were acquired on a regular basis during the duration of testing and provided reliable measurements that were used to establish moisture variation and distribution in relation with the different climatic conditions imposed.

Electronic monitoring

In terms of electronic equipment, the following sensors were installed in each wall specimen: 12 moisture content probes, 16 Type T thermocouples, and 2 relative humidity sensors. All the sensors and controls were linked to a Data Acquisition Systems (DAS). Readings were taken automatically every 10 minutes for the complete duration of the test. Calibration of the thermocouples was done through a thermistor reading and verification with a steady-state homogeneous chamber temperature. Calibration of relative humidity sensors at the end of test was done using a dew-point hygrometer at two relative humidities. Calibration of the moisture content probe readings was done using sorption data for each wood-based material being monitored.

Gravimetric monitoring

The gravimetric analysis involved the regular weighing of sheathing and bottom plate insert samples during the test and their drying at the end of the test to determine their exact moisture content. Eighteen gravimetric sheathing samples (eleven of 2.8 cm and seven of 4.1 cm in diameter) were used in each wall. The wetted bottom plate inserts were monitored using the methodology described below. Figure 1 illustrates the gravimetric monitoring. For the whole duration of the test, all gravimetric measurements for the sheathing and wetted inserts were made weekly (on the same day), including on the first day of each climatic period, for a total of four times per climatic period.

For the bottom plate inserts, a 1 cm thick piece was cut from one end. The cut face was waxed and the bottom plate insert put back into the wall with a dummy to replace the lost volume. The 1 cm portion was then used to determine the moisture content distribution across the bottom plate by cutting slices with a microtome.

FIG. 1: Example of sill plate and sheathing gravimetry samples.

3. Modelling and Simulation

The simulations of the hygrothermal behaviour of the tested walls is required for a more detailed study of the moisture content distribution with the different walls, the role of boundary conditions and material properties and
also to extent the study to a full year of conditions (as the test was limited to 4 months). This paper presents initial steps in validation. For simulation, a heat, air and moisture transport model developed with the finite element method was used. Boundary conditions based on the experimental program and appropriate material properties were used.

The basic equations of the model are as follow for moisture transport (liquid and vapour):

\[
\frac{\partial w}{\partial t} \left( \frac{\partial p_c}{\partial p_c} \right) = -\nabla^T (g_{m,j} + g_{m,v}) \tag{1}
\]

\[
g_{m,j} = -K \nabla p_c \tag{2}
\]

\[
g_{m,v} = -\frac{\delta p_c}{\rho RT} \nabla p_c - \frac{\delta p_c}{\rho RT^2} (\rho_\gamma + p_c(T - 1)) \nabla T \tag{3}
\]

And for heat transport:

\[
(c_o\rho_0 + c_w) \frac{\partial T}{\partial t} + \left( c_l \frac{\partial w}{\partial p_c} \right) \frac{\partial p_c}{\partial t} = -\nabla^T (g_{h,x} + g_{h,w}) \tag{4}
\]

\[
g_{h,x} = -\lambda \nabla T \tag{5}
\]

\[
g_{h,w} = (c_wT + L_w) g_v \tag{6}
\]

With the following nomenclature:

- \( c \): specific heat (J/kg·K)
- \( K \): permeability (s) (based on a capillary pressure gradient)
- \( \delta \): permeability (s) (based on a vapour pressure gradient)
- \( g \): flux (kg/m²·s ou W/m²)
- \( L \): heat of evaporation (J/kg)
- \( p_c \): capillary pressure (Pa)
- \( p_v \): vapour pressure (Pa)
- \( R \): gas constant
- \( w \): moisture content (kg/m³)
- \( T \): temperature (K)
- \( t \): time (s)
- \( \rho \): density (kg/m³)
- \( \lambda \): heat conductivity (W/m·K)

In this first step of validation, one wall was used for simulation. The wall is referred to as OSB/wood (wall 23) and consists of a wood cladding, an OSB sheathing, 2 by 6 inches wood studs filled with fibreglass insulation and a painted gypsum. The original sample was 600 mm wide by 2 400 mm high. The simulation is done in two dimensions, with the domain representing a vertical section through the wall assembly. Figure 2a represents the vertical section and the different components.

Figure 2b displays the mesh grid of 502 cells grouped in the 12 zones shown on Figures 2a. The material properties are attributed to each zone as well as the initial capillary pressure and temperature. A Matlab application was developed to produce the input data in terms of connectivity matrix and material properties and initial conditions assignments. Several material properties were taken from Kumaran M. K. and al. (2002). The initial moisture content was taken from sorption curves at equilibrium with 60% for all materials except the wood sill plate. The moisture content of the sill plate, after 30 days of wetting, was 52%MC. This was implemented uniformly as the initial moisture content of the sill plate for the simulation.

The results of the period of November were selected for the first of validation of the model. Thus, for the boundary conditions, the exterior conditions were constant with outside temperature of 2°C and relative humidity of 75%, left of the wall as depicted on Figure 2. The interior conditions were set at 21°C and 50% RH. The top and bottom boundaries were adiabatic.
FIG. 2a. Geometry of the zones of the vertical section of the wall assemblies and, b. Calculation grid.

4. Results

The steps of validation of the simulation consisted in verifying, (a) the drying of the inserted wetted plate versus time and (b) the moisture content distribution over the sheathing area.

Figure 3 compares the experimental and simulation results in terms of moisture content in the sill plate for the month of test. As mentioned above, during the experiment, the sill plate was shortened once a week, and this sample was then sliced with a microtome to establish the moisture gradient across the plate. The dots of Figure 3 represent the experimental moisture content at 6mm from the top surface of the plate. The line represents the simulation results at the same location. The rate of drying of the experimental and simulation data is similar, although the simulation data do not capture the apparent plateau in drying. The simulation started with a uniform moisture content in the sill plate. However, the sill plate after being submerged for four weeks demonstrated a gradient of moisture content from the start of the test. The surface of the inserted plate was actually wet when it was inserted in the wall cavity and this state was not reflected in the initial conditions used for the zone of the bottom plate. Therefore, this moisture gradient will be implemented in the next phase of the work.
Next, the simulations versus experimental results for the moisture distribution on the surface of the sheathing were compared. In the test, there were 18 gravimetry samples, located at different levels, on the exterior sheathing for all 15 wall assemblies evaluated. Four (4) of those 18 samples were selected as references to evaluate the accuracy of the moisture content distribution values obtained from simulation for a 30 days period, i.e. SH5, 7, 17 and 18. The gravimetry samples were located at the bottom of the wall (as shown in Figure 4) next to the inserted plate. Given the vapour pressure difference across the assembly, and the low permeability of OSB, a general moisture uptake of the OSB is expected. In addition, the redistribution of the moisture from the sill plate may influence more at the bottom of the wall. Figure 4 presents the experimental results at four locations (encircled at bottom of wall) in solid lines and the simulation results at the same two heights in dash lines. The rate of moisture uptake during the two first weeks is similar for the test and simulation results. However the decrease in rate of moisture uptake noticeable from the second half of the test is not captured by the simulation. The fact that the model is not considering the air gap between the cladding and the sheathing, which acts as a venting space in real life, is reflected in the linearity of the simulated values. The experimental moisture values tend to decrease slightly after the third week of experiment due to the fact that there is some moisture evaporation in the system. The presence of the air gap at the exterior surface of the sheathing has certainly an influence on the behaviour of the system. More simulation work will be to reflect this phenomenon.

FIG. 3: Drying curves obtained from experimental gravimetry and simulation for the inserted wetted plate of wall 23 in section 'b' at 3 and 6 mm from the surface (blue line level).

FIG. 4: Gravimetry and simulation comparison for moisture distribution on the sheathing.
Finally, the moisture content distribution versus time in the whole assembly is considered. Figure 5 shows the experimental moisture distribution observed on the inside surface of the sheathing at the end of the November phase and provide, for comparison, the calculated moisture saturation in the assembly at the time steps 0 (day 1) and 30 (after 30 days). The main difference between step 0 and 30 is the moisture intake observed in the cavity of the wall. Step 30 presents a lighter blue inside the cavity and on the sheathing surface. These observations were expected since the experimental program (Figure 5 (a)) presented the same trends.

![FIG. 5: Gravimetry results at end of test(a) and simulation results at start (b) and end(c) for moisture content on the sheathing for wall 25 (OSB/wood).](image)

### 5. Conclusions

This paper presents the first steps in validating the hygrothermal simulation of the drying performance of different wood frame wall configurations submitted to water infiltration in the stud cavity. The results from an experimental investigation to compare the wetting and drying potential of 15 different wood-frames walls subjected to water insertion in the stud cavity were used. The moisture distribution in each wall was monitored using moisture content probes and gravimetric measurement and the boundary conditions were in an environmental chamber. The moisture load consisted in a wetted sill plate inserted into the wall assembly.

As simulations are needed to be performed to study the drying of the wood sill and the moisture redistribution and drying in the rest of the wall assembly, this paper presented the first steps towards validation of the simulation. At this point of the study, simulation results are showing good correlation in terms of (a) rate of drying of the inserted wetted plate and (b) rate of moisture uptake in the sheathing. It was found that initial moisture content distribution, not only moisture content, in the wood sill should be taken into account in the simulation. The next step will then be to refine the initial conditions to reflect the moisture gradient present in the bottom sill plate and to validate the impact of the different materials in relation with the trends that were observe through the analysis of experimental program results.
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SUMMARY:
In site situations where rain water penetrates into the stud cavity of the building envelope and concentrates at the bottom, the wet bottom plate becomes a moisture loading source. This moisture evaporates creating a vapor pressure profile that decreases with height and causes a corresponding absorption-evacuation mass profile through the sheathing. Such profiles were observed during an experiment designed to develop a test method to compare the relative performance of different wall configurations. In this experiment 31 wall assemblies were subjected to steady-state climatic loadings and uniform moisture loading consisting of water trays on load cells at the bottom plate within the stud cavities of the wall assemblies. In this paper, a new method is used to develop evacuation profiles due to evaporation of moisture sources in stud cavities of building envelope panels of various configurations. This method takes into account the vapor-pressure-vs.-height and vapor-mass-vs.-height profiles.

1. Introduction
Rain penetration into the stud cavity has caused costly damage to building envelope systems; to limit this damage several studies have been undertaken, e.g. Barrett (1998), Beaulieu et al. (2002), Brown et al. (2003) and Lang et al. (1999). Field surveys have shown that the ingress of rainwater into the building envelope occurs primarily at the interface details between different components, such as window-wall details, deck perimeters, balconies and walkways (Ricketts and Lovatt, 1996). Irrespective of how the rainwater penetrates the building envelope, leaks follow unpredictable routes and generally concentrate at the bottom plate. The resulting situation is a wet envelope that needs to dry out. The envelope that will dry faster will risk less damage. The research presented in this paper was undertaken to investigate the relative capacity of different wall systems to evacuate moisture in the stud cavity with the aim of improving building envelope design.

Researchers have adopted different methodologies to experimentally study the wetting and drying of building envelopes. In some experiments, water was introduced into the building envelope to mimic site situations and at the same time expect uniform distribution of moisture. This objective has remained elusive, since there is no typical established site situation that researchers can mimic or a standard method of investigation.

In experimental studies, water intrusion and subsequent drying are usually investigated separately. The intrusion processes are evaluated with test setups based on or derived from the rain penetration test of ASTM E331 (ASTM, 2000). For example, water was introduced between the siding and building paper to observe the extent of lateral migration of water behind the sidings (Tsongas et al. 1998). From experimental results, qualitative or quantitative relations may be obtained to relate the amount of rain water with envelope and (simulated) weather parameters, such as, defect characteristics, rain intensity, and wind parameters. In these experiments, water is applied to the envelope to simulate intruding water. The amount of water is calculated or estimated from the
qualitative or quantitative relations and the target set for the experiments concerning envelope (defects) and weather parameters.

Several water injection methods have been employed by existing studies. Water was introduced into the stud space at the top center interior face of the sheathing to represent water leakage from a window defect located in the windowsill (Teasdale-St-Hilaire et al. 2003). Controlled amounts of water were inserted through a series of point sources on a horizontal line at the top of the stud cavity, by using a clear vinyl tube with holes drilled at equal intervals (Lang et al. 1999). Other injection approaches aimed at having a more even distribution of moisture content in the wall components. For example, in the wetting system of Schumacher et al. (2003), two layers of thick, highly adsorptive papers were stapled to the sheathing and water was introduced onto the sheathing through a thin plastic tube sandwiched between the paper layers.

Immersion is another wetting method and aims to establish uniform distribution of moisture content in component(s) (Hazleden & Morris 2001; Maref et al. 2004). A portion of the wall was immersed in water to achieve specific levels of moisture content in the components before the wall panels were completed and tested. The complete outer face of the sheathing was immersed in a large water tank, and then stabilized to ensure that the MC throughout the sheathing component reached equilibrium in Maref et al. (2004).

The experiment reported in this paper is based on the premise that water penetrating into the stud cavity will run off the different components and finally concentrate at the bottom of the cavity. In this process, while some of the water leaks out of the building envelope, much remains in or on the bottom plate turning this plate into a significant moisture source to be dried out. The drying process contributes to moisture absorption in the surrounding materials especially the sheathing (Fazio et al. 2006). An important component of this drying process involves first the evaporation of the water, followed by absorption of the water vapor by the various components of the building envelope, and finally evacuation of the moisture to the exterior of the stud cavity.

This new experimental method was designed (Fazio et al. 2007) to develop an alternative methodology for evaluating and comparing the drying capacities of different building envelope systems. In a previous publication of this investigation (Alturkistani et al. 2008), the drying capacities of different building configurations were estimated by a mapping calculation method using moisture content readings obtained from gravimetric samples. This method yields the drying capacity for a wall configuration based on the relation between the source (evaporation) and the vapor diffusing out of the stud cavity (evacuation) for the whole assembly. In this paper the concept of envelope permeance is proposed to describe and quantify the inherent drying potential of the wall configuration in which leakage is controlled.

2. In-cavity evaporation experiment

Thirty-one full-size wall assemblies with different wall configurations were subjected to the same moisture loading conditions and to the same steady-state climatic conditions for extended periods of time in order to evaluate and compare the performance of the different configurations. Uniform moisture loading in the wall assemblies was provided by placing a water tray on a load cell at the bottom of the stud cavity of each wall assembly (Fig. 1). This method is intended to measure the response of the different wall configurations in the process of drying moisture from a source at the bottom plate in the stud cavity. The amounts of water evaporation from the trays were monitored during testing, along with extensive measurements of temperatures,
relative humidity, and moisture contents by resistive electronic meters and gravimetric samples (Fazio et al., 2006a, 2006b).

Steady-state climatic loading conditions are often used in experimental studies (Maref et al. 2004; Ojanen et al. 2002) to better understand the effect of other parameters; understanding the behavior of systems under static loads before moving to dynamic loads is a common practice in engineering investigations. In this paper, data for test period 2 were used for analysis. Test period 2 lasted for 16 weeks with exterior temperature of 8 °C, relative humidity of 76% and 2/3 water tray filled; for the interior conditions, the temperature was set at 21°C and the relative humidity at 35%. Weather data of October was used to determine the outdoor test conditions, since the month of October provides the worst conditions for drying potential; and the year 1977 was selected as the reference year, since October of that year was the 10% worst year during 31 years between 1972 - 2002 in terms of drying potential (Candanedo et al. 2006).

2.1. Evaporation, evacuation and drying capacity

Drying capacity is related to the capacity of a building envelope to evacuate moisture out of the stud cavity and it can serve as an indicator to compare the performance of different envelope system configurations. The envelope system with a greater drying capacity is less likely to undergo moisture damage (Fazio et al. 2007). In this test setup, the water evaporated from the water tray (evaporation) equals the sum of the moisture absorbed by different materials surrounding the stud cavity and the water vapor leaving the stud cavity to either the indoor or outdoor environment that is the "evacuation". Therefore, the drying capacity is defined as the ratio of the evacuation to the total evaporation. It captures the capacity of an envelope to remove internal moisture and, therefore, it can indicate the drying capacity of this envelope (Alturkistani et al. 2008).

2.2. Vapor pressure profiles

Vapor pressures were calculated based on the relative humidity and temperature values measured by two RH sensors at 406mm and 1,829mm from the bottom in the stud cavity of each wall assembly. The vapor pressures were mainly the result of the evaporation from the moisture loading source at the bottom of the cavity.

To obtain the vapor pressure profile in respect to height, a third location is taken at just above the water level of the water tray at a height of 114mm from the base of the assembly. At this point, it is assumed that a near saturation condition of 98% relative humidity is sustained. The fitting curves for the relative humidity profiles inside the stud cavities vs. heights were plotted for the wall assemblies with vapor barriers. Accordingly, the fitting curves for the vapor pressure difference between the stud cavity and outdoor vs. height were then plotted for the wall assemblies with vapor barriers. Figure 2 shows the vapor pressure difference profile for wall assembly 6 (OSB, stucco, and vapor barrier).

\[
\Delta P_v = -348.197 + \frac{3060.935}{\sqrt{H}}
\]

where \( H \) is the height from the base of the assembly and \( 114\text{mm} < H < 2438\text{mm} \)

FIG. 2: Vapor pressure difference profile for wall assembly 6 (OSB, stucco, and vapor barrier)
assembly 6 (OSB sheathing, stucco cladding, and vapor barrier). The moisture loading source at the bottom of the cavity creates a nonlinear vapor-pressure difference profile with maximum value at the bottom of the cavity and minimum value at the top of the cavity.

3. Vapor evacuation

Permeance of building envelope layers is used to describe the rates of vapor diffusions under the vapor pressure differential between the two sides. When the envelope permeance, \( M \) (ng/Pa·s·m²) is known over a given period of time, \( \theta \) (s), and under a constant vapor pressure differential, the mass of vapor transport, \( W \) (ng), can be calculated from the Fick's law of diffusion:

\[
W = M \cdot A \cdot \theta \cdot (p_1 - p_2)
\]

where \( p_1 \) and \( p_2 \) are the vapor pressures on the two sides of the layer(s) (Pa). In this equation the vapor pressures are typically assumed to be constant in the planes perpendicular to the wall depth. Thus, the vapor pressures at the bottom and top of the stud cavity (along the plane coincident to the inner sheathing surface) are considered to be the same; i.e., the permeance is the same per unit area of the panel.

This condition was found not to be true in the investigation reported in this paper, where the moisture source was located at the bottom plate in the stud cavity. This moisture source gave rise to nonlinear RH and vapor pressure profiles, which varied from a maximum value at the bottom of the cavity to a minimum at the top of the cavity. Since permeance varies with RH, the permeance of the sheathing can be expected to vary in accordance with the RH and vapor pressure profiles. These variables need to be incorporated in the calculation of the amount of water diffusing (evacuation) through the outer layers of the assembly to the outdoor, including the sheathing, weather barrier, and cladding. The vapor diffusion through the drywall side of the stud cavity is assumed to be negligible for wall assemblies having vapor barriers. This calculation method is referred to herein as the Calculated Evacuation Method (CEM).

4. Moisture content and permeance

In the CEM the evacuation of vapor through the outer layers depends mainly on the vapor pressure difference and on the permeance, which in turn varies with moisture content. The moisture content of the materials in the wall assemblies were monitored by gravimetric samples that are cut outs from the sheathing and stud materials. There are 25 gravimetric samples in each wall assembly: 7 samples in the wood studs (5 in the vertical stud, 1 in the top plate and 1 in the bottom plate) and 18 samples in the sheathing material. This moisture content changes with height (Figure 3) and depends on the vapor pressure difference between the inside of the stud cavity and the outdoor.

![FIG. 3: Moisture content vs. height profile for wall assembly 6 (OSB, stucco, and vapor barrier) for period 2](image-url)
5. Evacuation zones

The sheathing was divided into four zones of different sizes along the height (Figure 4). The calculated evacuated vapor mass for each zone, \( W_{di} \) (g), is obtained by rewriting Eqn. 1 as follows:

\[
W_{di} = M_{pi} \cdot A_i \cdot \theta \cdot \Delta p_{ci}
\]  

(2)

where

- \( W_{di} \) = mass of the evacuated moisture passing through the outer layers in a specific zone, ng
- \( M_{pi} \) = permeance of outer layers for a zone from material properties, ng/Pa·s·m²
- \( A_i \) = zone area, m²
- \( \theta \) = time, s
- \( \Delta p_{ci} \) = vapor pressure difference between the vapor pressure in the stud cavity as a function of height corresponding to the zone and the outdoor vapor pressure, Pa, and,

\( i = 1 \) to 4 zones.

Since the vapor pressure difference across a zone, \( \Delta p_{ci} \), for Eq. 2 changes with height, as illustrated in the example of Figure 2, the average \( \Delta p_{ci} \) for the zone is calculated by integrating the vapor pressure difference over that zone.

---

**FIG. 4: Sheathing permeance zones and locations of gravimetric samples**
6. Results and discussion

Of the 31 assemblies under testing, there were 12 duplicates. The two wall assemblies of each duplicate had the same configurations and were placed on the same relative location of the test rooms, one on the first floor and the other the second. Therefore, these two duplicate assemblies are expected to have the same or similar performance. Table 1 shows the total evacuated vapor mass during period 2 for different wall assemblies having vapor barriers using the CEM. The results are arranged to facilitate the comparisons between duplicate assemblies, in two adjacent rows with the same text shading. The difference in the evacuation values for the duplicate assemblies is attributed to the small variance in the evaporation rates experienced in the test, but, since the drying capacity is the real performance measure that takes into account both, the evaporation and evacuation, the drying capacity percentages is to be examined.

Table 1 also shows the drying capacities of the different configurations. Except for wall assemblies 9 and 21 (fiberboard, vapor barrier and wood siding) that were a special case, it can be observed that duplicate assemblies have the same moisture drying capacity to the exterior, within 10% margin in one case and 7% in another case and less than 3% in the other three cases. These margins can be attributed to experimental errors as well as on the different initial moisture content of the different materials. The bar chart in Figure 5 shows graphically the relative drying performance of the different wall configurations, good agreements between duplicate wall assemblies are observed.

Since there is an air cavity behind the wood siding, the evacuation values for the wall assemblies cladded with wood siding represent the vapor mass that passes through the sheathing and weather resistive membrane and thus dry out by the air circulation in the cavity. As for the wall assemblies cladded with stucco, since there is no air cavity between the sheathing and the cladding, the evacuating vapor mass has to pass through the cladding in addition to the sheathing and the weather resistive membrane. Therefore, the drying capacities for the wall assemblies configured with stucco cladding were much lower than the wood siding assemblies and this is attributed to the vapor absorption in the stucco.

For wall assemblies (9 & 21) with fiberboard, vapor barrier, and wood siding, the evacuation values calculated by the CEM were relatively high, showing drying capacity percentages exceeding 100%. These high values indicate that the evacuation capacity of these wall assemblies is higher than the evaporation amount generated in the cavity, unlike the other wall assemblies where the evaporation amount has exceeded the capacity. This high evacuation capacity for wall assemblies 9 and 21 is attributed to the relatively high water vapor permeability properties of the fiberboard compared to OSB and plywood.

It should be noted that these evacuation values are highly sensitive to the permeability property data used. In the calculations undertaken for the sheathing materials, the permeability values were taken from the material property database generated by Wu et al. (2007) for the materials used in this study. As for the other materials, the permeability values were taken from Kumaran (2002).

### TABLE 1: Total evacuated vapor mass by the Calculation Evacuation Method (CEM) and drying capacity for different wall configurations

<table>
<thead>
<tr>
<th>Assembly #</th>
<th>Configuration (all with VB)</th>
<th>Evacuation Capacity W (g)</th>
<th>Evaporation (g)</th>
<th>Drying capacity %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>OSB-wood siding-vb</td>
<td>322</td>
<td>640</td>
<td>50</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>255</td>
<td>593</td>
<td>43</td>
</tr>
<tr>
<td>6</td>
<td>OSB-stucco-vb</td>
<td>104</td>
<td>783</td>
<td>13</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>69</td>
<td>542</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>plywood-wood siding-vb</td>
<td>505</td>
<td>624</td>
<td>81</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>458</td>
<td>642</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>plywood-stucco-vb</td>
<td>154</td>
<td>982</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>94</td>
<td>603</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>fiberboard-wood siding-vb</td>
<td>1206</td>
<td>1022</td>
<td>118</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>1096</td>
<td>849</td>
<td>129</td>
</tr>
<tr>
<td>10</td>
<td>fiberboard-stucco-vb</td>
<td>146</td>
<td>829</td>
<td>18</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>118</td>
<td>759</td>
<td>16</td>
</tr>
</tbody>
</table>
7. Conclusions

The water tray method served as in-cavity moisture loading for a large scale test carried out in an environmental chamber to study the relative drying capacity of 31 wall panels using water trays to provide moisture load at the bottom plate. This method generated an effective experimental scenario to evaluate the relative drying performance of building envelope systems of different configurations.

When water penetrates the outer layers and enters the stud cavity of a building envelope system, it runs down and concentrates at the bottom plate. Eventually it evaporates and creates a vapor pressure profile in the stud cavity that decreases nonlinearly with the height, with a maximum value at the bottom plate and a minimum value at the top plate. Since diffusion is driven by the vapor pressure difference, the evacuation of the water vapor through the sheathing is also nonlinear.

The Calculation Evacuation Method (CEM) is introduced to calculate the evacuation through the outer layers of the building envelope including the sheathing, weather barrier, and cladding. The CEM takes into account the nonlinear profile with height of the absorbed vapor mass as well as the vapor pressure profile, and yields a nonlinear evacuation moisture flow profile with maximum value at the base and minimum value at the top of the panel. The relative drying capacities for the different configurations were determined based on the relative quantities of "evacuation" diffusing out of the sheathing to the total measured evaporation from the water source inside the cavity. Similarities in the drying capacity percentages of six pairs of duplicated wall panels show that the water tray test method can provide reasonably repeatable results to warrant further study and use.
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SUMMARY:
This paper describes tests on natural sized, directly rendered walls with different sheathing and plaster / coating materials as well as hygro-thermal, mould growth and mechanical calculations.

It is shown that it is possible to build functioning load-bearing, directly rendered, external walls of wood framed houses regarding resistance against very severe climate changes and high mechanical loads. The sheathing materials are distinguished between moisture sensitive and insensitive. Moisture sensitive sheathing materials require a water drainage plane in the area on their outside surface. Moisture insensitive sheathing materials do not need a water drainage plane. In any event, a water-repellent plaster is to be used.

Only the behaviour of the wall construction against the risk of mould growth inside of the outside sheathing could not be satisfactorily solved.

1. Introduction

Several years ago German companies built wood-framed houses with directly-rendered external sheathings. After some time, the exterior walls of many of these houses exhibited large deformations and cracks. As a result, the industry mostly discontinued building with such types of construction. Now the German building industry has old and new sheathing products on the market that are available for directly rendered, exterior walls.

Exterior walls must be resistant to changes in temperature, solar radiation, driving rain and dampness. Additionally, these walls need to bear a variety of loads, for example: the vertical load of the construction itself, snow, traffic, and loads resulting from wind load moment, as well as horizontal wind load. Note: Insulation materials between rendering and sheathing as used in ETICS are not part of this work.

For a long-term durability of directly-rendered, external sheathings of wood framed houses it is necessary to know the possible damages as follows:
- Large vault / bending of the sheathing;
- Failure of the bonding between the sheathing and the rendering;
- Fungal attack in the construction materials;
- Cracks in the rendering due to hygro-thermal impact, allowing penetration of rain;
- Cracks in the rendering at nailed joints of the sheathing caused by horizontal loads.

To understand the material and construction behaviour, Rosenau B. (2008) conducted tests on natural sized walls under combinations of extreme hygro-thermal conditions and mechanical loads relative to cracks. During the tests the air temperature and humidity, the lateral expansion and the bending of the sheathing were measured.

Based on the received data, hygro-thermal calculations on the moisture behaviour and the risk of mould growth in the construction, as well as mechanical calculations on the load bearing capacity compared to the experiments of natural sized walls, were realized.
2. Wall construction and material combination

The natural sized walls consist of five vertical timber studs, a horizontal timber sole plate and a double timber top plate. The size of the studs and plates is 60 mm x 140 mm. The on-centre distance timber of the studs is 625 mm. The boards are 1250 mm wide and 1750 mm high. They are attached to the studs and plates by staples. The spacing of the staples is 75mm along the margin and 150 mm in the vertical centre of the boards.

*FIG. 1* shows the frontal view of the wall construction with mechanical loads, possible displacement of the sheathing boards and cracks.

![Frontal view of wall construction](image1)

*FIG. 1: Wall construction – frontal view*

*FIG. 2* shows the wall construction in the horizontal section view.

![Horizontal section view of wall construction](image2)

*FIG. 2: Wall construction – horizontal section view*

*TABLE. 1* describes three types of tapes which were used over the vertical straight joints between the sheathing boards.

<table>
<thead>
<tr>
<th>Sheathing materials</th>
<th>Tapes over the vertical straight joints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement-bound particle board</td>
<td>Very flexible fabric strip with thin, grey rubber in the middle, stuck on</td>
</tr>
<tr>
<td>Gypsum-fibre board</td>
<td>Very flexible fabric strip with thin, grey rubber in the middle, stuck on</td>
</tr>
<tr>
<td>Mineral light-weight board</td>
<td>Adhesive fabric strip with a thin layer of glue on top, stuck on</td>
</tr>
<tr>
<td>OSB-board</td>
<td>Adhesive, elastic, flexible polyvinyl chloride strip, 24 mm wide</td>
</tr>
</tbody>
</table>
TABLE. 2 describes the coating compositions of the walls.

**TABLE. 2: Coating compositions of the walls**

<table>
<thead>
<tr>
<th>Sheathing boards</th>
<th>Coating compositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>Thickness [mm]</td>
</tr>
<tr>
<td>Cement-bound particle board</td>
<td>12 mm</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Gypsum-fibre board</td>
<td>15 mm</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Mineral light-weight board</td>
<td>15 mm</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>OSB-board</td>
<td>15 mm</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. **Experiments on natural sized walls**

3.1 **Natural sized walls under hygro-thermal loads**

The construction of natural sized walls is described in section 2. The film inside the walls had a relative water vapour resistance (that of 1 m air) between $s_d = 0.5$ m (wet cup) and $s_d = 5.0$ m (dry cup).

**TABLE. 3** describes the climate cycles of the wall tests according to ETAG 004. For the tests, the heat-rain-cycles were divided into two parts because of the possible higher water absorption of the test walls after the heat-cold-cycles.

During the tests the wall surfaces were examined for cracks, flaws or other damages. The bending of the sheathing boards relative to the studs and relative to the steel frame as well as the lateral expansion of the boards were measured. The relative humidity and the air temperature in the climate chamber at outside and inside conditions, in the wall between the sheathing boards and the mineral wool, and between the mineral wool and the film were also measured.

During the climate chamber test the wall with cement-bound particle boards failed. The plaster / stucco tore in the area of the fabric from the sheathing boards. The walls with gypsum-fibre boards, mineral light-weight boards and OSB-boards resisted without any damages.

**FIG. 3** shows the bending and the lateral expansion during the climate tests for the cement-bound particle boards, **FIG. 4** of the gypsum-fibre boards, **FIG. 5** of the mineral light-weight boards and **FIG. 6** of the OSB-boards.
FIG. 3: Wall with cement-bond particle board – bending and lateral expansion

FIG. 4: Wall with gypsum-fibre boards – bending and lateral expansion

FIG. 5: Wall with mineral light-weight boards – bending and lateral expansion

FIG. 6: Wall with OSB-boards – bending and lateral expansion
### TABLE. 3: Climate cycles for test walls according to ETAG 004

<table>
<thead>
<tr>
<th>Period of time</th>
<th>t [h]</th>
<th>∑ t [h]</th>
<th>cycles</th>
<th>t [d]</th>
<th>Climate conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat-rain-cycles</td>
<td>1</td>
<td>6</td>
<td>40</td>
<td>10</td>
<td>Heating up θ_se to + 70°C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>θ_se = + 70°C</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>Raining θ_w = +15°C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>Draining break</td>
</tr>
<tr>
<td>Break</td>
<td>&gt; 48</td>
<td>48</td>
<td>2</td>
<td></td>
<td>θ_se = + 20°C, φ_L ≥ 50 % rH</td>
</tr>
<tr>
<td>Heat-cold-cycles</td>
<td>1</td>
<td>24</td>
<td>5</td>
<td>5</td>
<td>Heating up θ_se to + 50°C</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>θ_se = + 50°C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>Cooling down θ_se to - 20°C</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td>θ_se = - 20°C</td>
</tr>
<tr>
<td>Break</td>
<td>&gt; 48</td>
<td>48</td>
<td>2</td>
<td></td>
<td>θ_se = + 20°C, φ_L ≥ 50 % rH</td>
</tr>
<tr>
<td>Heat-rain-cycles</td>
<td>1</td>
<td>6</td>
<td>40</td>
<td>10</td>
<td>Heating up θ_se to + 70°C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>θ_se = + 70°C</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>Raining θ_w = +15°C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>Draining break</td>
</tr>
<tr>
<td>∑ t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>29 days</td>
</tr>
</tbody>
</table>

The high bending deformations between the sheathing boards / studs and the steel frame are results of drying out of the wooden studs outside during the tests. **TABLE. 4** shows the largest deformations of the test walls under hygro-thermal loads.

### TABLE. 4: Largest deformations of the test walls under hygro-thermal loads, hygric expansion of the boards

<table>
<thead>
<tr>
<th>Wall with:</th>
<th>Cement-bond particle board</th>
<th>Gypsum-fibre board</th>
<th>Mineral light-weight board</th>
<th>OSB-board</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bending of the sheathing relative to the stud [mm]</td>
<td>-1.8</td>
<td>+0.4</td>
<td>+0.20</td>
<td>-0.70</td>
</tr>
<tr>
<td>Bending of the stud relative to the steel frame [mm]</td>
<td></td>
<td>+1.5</td>
<td>+2.75</td>
<td>+3.25</td>
</tr>
<tr>
<td>Lateral expansion of the sheathing [mm/m]</td>
<td>-0.8</td>
<td>-0.3</td>
<td>-0.26</td>
<td>-1.04</td>
</tr>
</tbody>
</table>

The highest bending of the sheathing boards relative to the studs shows the wall with cement-bond particle board which failed during the climate test. The maximal measured bending is more than twice the value of the other walls. The bending of the OSB-board relative to the studs is smaller than 1 mm and because of the very flexible coating, no damage was observed.

Strips over the sheathing joints were always used for the tested walls to moderate the expansion of the sheathing in this point of the construction. The wall with OSB-boards had the highest lateral expansion of the sheathing. The use of a 24 mm wide strip with a non load bearing bonding contact to the OSB-board worked very well in combination with the very flexible coating as a movement distributing area. The measured relatively small lateral expansions of the gypsum-fibre boards and the mineral light-weight boards in combination with a joint strip are not significant.

### 3.2 Natural sized walls under mechanical loads

A specific steel frame to bear the natural sized walls under mechanical loads was constructed for the use in the climate chamber. **FIG. 7** shows a wall in the frame under mechanical loads. The wall is attached to the steel frame with four bolts through the horizontal timber sole plate. On the double timber top plate four pairs of pulleys enable the lateral displacement and prevent the tip of the wall head.
With vertical presses it is possible to put a vertical load of 10 kN on top of every stud to simulate the loads of a real building. The wind load was simulated by a horizontal press on the double timber top plate. This load changed in direction six times and had load steps of mostly 6 kN until the failure of the wall or the maximum load of 40 kN in each direction was achieved.

***FIG. 7: Steel frame for natural sized walls under mechanical loads***

The mechanical tests of walls were made without rendering (one wall for every sheathing material) and with rendering after successfully resisting the climate test. These walls have the same construction as in the climate test, but without the mineral wool and the film.

The walls without coating were 14 days in a climate of 20°C / 65% rH. The directly rendered walls after the climate test did not get any special conditioning. They stood in the ambient climate of the lab.

***FIG. 8*** shows the forces and the corresponding displacements on the wall heads and in the straight joints. ***TABLE. 5*** explains the short names in ***FIG. 8*** and gives the adhesive tension strength between the sheathing boards and the rendering after the climate tests.

**TABLE. 5**

<table>
<thead>
<tr>
<th>Natural sized walls under mechanical loads</th>
<th>Force [kN] on the head of the wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural sized walls under mechanical loads</td>
<td>Displacement of the sheathing in the straight joints [mm]</td>
</tr>
</tbody>
</table>

**FIG. 8: Natural sized walls – forces and displacements**

The displacements of the walls with rendering compared to the walls without rendering under the same load are nearly twice the value. A possible reason for this behaviour is:

- The studs and plates dried out during the climate test and the clamp cored / hole became bigger.
TABLE 5: Short names of the walls explained, adhesive tension strength and test age

<table>
<thead>
<tr>
<th>Short name</th>
<th>Sheathing</th>
<th>Rendering</th>
<th>Adhesive tension strength</th>
<th>Test age</th>
</tr>
</thead>
<tbody>
<tr>
<td>zH-2004</td>
<td>Cement-bond particle board</td>
<td>no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gf-2004</td>
<td>Gypsum-fibre board</td>
<td>no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mL-2004</td>
<td>Mineral light-weight board</td>
<td>no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSB-2004</td>
<td>OSB-board</td>
<td>no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gf-2005</td>
<td>Gypsum-fibre board</td>
<td>yes</td>
<td>0.26 N/mm$^2$</td>
<td>1.5 years</td>
</tr>
<tr>
<td>mL-2005</td>
<td>Mineral light-weight board</td>
<td>yes</td>
<td>0.23 N/mm$^2$</td>
<td>1.5 years</td>
</tr>
<tr>
<td>OSB-2005</td>
<td>OSB-board</td>
<td>yes</td>
<td>0.95 N/mm$^2$</td>
<td>1.0 years</td>
</tr>
</tbody>
</table>

4. Calculations on natural sized walls

4.1 Mechanical calculations of walls

Mechanical calculations of walls without rendering were made according to the procedure of Schulze 1998. The calculations on the point of failure and the mechanical tests have a good agreement.

TABLE 6 shows the loads on the point of failure in the experiments and calculations, the measured displacements on the head of the wall and between the two sheathing boards. It also contains the calculated maximally safe load.

TABLE 6: Loads and displacements on the point of failure and calculated maximally safe load

<table>
<thead>
<tr>
<th>Short name</th>
<th>Point of failure</th>
<th>Calculated load on the head of the wall</th>
<th>Measured load on the head of the wall</th>
<th>Measured displacements between the two sheathing boards</th>
<th>Calculated maximally safe load</th>
<th>Safety factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>zH-2004</td>
<td>30</td>
<td>30</td>
<td>26.4</td>
<td>8.6</td>
<td>8.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Gf-2004</td>
<td>23</td>
<td>30</td>
<td>15.8</td>
<td>4.8</td>
<td>8.8</td>
<td>2.6</td>
</tr>
<tr>
<td>mL-2004</td>
<td>8</td>
<td>12</td>
<td>5.0</td>
<td>1.3</td>
<td>8.0</td>
<td>1.0</td>
</tr>
<tr>
<td>OSB-2004</td>
<td>95</td>
<td>&gt;42</td>
<td>&gt;30.0</td>
<td>&gt;12.0</td>
<td>8.8</td>
<td>10.8</td>
</tr>
<tr>
<td>Gf-2005</td>
<td>23</td>
<td>30</td>
<td>30.5</td>
<td>8.5</td>
<td>8.8</td>
<td>2.6</td>
</tr>
<tr>
<td>mL-2005</td>
<td>8</td>
<td>12</td>
<td>13.1</td>
<td>0.5</td>
<td>8.0</td>
<td>1.0</td>
</tr>
<tr>
<td>OSB-2005</td>
<td>95</td>
<td>&gt;40</td>
<td>&gt;40.0</td>
<td>&gt;14.0</td>
<td>8.8</td>
<td>10.8</td>
</tr>
</tbody>
</table>

The calculated and measured load at the head of the wall on the point of failure is the load where the sheathing develops cracks. The displacements in the wall may be as large as possible.

The calculated maximum safe load considers the displacement of the wall due to the maximum load on the staples. Only for the wall with the mineral light-weight board is the safe load for the staples not relevant. Here is realized the point of failure in the board, as observed by cracking, before the staples displace too much.

4.2 Hygro-thermal calculations of walls with rendering

The hygro-thermal calculations were realized with the program WUFI 4.0 and WUFI-BIO 2.0.

The measured parameters of the used sheathing and rendering materials (not part of this paper) were put into WUFI 4.0. The hygro-thermal tests of the walls were calculated with the measured climate data on both sides of the wall. The calculated relative humidity and air temperature were compared with the measured climate conditions on the point between the sheathing and the mineral wool. To get the right results with the calculations it was necessary to switch off the liquid water transport.
For the calculations on walls under climate conditions of Holzkirchen (Germany) the models got an OSB- and a gypsum-fibre board on the inside. The resistance of the water vapour permeability of the inside film changed. The calculations ran over a minimum of three years. The climate data in the mineral wool directly on the outside sheathing were used as input data for the simulation of a possible risk for mould growth in the construction with WUFI-BIO 2.0. TABLE 7 shows the results of the calculations.

TABLE 7: Calculation results – risk of mould growth in the construction inside of the outside sheathing

<table>
<thead>
<tr>
<th>Wall with:</th>
<th>Cement-bond particle board</th>
<th>Gypsum-fibre board</th>
<th>Mineral light-weight board</th>
<th>OSB-board</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film, inside:</td>
<td>s_d [m]</td>
<td>in question</td>
<td>in question</td>
<td>in question</td>
</tr>
<tr>
<td>100 m</td>
<td>in question</td>
<td>in question</td>
<td>in question</td>
<td>in question</td>
</tr>
<tr>
<td>50 m</td>
<td>in question</td>
<td>in question</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>25 m</td>
<td>in question</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>5 m</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>0.5 m</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

The risk of mould growth in the construction can not be excluded. The water vapour resistance of the film should be s_d ≥ 25 m. Films with a water vapour resistance s_d ≤ 25 m should not be used.

Please note: WUFI-BIO 2.0 was develop for simulations of the inner surfaces of building components. Here it is used for calculations inside constructions! For the safety of constructions the simulation results show earlier mould growth than it would be naturally occur.

5. Conclusions and recommendations

The walls with gypsum-fibre, mineral light-weight and OSB-boards worked well under hygro-thermal loads. Only the wall with cement-bond particle board failed. The explanation of this behaviour is, that moisture sensitive gypsum-fibre and OSB-boards got a water drainage plane in the area on their outside surfaces – opposite to the also moisture sensitive cement-bond particle boards. The hygrometric movements of the cement-bond particle boards were so extreme that the plaster tore in the area of the fabric from the sheathing. The mineral light-weight board is moisture insensitive and does not need a water drainage plane.

Sheathings for load-bearing, directly rendered, external walls should be insensitive to moisture. A moisture sensitive sheathing should only be used in combination with a water drainage plane in the area. The rendering of the sheathings should always be water-repellent. Over the straight joint of the sheathings a strip should be used to separate the rendering from the sheathing or to stabilize the straight joint. In the rendering, only fabrics which don’t separate the rendering two-dimensionally, may be used.

The natural sized walls under mechanical loads worked very well in the tests. The test results are in agreement with the calculations. The measured adhesive tension strengths are enough for a durable bonding contact between the sheathing and the plaster.

The risk of mould growth in the construction can not be excluded. For this topic further research is necessary. But films with a water vapour resistance s_d ≤ 25 m should not be used.
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SUMMARY:
In winter of 2006, in Kearney, Nebraska, (Northern U.S.A. latitude 40° 44' N, elevation 652 meters above sea level) numerous climatic data were collected for a 12 week period from January to March. Daily, at 20 minute intervals, data were recorded for nine variables which included numerous temperature readings at various locations in the living space (room), the wall cavity, and the exterior natural air space. In addition to temperature, atmospheric pressure and relative humidity levels were also recorded.

Similarly, in Fall of 2004, data were collected at 30 minute intervals for a 12 week period in a structure located in Laramie, Wyoming, (Northern U.S.A. latitude 41° 3' N, elevation 2193 meters above sea level). The collection of these data allowed the researchers to perform numerous calculations of temperature, relative humidity and dew points at various locations within the wall construction. These data were ultimately further compared for hygrothermal behavior with WUFI, the PC program developed by IBP/ORNL, for calculating coupled heat and moisture transfer in building components.

1. Introduction
Moisture problems in buildings are considered one of the single, largest factors limiting the service life of a building in the United States (Lstiburek, 1991). The goals of this research effort were to determine
- the hygrothermal activity in exterior walls of wood framed construction, and
- to what extent geographical elevation above sea level impacts the climatic and hygrothermal behavior in similarly designed and constructed buildings, and
- if there is a preferred position/location of various types of vapor barriers, i.e. on the interior or exterior surface of the wood frame, and
- which of the tested vapor barrier materials, if any, provides an adequate level of moisture control with capability to discourage the development of mold or fungus growth within the structure.

2. Test Structures

2.1 Location
The test structures studied for this research were residential, single-family homes typical of the Midwest region in the United States. The Energy Efficient Building Association (EEBA) classifies this region as a “Heating Climate” region (Lstiburek, 1991) and recommends various moisture control methods for these regions. Test Structure 1 (later referenced as the Kearney Project) was located in Kearney, Nebraska, (Northern U.S.A. latitude 40° 44’ N, elevation 652 meters above sea level) as shown in FIG 1. Test Structure 2 (later referenced as the Laramie Project) was located in Laramie, Wyoming, (Northern U.S.A. latitude 41° 3’ N, elevation 2193 meters above sea level) as shown in FIG 2. EEBA does not differentiate for elevation values above sea level.
2.2 Wall Construction and Material Combinations

As is typical in most North American wood frame construction, the structural nature of the exterior wall frames of the Test Structures were constructed with “2X4” (38mm X 90mm) or “2X6” wood studs spaced at 16 inches (406mm) “on-center”, a horizontal “2X4”or “2X6” wood sole (bottom) plate, and two (double) “2X4” or “2X6” wood top plates. Table 1 describes, from exterior to interior, the layers of the construction and compares the materials of Test Structures 1 and 2. It also describes the thicknesses of various building components. It is noted that in both test structures, the tested walls were in a North facing orientation.

The materials utilized in the construction of the walls of both test structures were identical with the following exceptions: 1) a kraft paper vapor barrier and hardboard siding were employed in the Kearney project and in lieu of these, a non-permeable polyethylene vapor and a fiber cement siding in the Laramie project, respectively.

FIG. 3 and 4 (below) illustrate these differences at the location of the measurements.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kearney [mm]</th>
<th>Laramie [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>exterior</td>
<td>prepaint</td>
<td>1 coat latex primer</td>
</tr>
<tr>
<td>paint</td>
<td>10</td>
<td>2 coats latex topcoat</td>
</tr>
<tr>
<td>siding</td>
<td>&quot;lapped&quot; hardboard</td>
<td>10 &quot;lapped&quot; fiber cement</td>
</tr>
<tr>
<td></td>
<td>&quot;Masonite Colorlok&quot;</td>
<td>&quot;Hardboard&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Tyvek&quot; (58 Perm)</td>
<td>&quot;Tyvek&quot; (58 Perm)</td>
</tr>
<tr>
<td>wind and water barrier</td>
<td>OSB</td>
<td>OSB</td>
</tr>
<tr>
<td>external sheathing</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>insulation</td>
<td>89</td>
<td>135</td>
</tr>
<tr>
<td>vapor barrier</td>
<td>R-11 Fibre glass batt</td>
<td>R-19 Fibre glass batt</td>
</tr>
<tr>
<td></td>
<td>kraft paper</td>
<td>kraft paper</td>
</tr>
<tr>
<td>Internal sheathing</td>
<td>13</td>
<td>0,15</td>
</tr>
<tr>
<td>paint</td>
<td>gypsum board (drywall)</td>
<td>PE-foil (6 mil)</td>
</tr>
<tr>
<td></td>
<td>1 coat latex primer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 coat latex topcoat</td>
<td></td>
</tr>
<tr>
<td>interior</td>
<td></td>
<td>13 gypsum board (drywall)</td>
</tr>
</tbody>
</table>

Table 1: Sizes and Materials of Structural Components of the Test Structures
3. Measurements

3.1 Time, Dates and Location of Measurements within the Structure

For the Kearney project, the climatic data were collected for a 12 week period from January to March, 2006. For the Laramie project, the climatic data was collected for a 12 week period in the Fall of 2004. For consistency, the measuring instruments were arranged in identical fashion in both structures as illustrated in FIG. 5 and FIG. 6. Care was taken to insure that the same distances from reference surfaces were maintained. In both projects, duplicate measurements were taken in several locations as a control measure for accuracy.

FIG. 5: Data logger and sensor locations in the Kearney wall

FIG. 6: Sensor locations in the Laramie wall

FIG. 7 and FIG. 8 illustrate location details and various positions of the sensors relative to the interior and exterior of the structure. The exterior temperature/moisture sensor is visible in FIG. 7 while the Ahlborn data-logger, interior temperature/moisture sensor and air pressure sensor is visible in FIG. 8.

FIG. 7: Location of exterior climate sensor

FIG. 8: Location of interior climate sensor

3.2 Recording and Measuring Equipment

The recording and measuring equipment used in both Test Structures was provided by Ahlborn Mess- und Regelungstechnik GmbH in Holzkirchen, Germany. The ALMEMO data-logger model 2590-9 recording instrument allows logging of up to nine data inputs on channels 00 through 08. The data-logger was calibrated to record at 20 minute intervals in the Kearney project and 30 minute intervals in the Laramie project. A typical display of the data-logger is observed in FIG. 9 following.
The data-sensors located throughout the construction included four PT100/condensator combination sensors (temperature and relative humidity), four thermocouple temperature sensors (bi-metallic), and one atmospheric pressure sensor. TABLE 2 describes which sensors were connected to respective channels, the variable that the sensor measured, the units of measurement, and the location of the sensors.

TABLE 2: Figure code, assigned channels, sensor types, measured values, units, and location of sensors

<table>
<thead>
<tr>
<th>Figure Code</th>
<th>Meas. Channel</th>
<th>Sensor Type</th>
<th>Measured Values</th>
<th>Units</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>M04</td>
<td>PT 100 Cond.</td>
<td>temperature + rel. humidity</td>
<td>°c %</td>
<td>air interior</td>
</tr>
<tr>
<td>i1</td>
<td>M00</td>
<td>Th. Coup.</td>
<td>temperature</td>
<td>°c</td>
<td>air interior</td>
</tr>
<tr>
<td>i/e 0,0</td>
<td>M01</td>
<td>Th. Coup.</td>
<td>temperature</td>
<td>°c</td>
<td>outside of the int. sheathing</td>
</tr>
<tr>
<td>i/e 0,4 / 0,5</td>
<td>M02</td>
<td>Th. Coup.</td>
<td>temperature</td>
<td>°c</td>
<td>insulation 60 / 80 % from int. sheathing</td>
</tr>
<tr>
<td>i/e 0,6 / 0,8</td>
<td>M03</td>
<td>Th. Coup.</td>
<td>temperature</td>
<td>°c</td>
<td>insulation 40 / 50 % from int. sheathing</td>
</tr>
<tr>
<td>i/e 1,0</td>
<td>M05</td>
<td>PT 100 Cond.</td>
<td>temperature + rel. humidity</td>
<td>°c %</td>
<td>inside ext. sheathing 150mm from ceiling</td>
</tr>
<tr>
<td>i/e 1,035</td>
<td>M06</td>
<td>PT 100 Cond.</td>
<td>temperature + rel. humidity</td>
<td>°c %</td>
<td>inside ext. sheathing 350mm from ceiling</td>
</tr>
<tr>
<td>e</td>
<td>M07</td>
<td>PT 100 Cond.</td>
<td>temperature + rel. humidity</td>
<td>°c %</td>
<td>air exterior</td>
</tr>
<tr>
<td>pA</td>
<td>M08</td>
<td></td>
<td>air pressure</td>
<td>haPa</td>
<td>interior</td>
</tr>
</tbody>
</table>

The “Figure Code” in TABLE 2 identifies the “daily mean” values in the figures to follow.

3.3 Measurement Results

FIG. 10 and FIG. 11 illustrate the daily mean temperatures for the Kearney and Laramie project, respectively. FIG. 12 and FIG. 13 illustrate the relative humidity and air pressure for Kearney and Laramie, respectively. The critical consideration for mold potential is the interior surface of the exterior OSB sheathing (light blue, i/e 1,0). These measurements are shown in the temperature diagram with their time-step values correlated with those for relative humidity. Air pressure is presented in FIG. 12 and 13 compared with the sea level average at 1000 haPa.

FIG. 10: Kearney daily mean temperatures and inside OSB 1/3 h values
FIG. 11: Laramie daily mean temperatures and inside OSB ½ h values

FIG. 12: Kearney relative humidity and air pressure

FIG. 13: Laramie relative humidity and air pressure
3.4 Discussion of Results

As would be expected, Fig. 10 and 12, demonstrate that low relative humidity (RH) levels were correlated to lower temperatures in the Kearney project. Fig. 10 illustrates average daily temperatures for increasingly closer distances to the outside atmosphere. Fig. 12 illustrates that while the extremes in RH (dark blue) in the exterior atmosphere were great, the RH within the wall construction (light blue), specifically on the inside surface of the OSB sheathing, was generally between 50% and 60% RH. With this low level of RH, no condensation would be expected, and therefore no expectation for the development of mold. A further observation is the relatively low RH within the living space of the room. It is likely that the lack of air tightness of the structure would explain this phenomenon by which moisture would escape via the high air exchange rate of the structure. Hagentoft, E, 1996, concluded similar results regarding air leakage carrying moist air into the construction that leads to unacceptably high values even for moderate indoor moisture levels.

The low RH rates in the Laramie project at the interior surface of the OSB sheathing are attributed to the low air pressure (av. 750 haPa) at the relatively high elevation (2193 meters) above sea level. The low pressure would lead to a high evaporation rate resulting in the low RH levels measured. But of special note is the increase of the RH from 40% in Fall to 70% at the beginning of Winter. This would explain the acceptance of the non-permeable vapor barrier at the much higher elevation without a concern for moisture trapping.

4. Simulation with WUFI

4.1 Objective: To Determine the Risk of Mold Growth under Variable Conditions

Inherent in the study was the consideration of four variables:
- types of vapor barrier materials,
- influence of the location/position of the vapor barrier within the construction,
- warm climatic versus cold climatic conditions, and
- the Kearney project (low elevation) compared to the Laramie project (high elevation).

4.2 Program WUFI

The program WUFI, the software for calculation of transient heat and moisture transport, was used for the simulation studies of the defined variables. WUFI allows the simulations under cold weather or warm weather climatic data. WUFI also allows a convenient mode for changing materials as well as location of materials within the structure and also allows easy selection of various geographical climatic data.

4.3 Construction Data, Variations

Four vapor barrier material scenarios were considered as follows: tests were conducted on three common types of vapor barriers including kraft paper, polyethylene film (PE), and “intelligent” film (PA), as well as a test using no vapor barrier. The two locations or positions of the vapor barriers that were tested are as follows: directly under the interior sheathing (gypsum board) or on the interior surface of the OSB sheathing. A “cold” Test Reference Year (TRY) was calculated for Laramie, but for Kearney, both a cold TRY, as well as a warm TRY, were calculated.

4.4 Climate Data

While there were no measured climate data available for one year, and while there does not exist a TRY or climatic data for Kearney or Laramie in WUFI (North American version), there were climate data available in WUFI for Omaha, Nebraska and Casper, Wyoming, respectively. These available climate data were deemed adequate since Omaha and Casper represent a more severe climate for potential mold growth than either Kearney or Laramie, respectively. Due to climatization, the indoor climate was designed at a temperature 20°C and a relative humidity of 30% and 50%.
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4.5 Results of Calculation

The results of the calculation are presented in two steps:

- representative, time-dependent diagrams in FIG. 14 to FIG. 16 for one TRY according to the parameters of the measurements. Two monitor positions were installed to record the temperature and the relative humidity at the exterior (position 3: red) and interior (position 4: blue) sides of the insulation.

- compilation of the results of the WUFI simulation studies is shown in TABLE 3. It represents the results of 24 simulations adjusted for the variables selected for the study. Numeric data in the table are indicative of the units in kilograms of water per square meter (kg/m²) that could be expected on the interior surface of the OSB sheathing, dependent of the variables. An assumption is made that values of less than 1 kg/m² would be of little concern for the risk of mold development and for the risk of condensed water flowing down. Units greater than 1 kg/m² are indicated in red color and are consider significant.

Table 3: WUFI Simulations for the potential of mold growth in the Kearney and Laramie projects

<table>
<thead>
<tr>
<th>Mineral Wool</th>
<th>Water Content (kg/m²)</th>
<th>Omaha</th>
<th>Kearney</th>
<th>Casper</th>
<th>Laramie</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>end calc.</td>
<td>298 m</td>
<td>652 m</td>
<td>1612 m</td>
<td>2293 m</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Start calc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Reference Year</td>
<td>VaporBarrier</td>
<td>Interior</td>
<td>none</td>
<td>kraft p.</td>
<td>PE</td>
</tr>
<tr>
<td>warm</td>
<td>exterior VB:</td>
<td>0.18</td>
<td>0.17</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>(Tyvek)</td>
<td>1.63</td>
<td>0.96</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>interior VB:</td>
<td>0.19</td>
<td>0.17</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(Tyvek)</td>
<td>1.96</td>
<td>0.96</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>cold</td>
<td>Kraft</td>
<td>0.19</td>
<td>0.17</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Paper</td>
<td>1.96</td>
<td>0.97</td>
<td>0.16</td>
<td>0.16</td>
</tr>
</tbody>
</table>
4.6 Discussion of Results

*FIG. 14* demonstrates that in Kearney during the heating season (Winter) the RH may increase up to 100% at the inside of the OSB, therefore the risk of mold growth is high. On the other hand, in Summer, with high external temperatures and high relative humidity values, there is no risk due to the relatively vapor-open kraft paper. *FIG. 15* demonstrates that a vapor barrier of PE-foil allows the RH in Summer to increase, but at a non-risk level. However, winter conditions still pose a slight risk of mold growth. *FIG. 6* shows similar tendencies for Laramie, but with minimal risk. This appears to be compatible with Lstiburek, 1991, when recommending a maximum 35% RH at 70 degrees F (20 C) during heating periods and when using PE foil as a vapor retarder.

*TABLE 3:* illustrates that in Laramie, Wyoming, there is little chance of mold development, regardless of the type of vapor barrier or whether a vapor barrier is even used. On the other hand, it is apparent that while the type of vapor barrier used in the Kearney climate is of little consequence, the total absence of a vapor barrier would be a genuine concern for mold risk. Regardless of the location of the vapor barrier and regardless of the climate data (cold or warm), the values were well above the acceptable limit of 1 kg/m² ranging from 1.63 kg/m² in the warm climate study to 1.96 kg/m² in the cold climate study. Similarly, Levin, P., and Gudmundsson, K., 1999, concluded that when moisture loads are low, perhaps a vapor barrier is not necessary. On the other hand, indoor moisture conditions exceeding 2 g/m³, will cause condensation on the inside of the external sheathing and high relative humidity in the insulation. This poses a significant potential for mold growth and/or structural damage due to degradation of the materials.

5. Comparison of Results and Conclusions

Comparing the results of the WUFI simulations over one TRY, the measured data show similar tendencies and values for the investigated time of measurement.

It becomes quite apparent that the issue of mold growth and its consequential negative effect on structural damage to wood members as well as the impact on poor indoor air quality is dependent on geographic location, elevation, and the use of vapor barriers. It would appear that the issue of mold risk is minimal at high elevations (such as Laramie) due to the rapid evaporation of moisture as a result of low atmospheric air pressure. It is apparent that a kraft paper vapor barrier (a minimal financial investment) is adequate to control condensation within the walls of structures in geographic locations similar to Kearney, Nebraska. On the other hand, to not include a vapor barrier, would pose a significant potential for mold growth in the Kearney climate. In any case, a vapor barrier at the inside of the insulation using foils that are open to vapor diffusion is recommended. To conclude, in winter the temperatures in the Midwest U.S. are similar to Scandinavia. On the other hand, a tropical climate exists in summer, very much unlike Scandinavia. Thus, the question of the location of the vapor barrier could not be directly correlated to previous studies from Scandinavia, some of which are cited in this paper.
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SUMMARY:
This paper presents some of the results from a research project that investigates the hygrothermal (i.e. thermal and moisture) performance of the Canadian wood-frame exterior building envelope construction practices in the cities of Shanghai and Beijing (China) and Taichung (Taiwan). This study has been done using a two-dimensional hygrothermal simulation tool, hygIRC-2D. In this paper, four exterior walls and two roof constructions are exposed to the exterior climatic conditions of Shanghai. The first set of simulations is conducted with wall constructions that have no air leakage. Thereafter, two wall constructions are also simulated with various levels of air leakage through the wall assembly. The outputs from the simulations have been analyzed with the help of a moisture response indicator called RHT index. Simulation results indicate the relative performances and suitability of the different wall and roof assemblies in Shanghai. The results of this study, including those presented in this paper, have helped to develop moisture and thermal (i.e. hygrothermal) design guidelines for Canadian style wood-frame building envelope construction in China.

1. Introduction
In Canada and other parts of North America, traditional wood frame exterior building envelope construction is widely used and its ability to manage the exterior and interior moisture and thermal (i.e. hygrothermal) loads is well known from the field performance observations over the years. However, this type of building envelope construction is not traditionally used in China. Currently, Canada Wood, an association of Canadian forest industry partners including the Council of Forest Industries (COFI), is working with various levels of government and the construction sector in China to improve quality design and construction of wood-frame
buildings, including the building envelope. COFI leads in Asia on behalf of Canada Wood. The ultimate objective is to develop growing and sustained markets for Canadian wood products in Asia, particularly China. However, quality assurance is not possible without knowing the consequences and the ability of the wood frame building envelope assemblies to manage the hygrothermal loads in the climatic conditions of China. This long-term performance issue becomes even harder to resolve when there is no comprehensive field performance data, as in this case.

In the absence of any credible field performance data, the National Research Council (NRC) of Canada and Canada Wood initiated a joint research project to investigate the long-term performance of alternative designs of wood-frame building envelope assemblies (walls and roofs) in Shanghai and Beijing (China) and Taichung (Taiwan) using a hygrothermal simulation tool, hygIRC-2D. In recent years hygrothermal simulation tools have been widely used for the evaluation of the thermal and moisture response of the building envelopes (Mukhopadhyaya et al. 2003; Djebbar et al. 2002; Vinha 2007). The benchmarked two-dimensional hygrothermal simulation tool, hygIRC-2D (Maref et al. 2002; Hagentoft et al. 2004), was developed at the Institute for Research in Construction of the National Research Council Canada. Some of the simulation results for Shanghai are presented in the following sections.

1. Research objectives and scope

The purpose of this study is to evaluate the hygrothermal performance of alternative wood-frame building envelope designs in Shanghai (China) using the hygrothermal simulation tool hygIRC-2D. The numerical simulations were done on four types of exterior walls and two types of unvented roof assemblies. Initially, the roof and wall constructions were simulated assuming no air leakage through the assemblies. Subsequently, simulations with air leakage were conducted on two of the wall constructions under three assumptions of air leakage. As a result, the effects of vapour diffusion could be assessed independently of air leakage. Varying the rates of air leakage helps explain the relationship between air leakage rates and hygrothermal response.

2. Simulation tool hygIRC-2D

The hygrothermal simulation tool used in this study is a computer aided numerical model, hygIRC-2D, that can predict the moisture response of building envelopes (Hens 1996). hygIRC-2D is continuously evolving as a research tool, developed by a group of researchers at the Institute for Research in Construction (IRC) of the National Research Council (NRC), Canada. Interested readers can refer to the publications by Karagiozis (1997) and Djebbar et al., (2002) for further details. These documents outline the formulation of the combined heat, air and moisture transport equations used in hygIRC-2D and the techniques used to solve them numerically. The reliability of hygIRC-2D outputs has been established through laboratory measurements and benchmarking exercises (Maref et al. 2002; Hagentoft et al. 2004). The effective use of hygIRC-2D to analyze and obtain meaningful results, however, demands a proper physical understanding of the problem, an appropriate definition of input parameters and the ability to judiciously interpret the outputs from the simulation tool (Mukhopadhyaya and Kumaran, 2001; Mukhopadhyaya et al. 2001; Kumaran et al. 2003).

2.1 Basic inputs and assumptions for modeling

2.1.1 Construction details

Several different wall and roof designs (Figure 1) were evaluated to compare their hygrothermal performance. Canada Wood submitted these designs, with construction details, to the IRC researchers for hygrothermal performance evaluation under Shanghai weather conditions. As mentioned earlier, simulations were first conducted with no air leakage. These include the following exterior wall designs: (i) Wall 1 – Classic cold weather wall; (ii) Wall 2 – Super E® wall; (iii) Wall 3 – Low-cost wall; (iv) Wall 4 – All climate wall; and roof designs: (v) Roof 1 – unvented truss roof with XPS and glass fibre insulation; (vi) Roof 2 – unvented truss roof with spray-on foam insulation.

2.1.2 Air leakage

To understand the effects of imperfect air barriers in the wall constructions, air leakage was introduced in the Super E® and low cost walls. An air leakage path was created through each of the wall assemblies. The air would enter/exit, depending on the nature of indoor and outdoor pressure, along a crack at the exterior top of the
wood-framed wall and then travel through the insulation cavity and exit/enter at the interior bottom of the wall (Figure 2). The size of the crack was varied to simulate various levels of air leakage. This size was based on the normalized leakage area (NLA), which is the area of the crack in cm$^2$ divided by the area of the wall in m$^2$. Three levels of air leakage were examined: 0.3, 0.7, and 1.5 NLA.

The following wall and roof constructions were examined with air leakage:
- Wall 2 – Super E® Wall – 0.3, 0.7, and 1.5 NLA
- Wall 3 – Low cost wall – 0.3, 0.7, and 1.5 NLA

2.1.3 Material properties

The hygIRC-2D simulation requires eight sets of material properties. These properties are air permeability, thermal conductivity, dry density, heat capacity, sorption characteristics, suction pressure, liquid diffusivity and water vapour permeability. These materials properties were obtained from the IRC/NRC’s hygrothermal properties database (Kumaran et al. (2002); Kumaran et al. (2004); Mukhopadhyaya et al. (2004)) and were determined in the IRC’s Thermal Insulation and Moisture Performance Laboratory.

### FIG 1: Walls and roofs construction details.
2.1.4 Environmental conditions

Hourly recorded Shanghai weather data was used as outdoor/external boundary conditions. hygIRC-2D requires the following hourly recorded weather components: temperature, relative humidity, wind velocity, wind direction, rainfall, solar radiation and cloud index. Weather data for the year 2003 was obtained from the weather bureau of China. Table 1 provides general climatic conditions for Shanghai.

<table>
<thead>
<tr>
<th>TABLE 1: Climate summary of Shanghai</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HDD18 1691</td>
<td>Extreme Mean Maximum 37°C</td>
</tr>
<tr>
<td>CDD26 164</td>
<td>RH Mean Coldest Month 75%</td>
</tr>
<tr>
<td>Mean Annual Temperature 16°C</td>
<td>RH Mean Hottest Month 83%</td>
</tr>
<tr>
<td>Extreme Minimum Temperature -10°C</td>
<td>Annual Precipitation 119 cm</td>
</tr>
<tr>
<td>Extreme Maximum Temperature 39°C</td>
<td>Mean for Dominant Wind 3.8 m/s</td>
</tr>
<tr>
<td>Extreme Mean Minimum Temperature -7°C</td>
<td>Maximum Depth of Frost 8 cm</td>
</tr>
</tbody>
</table>

* Based on data from 1951 to 1980

The indoor conditions (temperature and relative humidity) used in the simulations were for a controlled indoor environment based on summer and winter seasons, identified according to the criteria specified in the 'Specifications to National (Canada) Energy Code for Houses, (Swinton and Sander, 1994)'. If the monthly average outdoor temperature was below 11 °C it was considered winter. If the monthly average temperature was above 11 °C it was considered summer. Indoor conditions in Shanghai were developed based on conversations with building science professionals who had knowledge of building practises in China. In the summer the indoor conditions were 25 °C temperature and 65% relative humidity. In the winter the indoor conditions were 18 °C temperature and 40% relative humidity.

3. Simulation results

A significant amount of data was generated by hygIRC-2D simulations and subsequently post-processed for the detailed evaluation of the hygrothermal response of the building envelopes (Mukhopadhyaya and van Reenen 2007). For relative comparison of hygrothermal performance of the building envelope assembly, a novel hygrothermal performance indicator was used in this study as described in the following paragraphs.

3.1 RHT index – hygrothermal performance indicator

It is widely accepted that building materials are subject to deterioration under the combined effects of temperature and moisture. The most deleterious conditions are those in which moderate or high temperature is coupled with high humidity for extended periods (Nofal and Morris 2003). This study uses a novel long-term hygrothermal response indicator, called the RHT index, derived from the relative humidity (RH) and temperature (T) conditions inside the building envelope cross section over a period of time for any specific area of the cross-section. The RHT index is an indicator used to quantify and compare the hygrothermal response of the wall assembly. This index captures the duration of moisture and thermal conditions coexisting above threshold RH.
and T levels. RH and T are given linear weight in the RHT index. It is to be noted that for many materials this may not always be the case when assessing their long-term performance while subjected to varying and elevated moisture conditions. A different weighting for RH and T can be determined only through controlled long-term experiments. The RHT index as defined in this study is:

\[
\text{Cumulative RHT} = \sum (\text{RH} - \text{RH}_X) \times (\text{T} - \text{T}_X)
\]

for \( \text{RH} > \text{RH}_X \)% and \( \text{T} > \text{T}_X \)°C at every hour of the simulation.

Where, \( \text{RH}_X \) and \( \text{T}_X \) are the threshold values for relative humidity and temperature respectively.

In this set of simulations two sets of threshold levels were used. The first set was with an RH of 80% at 0 °C temperature, hereafter referred as RHT80. The second set was with an RH of 95% at 0 °C temperature, hereafter referred as RHT95. The cumulative RHT was a summation done on an hourly basis for the final two years of the simulation.

During any time step when either or both \( \text{RH} \leq \text{RH}_X \)% and \( \text{T} \leq \text{T}_X \)°C, the RHT value for that time step is zero. A schematic diagram for the generation of RHT index value is shown in Figure 3. The results presented in the following section use the cumulative two-year RHT index as a single-value hygrothermal response indicator. A higher value of RHT index indicates a greater potential for moisture-related deterioration. It is to be noted here that two different walls with similar cumulative RHT values can still have very different hygrothermal responses. At the same time, climates or conditions that seem intuitively to be quite different can produce similar cumulative RHT values. It is also to be mentioned here that the threshold RHT index value that borders a safe and unsafe hygrothermal design of a wall system is yet to be defined. IRC researchers will work on this issue in the coming days.

4. Discussion

Computer simulations for each assembly design were subsequently processed to produce the following graphical displays: (i) RHT Analysis for 80% RH and 0°C; (ii) RHT Analysis for 95% RH and 0°C; (iii) moisture accumulation in each product or material component over the review period; (iv) total moisture and moisture content (%) in the wood components over the review period; (v) temperature and relative humidity in the wood components over the review period. Because it is impossible to present all the analytical information in this paper, only brief discussion on significant observations is presented in the following paragraphs. Readers may wish to refer to the publication (Mukhopadhyaya and van Reenen 2007) for the entire information.

4.1 Walls with no air leakage

The hygrothermal simulations of the wall assemblies with hygIRC-2D indicate that Wall 1 (classic cold weather) has an area of intense hygrothermal loading (i.e. higher RHT index values) along the interior side of the poly sheet (Figure 4). The moisture contents in the top and bottom plates are higher than the other three wall types. The maximum moisture content in the bottom plate reaches a value of approximately 21% and remains at this level for several months during the summer (Figure 5). The other wall cross-sections remain near 15 % moisture content, reaching a maximum of 17%. The higher RHT values and moisture content in the top and bottom plates indicate a higher potential of moisture related damage to this Wall 1 cross-section.
4.2 Roofs

Two unvented roofs (Figure 1) examined here are **Roof 1** (traditional truss with rigid, XPS foam over and glass fibre insulation under sheathing) and **Roof 2** (traditional truss with spray-on foam insulation under sheathing). The hygrothermal analyses, using *hygIRC-2D*, compares the two roofs. Whilst the highest values of RHT indices in both roofs are in the roof tiles, roof 2 shows a higher RHT index in the area of the plywood sheathing and immediately below the sheathing (Figures 6 and 7).

When looking at the total moisture content in the two roofs, **Roof 2** has a higher total value of moisture accumulation for most of the year under consideration (Figures 8 and 9). **Roof 2** shows significantly higher moisture content in the wood components of the roof, i.e., plywood sheathing and upper truss chords (Figures 10 and 11). The plywood, moisture content in **Roof 1** generally varies between 8% and 14% while in **Roof 2** it is approximately 5% higher for most of the year, (Figure 10). An estimate of the moisture content in the truss chords was derived from the relative humidity in the insulated space (Figure 11).
4.3 Walls with air leakage

Three levels of air leakage (0.3, 0.7, and 1.5 NLA) were examined on Wall 2 and Wall 3. The RHT analyses from hygrothermal simulations show interesting results for Wall 3 (Figures 12, 13 and 14). There is an area of high hygrothermal loading (i.e. high RHT index) on the interior side of the bottom plate for all three levels of leakage. This area of high hygrothermal loading becomes larger as the level of the air leakage increases. The moisture content in the bottom plate reaches the highest level, and increases with more air leakage (Figure 15).

5. Conclusions

- Under conditions with no air leakage, the hygrothermal simulation with hygIRC-2D indicates that the classic cold weather wall, as constructed in Canada, has the highest intensity of overall hygrothermal response.
- Air leakage condition has been simulated in both the Super E® wall, and the low cost wall. These simulations show increasing the air leakage through the wall assembly results in higher levels of moisture in the bottom plate.
• The unvented roof simulations show that roof tile is the most vulnerable to high temperatures and moisture levels. The roof with rigid, XPS foam over and glass fibre insulation under the sheathing has resulted in lower moisture contents in the wood components of the construction.
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