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We develop theory models for both ballistic and disordered superconducting monolayer black phosphorus devices in the presence of magnetic exchange field and stress. The ballistic case is studied through a microscopic Bogoliubov–de Gennes formalism, while for the disordered case we formulate a quasiclassical model. Utilizing the two models, we theoretically study the response of supercurrent to an externally applied magnetic field in two-dimensional black phosphorus Josephson junctions. Our results demonstrate that the response of the supercurrent to a perpendicular magnetic field in ballistic samples can deviate from the standard Fraunhofer interference pattern when the Fermi level and mechanical stress are varied. This finding suggests the combination of chemical potential and strain is an efficient external knob to control the current response in highly sensitive strain-effect transistors and superconducting quantum interference devices. We also study the supercurrent in a superconductor-ferromagnet-ferromagnet-superconductor junction where the magnetizations of the two adjacent magnetized regions are uniform with misaligned orientations. We show that the magnetization misalignment can control the excitation of harmonics higher than the first harmonic \( \sin \varphi \) (in which \( \varphi \) is the phase difference between the superconductors) in supercurrent and constitutes a full-spin-switching current element. Finally, we discuss possible experimental implementations of our findings. We foresee our models and discussions could provide guidelines to experimentalists in designing devices and future investigations.
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I. INTRODUCTION

Orthorhombic bulk black phosphorus (BP) under pressure experiences topological phase transitions, making phosphorus allotropes an attractive new research area [1–4]. Among phosphorus allotropes, black phosphorous is the most stable crystal structure [5,6]. Possessing a direct band gap that is tunable from 0.3 to 2.0 eV by applying stress and electric field, manipulating the number of layers involved, and \textit{in situ} doping with different atoms such as K and Rb [7,8], BP offers an excellent platform with great control over the density of charge carriers by different means [9–15]. These features of BP are applicable to atomically thin electronics, modern two-dimensional mechanical transistors, ultrasensitive sensors with high on-off ratios, and optomechanic devices working under blue or ultraviolet light [16–20].

Recent research on phosphorus allotropes led to the experimental realization of monolayer black phosphorus [17]. Also, it has been found that black phosphorus in both orthorhombic and rhombohedral structures can intrinsically develop superconductivity [21–30]. However, the dominant pairing type in BP has brought up discussions and is still unclear. The same issue arises in even monolayer graphene, which is a much simpler two-dimensional crystal. Particularly, several different and exotic pairing types have been proposed, ranging from the usual \( s \)-wave to \( p + i p, d + id \), and \( f \)-wave pairings [31–35], and there is still no agreement about the dominant pairing symmetry. In effect, theoretical predictions of pairing symmetries in these systems strongly depend on the strength of interactions in models considered, pairing mechanisms, and approximations made. Therefore, detailed experimental information on the predominant interactions and pairing mechanism is critically important to identify the pairing(s) that is the most energetically favorable.

The presence of defects and impurities when synthesizing BP sheets is inevitable and can influence the physical properties and characteristics of devices made from them. Therefore, the study of the influence of disorder at a microscopic level sheds light on the physical origins of experimental observations and facilitates the optimization of devices made of nonideal BP sheets [29,36–42]. In this paper, we establish physical models for hybrid structures made of superconducting and magnetized monolayer BP (from now on, by ‘black phosphorus’ our mean is ‘monolayer black phosphorus’). We consider two-dimensional BP Josephson junctions with the possibility of inclusion of magnetism with arbitrary magnetization configurations, stress, and external magnetic field, as depicted in Fig. 1. We study both ballistic and disordered devices containing nonmagnetic impurities. In ballistic systems, we develop a Bogoliubov–de Gennes microscopic theory and employ realistic band parameters for a BP sheet by means of density functional theory and symmetry calculations. We study the response of supercurrent to an external magnetic field and uniaxial/biaxial stress in a superconductor (S)-normal (N)-superconductor (S) BP junction where the superconductors are identical and possess different superconducting phases, creating a phase gradient \( \psi \) across the junction. Our results demonstrate that by manipulating the...
The junction area is nonmagnetized BP of length ferromagnets (F1 and F2). The ferromagnets possess different lengths (b) The junction area is magnetized through proximity coupling to axis, i.e., ferromagnet (F1)-ferromagnet (F2)-superconductor (S) SF1 F2
ment angle on supercurrent flow in a superconductor (S)-we examine the influence of the magnetization misalign-
responsible for the nonvanishing critical current. Additionally, plot the current phase relation around the current reversal 
the relative misalignment angle removes higher harmonics, 
the quasiclassical approximation, we derive the Eilenberger equation that is valid for ballistic and moderately disordered 
while for stronger magnetizations (~0.2 eV) it first induces higher harmonics close to 0-π crossovers at θ ~ π/2 and then 
and magnetized regions are marked by μS, μN, and μF1, μF2. (a) The junction area is nonmagnetized BP of length d and width W. (b) The junction area is magnetized through proximity coupling to ferromagnets (F1 and F2). The ferromagnets possess different lengths dF1 ≠ dF2 with identical widths W. The magnetization orientation in each F region is determined through its angle with respect to the z axis, i.e., θ1,2.

baxial stress and Fermi level, the response of critical supercurrent to an external magnetic field deviates from the standard Fraunhofer interference pattern. Also, the critical current at current reversal points displays a finite nonvanishing supercurrent. In general, the current phase relation consists of multiple harmonics sin nφ, n = ±1, ±2, . . . . We plot the current phase relation around the current reversal points and show that the appearance of higher harmonics is responsible for the nonvanishing critical current. Additionally, we examine the influence of the magnetization misalignment angle on supercurrent flow in a superconductor (S)-ferromagnet (F1)-ferromagnet (F2)-superconductor (S) SF1 F2 S BP junction where F regions are of unequal thickness and have uniform magnetizations with misaligned orientations. Our investigations reveal a full spin switching of supercurrent upon increasing the magnetizations’ relative misalignment angle θ. For magnetizations smaller than 0.1 eV, increasing the relative misalignment angle removes higher harmonics,

where the indices stand for coordinates, i.e., i, j ≡ x, y, and summation over repeated indices is assumed. The band parameters calculated through density functional theory and symmetry computations are given in Table I. When εii is

\[
H = \int \frac{d\mathbf{k}}{(2\pi)^3} \hat{\psi}^\dagger(\mathbf{k}) [\begin{pmatrix} u_0 + \alpha_i \epsilon_{ii} + (\eta_j + \beta_j \epsilon_{ii}) (k_j - eA_j)^2 \tau_0 \\
\delta_0 + \mu_i \epsilon_{ii} + (\gamma' + \nu \epsilon_{ii}) (k_j - eA_j)^2 \tau_z - \chi \gamma (k_j - eA_j) \gamma' \tau_y \end{pmatrix} \hat{\psi}(\mathbf{k}), \tag{1}
\]

negative (positive), the strain in that direction (the x direction for \( \epsilon_{xx} \) and the y direction for \( \epsilon_{yy} \)) is of the compression (stretch) type. The matrices \( \tau_i \) are the Pauli matrices in pseudospin space, and an exchange field \( h \) invokes real-spin

FIG. 1. Schematic of the monolayer black phosphorus Josephson junctions. The two-dimensional system resides in the xy plane, so that the interfaces are along the x direction, and the y axis is normal to the junctions. The uniaxial/biaxial stress is exerted into the plane of the black phosphorus sheet, and an externally applied magnetic field \( \mathbf{H} \) is directed along z, perpendicular to the junction plane. The two s-wave superconducting electrodes (S), with different macroscopic phases \( \phi_{i,r} \), are proximity coupled to black phosphorus. The chemical potentials of superconducting parts and nonmagnetized, and magnetized regions are marked by \( \mu_S, \mu_N \), and \( \mu_{F1}, \mu_{F2} \).
expressed by the BCS picture where particles with opposite spins are coupled subject to externally applied stress [47,48].

\[
\begin{align*}
\alpha_x (eV) & = \gamma_x (eV Å^2) \\
+2.16 & = +0.58 \\
+1.01 & = +0.80 \\
+3.93 & = +2.39 \\
+3.83 & = +2.96
\end{align*}
\]

\[
\begin{align*}
\beta_x (eV Å^2) & = \\
+4.19 & = +0.76 \\
+1.10 & = +0.80 \\
+3.93 & = +2.39 \\
+3.83 & = +2.96
\end{align*}
\]

<table>
<thead>
<tr>
<th>(u_0) (eV)</th>
<th>(\delta_0) (eV)</th>
<th>(\alpha_x) (eV)</th>
<th>(\gamma_x) (eV)</th>
<th>(\mu_s) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.42</td>
<td>+0.76</td>
<td>+3.15</td>
<td>-0.58</td>
<td>+2.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\mu_s) (eV)</th>
<th>(\gamma_s) (eV Å²)</th>
<th>(\gamma_s) (eV Å²)</th>
<th>(\gamma_s) (eV Å²)</th>
<th>(\gamma_s) (eV Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+2.16</td>
<td>+0.58</td>
<td>+1.01</td>
<td>+3.93</td>
<td>+3.83</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(v_{x,i}) (eV Å²)</th>
<th>(v_{x,i}) (eV Å²)</th>
<th>(v_{x,i}) (eV Å²)</th>
<th>(v_{x,i}) (eV Å²)</th>
<th>(v_{x,i}) (eV Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.90</td>
<td>-11.33</td>
<td>-41.40</td>
<td>-14.80</td>
<td>+5.25</td>
</tr>
</tbody>
</table>

We describe the superconductivity of a BP sheet through the BCS picture where particles with opposite spins are coupled by intervalley interactions. This type of pairing can be expressed by

\[
\Delta_{AB} \psi_{A} \psi_{B}\]

(2)

in which \(\Delta_{AB}\) is the associated superconducting gap. Note that other pairing types can also be considered, as described in Ref. [49], and these will influence the final results. Nonetheless, our investigations in Ref. [49] demonstrated that intervalley spin-singlet s-wave pairing has insubstantial influence. Other symmetry combinations such as p-wave, d-wave, f-wave, etc., may arise in BP under strain. The consequences of these combinations will be considered in a future work. There are some indications that a BP sheet under pressure and/or with electron doping can be driven into the superconducting phase [4,23–28,46], although still not conclusively [29,30]. Nonetheless, we assume that spin-singlet superconductivity can be extrinsically induced into a BP sheet by means of the proximity effect when BP is proximity coupled to an s-wave superconducting electrode as shown in Fig. 1. In this case, the superconducting BP sheet can be described by the following Bogoliubov–de Gennes Hamiltonian in the Nambu space:

\[
\mathcal{H}(r) = \left( \begin{array}{cc} H(r) - \mu & \hat{\Delta} \\
\hat{\Delta}^\dagger & -H^\dagger(-\mathbf{k}) + \mu \end{array} \right).
\]

(3)

where \(\hat{\Delta}\) is the proximity-induced superconducting gap and \(\mu\) is the chemical potential. The associated 1×8 vector field operator in \(\mathbf{k}\) space can now be expressed as \(\hat{\psi}_{BCS}(\mathbf{k}) = [\hat{\psi}^\dagger(\mathbf{k}), \hat{\psi}(-\mathbf{k})]\). In the calculation of supercurrent below, the energies are given in units of \(|\Delta|\).

### A. SNS black phosphorus Josephson junction subject to external magnetic field

To begin, we consider a two-dimensional SNS BP Josephson junction as depicted in Fig. 1(a). The plane of BP is in the \(xy\) plane, and the interfaces reside in the \(x\) direction, so that the \(y\) axis is perpendicular to the interfaces. The junction has a finite size in the \(xy\) plane and has a length and width of \(d\) and \(W\), respectively. An external magnetic field \(\mathbf{H}\) is exerted perpendicular to the junction plane and directed along the \(z\) axis. To account for the external magnetic field, we consider a vector potential \(\mathbf{A} = (A_x, A_y, A_z) = (0, xH_z, 0)\) so that \(\mathbf{A}\) satisfies the Lorentz condition \(\nabla \cdot \mathbf{A} = 0\) and produces the external field \(\mathbf{H}_e = \mathbf{H} \times \mathbf{A}\) [50]. We also consider the possibility of the inclusion of stress applied in the \(x\) and \(y\) directions. To evaluate the response of supercurrent to an external magnetic field, we calculate charge current density using the quantum definition, involving Hamiltonian (3), i.e.,

\[
\frac{\partial \rho}{\partial t} = \lim_{\rho \to r} \sum_{\rho \to \rho'} \int \mathcal{H}(\rho, \rho') \psi_{\rho \sigma}(r) \hat{\mathcal{H}}_{\rho \sigma \rho' \sigma'}(r) \psi_{\rho' \sigma'}(r),
\]

(4)

where the time variation of charge density \(\rho\) can be attributed to charge sources and sinks. Here \(\mathcal{H}_{\rho \sigma \rho' \sigma'}\) is the component form of Eq. (3) with spin, valley, and particle-hole indices. Throughout the paper, we consider a steady-state regime where \(\partial \rho / \partial t = 0\). To compute the total current, we integrate the charge current density perpendicular to the interface \(J_y\) over the \(x\) direction, i.e., \(I(\phi) = \int_{\psi} dx J_y(x, \psi, \phi)\). Note that the current is independent of the \(y\) coordinate as required by charge conservation. We obtain appropriate spinors \(\psi_{\rho \sigma}\) within the normal BP region by matching wave functions \(\psi_{\rho \sigma}\), \(\psi_{\rho' \sigma'}\), \(\psi_{\rho' \sigma'}\) at the left and right superconductor interfaces. At the left boundary, \(\mathcal{H}_L\) and \(\mathcal{H}_R\) stand for the Hamiltonians of the superconducting and normal regions (\(\psi_{\rho \sigma}\) and \(\psi_{\rho' \sigma'}\) are their associated wave functions), respectively, whereas at the right boundary they stand for the Hamiltonians of the normal and superconducting regions, respectively. The resultant analytic expressions are very cumbersome, constituting \(1 \times 8\) spinors. We do not give the explicit expressions but employ them directly in evaluating observable quantities numerically. Supercurrent and its response to externally controllable agents such as magnetic field and stress are often measured in experiments. Figure 2 illustrates the behavior of supercurrent passing through the device shown in Fig. 1(a). The junction length and width are fixed at 7 and 20 nm, respectively. On the one hand, the device experiences compression in the \(y\) direction, i.e., \(\varepsilon_{xx} = 0, \varepsilon_{yy} = -0.2\). On the other hand, the junction is exposed to an external magnetic field where the magnetic flux penetrating the junction area is given by \(\Phi = \pi d W H_z\). Theoretically, it has been found that BP can support high strains as large as 40% without any rupture or dislocations [9,12,16]. In Fig. 2(a), the middle segment of the SNS junction [Fig. 1(a)] is undoped, and \(\mu_s = 0\), while the chemical potential in the superconducting segments is varied: \(\mu_s = \mu = 0.4, 0.8, 1.2, 1.6, 2.0\) eV. In Fig. 2(b) we set the chemical potential of the middle normal BP area equal to the superconducting parts, \(\mu_N = \mu_S = \mu\). Increasing the chemical potential \(\mu\) in the first case, the supercurrent is suppressed, while in the second case, the supercurrent first increases and then decreases. Our investigations of the density of states through the retarded Green’s function, \(N(r, \omega_n) = -\pi^{-1} \text{Im} \text{Tr} [G^R(r, \omega_n)]\), show that this behavior has a direct link to the nucleation of subgap bound states that the
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a function of magnetic flux passing through the junction area $$\Phi$$ (normalized by the magnetic flux quantum $$\Phi_0 = h/2e$$) for different values of $$\mu_S = \mu$$ inside the S regions. The circles surround kinks where supercurrent reversals occur in cases with $$\mu = 0.4$$ and 0.8 eV. (b) The chemical potential throughout the junction is considered to be the same, $$\mu_S = \mu_N = \mu$$, and the critical current is plotted for various values of $$\mu$$, $$\mu = 0.4, 0.8, 1.2, 1.6, 2.0$$ eV. In (c), we show the current phase relation at a current reversal point that the external magnetic field induces. We consider a representative case, which is $$\mu = 0.4$$ eV in (a). The arrows indicate the change in maximum supercurrent when varying the external magnetic field from 0 to $$\sim 3.0 \Phi_0$$. The compression in (a)–(c) is kept fixed at $$\epsilon_{xx} = 0.0, \epsilon_{yy} = -0.2$$. In (d1)–(e2) we consider an undoped middle normal region $$\mu_N = 0$$ and set differing scenarios for applied stress. In (d1) and (d2) we set $$\mu_S = \mu = 1.5$$ and 3.0 eV in the superconducting regions and uniaxial stress $$\epsilon_{xx} = 0.0, \epsilon_{yy} = -0.12, -0.16, -0.20, -2.0, -2.4, -2.8$$. In (e1) and (e2), we have increased $$\mu$$ to 2.0 and 4.0 eV and set equal biaxial compression components in both the x and y directions: $$\epsilon_{xx} = \epsilon_{yy} = -0.12, -0.16, -0.20, -2.0, -2.4, -2.8$$.

To illustrate the origin of nonvanishing critical current, we plot the charge current as a function of the superconducting phase difference between the two superconductors $$\varphi$$ for a gradually increasing $$\Phi$$ from 0 to $$\approx 3\Phi_0$$ in Fig. 2(c). The supercurrent at zero flux $$\Phi$$ is proportional to $$\sin \varphi$$. By increasing $$\Phi$$, the supercurrent starts to deviate from the sinusoidal form. The long downward arrow indicates the path that the maximum supercurrent traverses by increasing $$\Phi$$. Close to the first supercurrent reversal point in Fig. 2(a), the first harmonic $$\sin \varphi$$ is highly suppressed, and higher harmonics $$\sin 2\varphi, \sin 3\varphi, \ldots$$ dominate. Note that because of the presence of these higher harmonics the supercurrent is always nonzero for all values of $$\Phi$$. An increase in $$\Phi$$ induces a supercurrent reversal, as the small downward arrow indicates, and reverts the current phase relation to the one proportional to $$\sin \varphi$$, which is similar to the $$\Phi = 0$$ case except with a minus sign. With a further increase in $$\Phi$$ the supercurrent mimics and repeats the behavior described above.

Next, in Figs. 2(d1)–2(e2) we examine the influence of uniaxial stress. In these panels we keep the middle BP undoped, $$\mu_F = \mu_{F2} = 0$$, and change $$\mu_S = \mu$$ in the superconducting regions to 1.5, 3.0, 2.0, 4.0 eV from left to right. Figures 2(d1) and 2(d2) exhibit the effect of varying stress, $$\epsilon_{yy} = -0.12, -0.16, -0.20, -0.24, -0.28$$, in the absence of
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any component in the x direction, $\varepsilon_{xx} = 0$. Increasing the compressive strain leads to a higher critical supercurrent. Interestingly, the contribution of higher harmonics to the supercurrent is now small, and the critical supercurrent is vanishingly small at the supercurrent reversal points, which is the opposite of the cases shown in Fig. 2(b). In Figs. 2(e1) and 2(e2) we set an isotropic biaxial strain $\varepsilon_{xx} = \varepsilon_{yy} = -0.12$, $-0.16$, $-0.20$, $-0.24$, $-0.28$ with strengths identical to those in Figs. 2(d1) and 2(d2). As can be seen, the compressive strains $\varepsilon_{xx}$ and $\varepsilon_{yy}$ highly enhance the supercurrent when comparing Fig. 2(d1) to Fig. 2(e1). We also see that the contribution of higher harmonics close to the supercurrent reversal points is recovered, specifically for high strains $\varepsilon_{xx} = \varepsilon_{yy} = -0.24$, $-0.28$. The more prominent feature is shown in Fig. 2(e2). We see that not only do the higher harmonics prohibit zero supercurrent at the current reversal points, but also high strains $\varepsilon_{xx} = \varepsilon_{yy} = -0.20$, $-0.24$, $-0.28$ now result in non-Fraunhofer responses of supercurrent to the external magnetic field. At $\varepsilon_{xx} = \varepsilon_{yy} = -0.20$ the peak of the critical supercurrent at $\Phi = 0$ is suppressed, and its amplitude is smaller than the second and third peaks. A further increase in compressive strains, i.e., $\varepsilon_{xx} = \varepsilon_{yy} = -0.24$, $-0.28$, causes a dip at zero external field, and the first peak of supercurrent appears near $\Phi \approx 0$. Note that the junction has a finite width of 20 nm, and it results in nonideal Fraunhofer responses, as exhaustively studied in Ref. [50] for standard metallic systems.

### B. SF1_F2S black phosphorus Josephson junction

In this section we expand our previous studies of ballistic systems to the SF1_F2S devices depicted in Fig. 1(b). The magnetization and superconductivity can be induced in the BP sheet by means of the proximity effect. The two superconductors are coupled through a bilayer of uniformly magnetized ferromagnets, F1_F2, with different thicknesses $d_{F1} \neq d_{F2}$ and misaligned magnetization orientations $\theta_1 \neq \theta_2$. The arrows on top of the F regions in Fig. 1(b) stand for the magnetization direction in each F layer that make angles $\theta_{1,2}$ with the z axis perpendicular to the junction plane. Without loss of generality, we consider in-plane magnetizations, i.e., $\mathbf{h} = (h_z, 0, h_z)$. The relative angle between the magnetization of the two F segments can be controlled in experiment by choosing different ferromagnetic materials for each F and applying an in-plane external magnetic field in the x direction. It is known that various magnetic materials respond differently to an external magnetic field. The magnetization of strongly magnetized materials, e.g., Co or La, Ca1-x MnO3 (LCMO) compounds, rotates harder and slower with respect to weakly magnetized materials, e.g., Py or NiFe in a given external magnetic field. An external magnetic field perpendicular to the junction plane can induce superconducting vortices that makes analyses and the isolation of the pure effect of magnetization rotation inconclusive [50,51]. The in-plane external field in the x direction, however, ensures that vortices are not generated, and therefore, if we choose F1/F2 ≡ LCMO/Pt, the role of the external field is limited to only the induction of misalignment in the relative magnetization orientation of F1/F2 [51]. Figure 3 illustrates the behavior of the supercurrent phase relation $I(\phi)$ when the magnetization misalignment angle increases. To obtain these results, we fix $d_{F1} = 10$ nm and $d_{F2} = 5$ nm and change the magnetization strength $|\mathbf{h}_1| = |\mathbf{h}_2| = 0.1, 0.2$ eV in Figs. 3(a) and 3(b), respectively. We chose a representative sample set $\varepsilon_{xx} = 0, \varepsilon_{yy} = -0.2$ and chemical potential $\mu_N = 0, \mu_S = 0.2$ eV. We set $\theta_2 = 0$ and vary $\theta_1$ from zero, equivalent to parallel alignment, to $\pi$, equivalent to antiparallel magnetization alignment, by a step of 0.1$\pi$. In Fig. 3(a), when $\theta_1 = 0$, the supercurrent exhibits a sign change at a superconducting phase difference of $\phi \approx 0.6\pi$. This current reversal occurs due to strong contributions of higher harmonics, i.e., $\sin 2\phi, \sin 3\phi, \ldots$. The magnetization misalignment weakens this contribution and removes the higher harmonics, so that at $\theta_1 = 0.6\pi$ the current reversal is fully removed, and when the magnetizations are antiparallel, we find the usual first harmonic $I(\phi) \propto \sin \phi$. The magnetization rotation from a parallel to antiparallel configuration causes a full switching of the supercurrent flow. This finding is suggestive of creating experimentally well controlled spin-switching devices using the BP sheets. In Fig. 3(b) when the magnetization strength is 0.2 eV, we see that the weak phase shift at $\varphi = 0$, also seen in Fig. 3(a), is now pronounced. The magnetization misalignment removes it, induces a strong $\sin 2\phi$ component at $\theta_1 = 0.5\pi$, and then at $\theta_1 = \pi$ switches the supercurrent flow direction, including the phase shift at zero phase difference $\varphi = 0$, which now reverts to a negative value. Other parameters such as junction thickness and temperature can also induce current reversals and higher harmonics in the current-phase relationship.

### III. NONIDEAL AND DISORDERED SYSTEMS

To model nonmagnetic impurities, we formulate the quasiclassical model for a BP with the inclusion of superconductivity and magnetism. To this end, we express the Hamiltonian (1) by redefining parameters, which simplifies our subsequent notation, as follows:

$$H = \int \frac{dk}{(2\pi)^3} \sum_{k_{x,y}} \left( \sum_{\alpha=x,y} \left[ \epsilon_{\alpha}(k_{\alpha} - eA_{\alpha})^2 \tau_{\alpha} + \gamma_{\alpha}(k_{\alpha} - eA_{\alpha})^2 \tau_{\alpha} - \chi_{\alpha}(k_{\alpha} - eA_{\alpha}) \tau_{\alpha} + \mu_{0} \tau_{0} + \mu_{s} \tau_{s} \right] \right) \hat{\psi}_{k}.$$

(5)
In the presence of spin and sublattices A, B, we define propagators [52]

\[ G_{\tau \sigma' \alpha} (t - t', \mathbf{r}, \mathbf{r'}) = -i \langle T \Psi_{\tau \sigma} (t, \mathbf{r}) \Psi_{\tau' \sigma'}^\dagger (t', \mathbf{r'}) \rangle, \quad (6a) \]

\[ \tilde{G}_{\tau \sigma' \alpha} (t - t', \mathbf{r}, \mathbf{r'}) = -i \langle T \Psi_{\tau \sigma}^\dagger (t, \mathbf{r}) \Psi_{\tau' \sigma'} (t', \mathbf{r'}) \rangle, \quad (6b) \]

\[ F_{\tau \sigma' \alpha} (t - t', \mathbf{r}, \mathbf{r'}) = +i \langle T \Psi_{\tau \sigma} (t, \mathbf{r}) \Psi_{\tau' \sigma'}^\dagger (t', \mathbf{r'}) \rangle, \quad (6c) \]

\[ \tilde{F}_{\tau \sigma' \alpha} (t - t', \mathbf{r}, \mathbf{r'}) = +i \langle T \Psi_{\tau \sigma}^\dagger (t, \mathbf{r}) \Psi_{\tau' \sigma'} (t', \mathbf{r'}) \rangle, \quad (6d) \]

where \( \Psi_{\tau \sigma} \) are field operators, \( T \) is the time-ordering operator, and \( t, t' \) are the imaginary times at \( \mathbf{r}, \mathbf{r}' \) locations, respectively. We consider the elastic scattering potential \( V(\mathbf{r}) \) in a BP sheet by the self-energy term

\[ \Sigma_{\text{imp}}(\mathbf{r} - \mathbf{r'}) = \langle V(\mathbf{r}) G(\mathbf{r}, \mathbf{r'}) V(\mathbf{r'}) \rangle, \quad (7) \]

where we average over the locations of impurities. To find the mean free time of particles in the disordered BP, we neglect anisotropic terms. Therefore, assuming isotropic scattering, we find the mean free time as \( \tau^{-1} = 2\pi n_i N_0 / d \theta_n \langle 2 \pi \gamma^{-1} |v(\Theta)| \rangle^2 \), in which \( v(\Theta) \) is the Fourier transform of the scattering potential that depends on the relative angle \( \Theta \) between the particles’ incidence direction and the particles’ scattering direction, \( n_i \) is the concentration of nonmagnetic impurities, and \( N_0 \) is the density of states per spin at the Fermi level of the system. In what follows, we assign the Pauli matrices \( \sigma_{\alpha = x,y,z} \) to real spin, \( \tau_{x,y,z} \) to pseudospin, and \( \xi_{\alpha = x,y} \) to the particle-hole in the presence of superconductivity. In the particle-hole space we find the following equation for the Green’s function:

\[
\begin{pmatrix}
-i\omega_n + \tilde{H}(\mathbf{r}) & -\tilde{\Delta}(\mathbf{r}) \\
\tilde{\Delta}(\mathbf{r}) & i\omega_n + \tau_3 \gamma_k \tilde{H}(\mathbf{r}) \tau_3 \gamma_k \\
\end{pmatrix}
\]

\[ \tilde{G}(\omega_n; \mathbf{r}, \mathbf{r'}) = \tilde{G}(\omega_n; \mathbf{r}, \mathbf{r'}) + \frac{1}{2\pi N_0 \tau} \tilde{G}(\omega_n; \mathbf{r}, \mathbf{r'}) \tilde{G}(\omega_n; \mathbf{r}, \mathbf{r'}), \quad (8) \]

in which \( \omega_n = \pi (2n + 1) k_B T \) is the Matsubara frequency, \( n \in \mathbb{Z} \), \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( \Delta(\mathbf{r}) \) is the Hermitian conjugation of \( \Delta(\mathbf{r}) \): the proximity-induced superconducting gap. The matrix form of the Green’s function can be expressed by

\[
\begin{pmatrix}
\hat{G}(\omega_n; \mathbf{r}, \mathbf{r'}) \\
\hat{G}(\omega_n; \mathbf{r'}, \mathbf{r}) \\
\end{pmatrix}
\]

\[ = \begin{pmatrix}
-i \tau_3 \gamma_k \tilde{G}(\omega_n; \mathbf{r}, \mathbf{r'}) & -i \tilde{F}(\omega_n; \mathbf{r}, \mathbf{r'}) \tau_3 \gamma_k \\
-i \tau_3 \gamma_k \tilde{F}(\omega_n; \mathbf{r'}, \mathbf{r}) & \tau_3 \gamma_k \tilde{G}(\omega_n; \mathbf{r'}, \mathbf{r}) \tau_3 \gamma_k \\
\end{pmatrix}. \]

Here we have denoted 4x4 matrices using a hat symbol (\( \hat{\cdot} \)) and 8x8 matrices by a check symbol (\( \check{\cdot} \)).

We now subtract from Eq. (8) its conjugate and Fourier transform with respect to the relative coordinates: \( \mathbf{R} = (\mathbf{r} + \mathbf{r'}) / 2 \) and \( \delta \mathbf{r} = \mathbf{r} - \mathbf{r'} \). In order to simplify our calculations, we assume that the Green’s function is localized at the Fermi level and define the quasiclassical Green’s function

\[ \check{g}(\omega_n; \mathbf{R}, \mathbf{n}_F) = \frac{i}{\pi} \int d\xi_p \hat{G}(\omega_n; \mathbf{R}, \mathbf{p}), \quad (9) \]

in which \( d\xi_p = v_F dp \) and \( v_F \) is the Fermi velocity. Incorporating these assumptions, we finally arrive at the Eilenberger equation [53]:

\[
p_{\perp}^\pm (\mathbf{J}_k, \check{\nu}_k \check{g}) + [\omega_n \rho_z - i \Delta - i \check{M} + i \chi_y \rho_y] p_{\parallel}^\pm \tau_y + \frac{1}{2\pi} (\check{g}, \check{g}) = 0, \quad (10) \]

where the average over disorder is indicated by \( \langle \cdots \rangle \) and \( \check{M} \) stands for the magnetization. The momentum at the Fermi surface in the \( k \) direction is shown by \( p_{\perp}^\pm \). Here we have assumed that the Fermi energy is large enough so that the Fermi wavelength \( \lambda_F \) is negligible compared to the spatial variation \( \xi_\tau \) of observable quantities, i.e., \( \xi_\tau \gg \lambda_F \).

The Eilenberger equation can be further simplified in systems with a high density of impurities so that \( r^{-1} \gg |\omega_n|, |\Delta| \). In this case, the quasiparticles move diffusively with random directions and trajectories, which is the so-called diffusive regime [54]. In the diffusive regime, we integrate the quasiclassical Green’s function, Eq. (9), over all possible directions of the quasiparticles’ momentum:

\[
\langle \check{g}(\omega_n; \mathbf{R}, \mathbf{n}_F) \rangle = \int \frac{d\Omega_{n_F}}{2\pi} \check{g}(\omega_n; \mathbf{R}, \mathbf{n}_F) \cdot \mathbf{n}_F = \frac{p_F}{|p_F|}. \quad (11) \]

In this regime, the Green’s function can be expanded through the first two harmonics, \( s \) wave and \( p \) wave:

\[ \check{g}(\omega_n; \mathbf{R}, \mathbf{n}_F) = \hat{g}_s(\omega_n; \mathbf{R}) + n_p^s k_p^s(\omega_n; \mathbf{R}), \quad (12) \]

where the \( s \)-wave harmonic in the expansion is isotropic and much larger than the \( p \)-wave harmonic: \( \hat{g}_s \gg n_p^s k_p^s \). By substituting this expanded Green’s function into Eq. (10) and performing an integration over momentum directions we obtain

\[
\check{g}_s^k = -\tau_3 p_F^k \hat{g}_s(\mathbf{J}_k, \check{\nu}_k \check{g}_s) - \tau_3 p_F^k \hat{g}_s(i \chi_y \tau_y, \check{g}_s). \quad (13)
\]

Next, we substitute Eq. (13) into Eq. (10), assume that \( \nabla_k \chi_y = \nabla_k \chi_y \tau_y = \nabla_k \chi_y \tau_y = 0 \), and find the generalized Usadel equation [54]:

\[
\frac{p_F^k}{2} [\mathbf{J}_k, \check{\nu}_k \check{g}_s^k] + \frac{p_F^y}{2} [i \chi_y \tau_y, \check{g}_s^k] + [\omega_n \rho_z - i \Delta - i \check{M}, \check{g}_s^k] = 0. \quad (14)
\]

We next apply the quasiclassical model (14) to the SNS hybrid structure displayed in Fig. 1(a). We consider interfaces with a low transparency (the so-called tunneling limit) between the superconducting and normal BP regions. Therefore, the following boundary condition describes the coupling between the superconductor and the normal parts [55, 56]:

\[
\zeta \check{h}_s \check{g}_s^k = [\hat{g}_s, \hat{g}_s \mathbf{SC}]. \quad (15)
\]

in which \( \zeta \) is the ratio between the resistance of the barrier region and the resistance in the normal region that controls the proximity effect at the boundaries, \( \hat{g}_s \) is a unit vector perpendicular to the boundary, and \( \hat{g}_s \mathbf{SC} \) is the Green’s function of the bulk superconducting segment. To study charge transport, we derive an expression for the charge supercurrent flow (due to the superconducting phase gradient across the device) in the \( y \) direction [see Fig. 1(a)]. The quantum definition of
current density, derived from Eq. (4), is expressed through the Hamiltonian (5). As stated in the previous section, we consider a steady-state regime and therefore set $\partial \rho / \partial t = 0$ in Eq. (4). After some calculations using Eq. (4), we finally arrive at the following expression for the current density in the diffusive regime:

$$J_k(r) = \frac{i e \pi}{2} N_0 p_k T \sum_n \text{Tr} \left[ \rho_c (\eta_k + \chi_y \tau_z) \delta_{k'F} \right].$$

(16)

To obtain Eq. (16) we have assumed a sufficiently small $\chi_y$ and neglected terms of the order of $\chi_y p_0^{-1}$ and once more assumed that $\xi \gg \lambda_F$. We note that the formulated quasiclassical Eilenberger and Usadel formalisms can be extended to other two-dimensional materials. Our work discusses the Eilenberger and Usadel approaches for BP, and as far as we know, no counterpart of the graphene type is yet available, which could be a potential subject for our future research [43–45].

In order to find the charge current density flowing across the junction depicted in Fig. 1(a), we solve Eq. (14) together with proper boundary conditions, Eq. (15), and substitute the resultant Green’s function into Eq. (16) for the diffusive regime. For the ballistic and/or moderately disordered systems, one solves Eq. (10) and uses the ballistic counterpart of the current density, Eq. (16), as used in Ref. [45]. In the diffusive regime, the Usadel equation (14) results in nonlinear boundary value differential equations that must be evaluated numerically [50,57]. To further simplify our calculations, we have Taylor expanded the Green’s function around its bulk solution $g_0$, i.e., $g \simeq g_0 + f$. This limit is accessible in systems with weak proximity coupling between the superconductors and normal BP. Still, after performing these approximations, the resultant expressions are large partial differential equations. Rather than presenting them explicitly, we evaluate them numerically [50]. To calculate the supercurrent passing through the setup depicted in Fig. 1(a), we consider $A = (0, x H, 0)$. The junction length and width are set to $d = \xi_S$ and $W = 10 \xi_S$, respectively, where $\xi_S$ is the superconducting coherence length. Figure 4 shows the critical current as a function of applied magnetic flux $\Phi$. Because this simplified model is parametric and the quasiclassical approximations are applied, we have set representative values for parameters: $\eta = 1$, $\gamma = 0.5$, and $\chi_y = 0.1, 0.2, 0.3$. The applied external magnetic field can induce a Zeeman field that can be large, depending on the $g$ factor of the BP. The combination of Zeeman field and spin-orbit coupling can result in the generation of superconducting triplet correlations [58–65]. Hence, we have considered a dominant singlet superconductivity and added a small component of triplet pairings that can occur when making hybrid interfaces of superconducting BP subject to an external magnetic field. The critical current in the weak proximity limit of the diffusive regime shows the standard Fraunhofer interference pattern, so that the central peak is suppressed, while the amplitudes of the next peaks are larger than the central peak with nonzero current at supercurrent reversal points. We showed that the nonzero critical current at current reversal points is a direct consequence of the appearance of harmonics higher than the first usual harmonic in supercurrent around the current reversal points that prohibits fully vanishing current. Furthermore, we studied the influence of magnetization misalignment in a superconductor-ferromagnet-ferromagnet-superconductor junction where the ferromagnetic regions possess unequal thicknesses and magnetization orientations. Our results show a full-supercurrent switching effect through increasing the magnetization misalignment angle. To complement our theory, we considered nonmagnetic impurities in the system. Employing the quasiclassical approximations, we derived Eilenberger and Usadel equations. The former is applicable to systems with
a moderate density of impurities, while the latter describes systems containing a high density of impurities so that the quasiparticles have diffusive motions. We applied this model to a two-dimensional superconductor-normal-superconductor black phosphorus junction subject to an external magnetic field. Our investigation in the weak proximity limit of the diffusive regime showed the standard Fraunhofer response of supercurrent to an external magnetic field. Nevertheless, a full proximity limit can modify the results as this limit is closer to the ballistic regime. Our models and results provide a detailed explanation of the supercurrent behavior in BP Josephson junctions in the presence of impurities, external magnetic field, magnetic exchange field, and strain. Furthermore, our findings by the application of these models to specific configurations demonstrate that both strain and the orientation of magnetic exchange fields offer effective tools to control the behavior of current in strain-effect BP transistors and highly sensitive BP-based devices such as superconducting quantum interference devices.
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