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Monolayers of transition metal dichalcogenides (TMDCs) have unique optoelectronic properties. Density functional theory allows only for a limited description of the electronic excitation energies in these systems, while a more advanced treatment within many-body perturbation theory employing the GW/BSE approximation is often rather time consuming. Here, we show that the recently developed LDA+GdW approach provides an efficient and at the same time reliable description of one-particle energies, as well as optical properties including bound excitons in TMDCs. For five exemplary materials (MoSe2, MoS2, WSe2, WS2, and ReSe2), we discuss the numerical convergence, in particular with respect to k-point sampling, and show that the GdW/BSE approximation gives results similar to common GW/BSE calculations. Such efficient approaches are essential to treat larger multilayer systems or defects.
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I. INTRODUCTION

Transition metal dichalcogenides (TMDCs) have recently attracted tremendous attention due to their remarkable electronic and optical properties. The bulk crystal of a TMDC is formed by individual layers that are weakly held together by van der Waals interaction in the perpendicular direction, but also few and even monolayers can be exfoliated. One of the most widely studied TMDCs is MoS2, a material with an indirect band gap in the bulk, which becomes direct in the monolayer limit [1,2]. The two-dimensional nature of the monolayer leads to a strong confinement and a drastically reduced screening compared to bulk semiconductors, which results in strongly bound excitons [3–6]. These can be selectively excited by circularly polarized light in one of the two K valleys of the Brillouin zone [7,8].

Theoretical insights into the electronic and optical properties of TMDCs can be obtained by many-body perturbation theory (MBPT), i.e., the GW method followed by the solution of the Bethe-Salpeter equation (BSE), which is a state-of-the-art method to reliably describe excited electronic states in a parameter-free way [9,10].

One disadvantage of a GW calculation is its high numerical cost, especially in TMDCs [11,12]. These numerical restrictions put systems with large unit cells out of reach and already make it costly to obtain converged results for the regular unit cell (three atoms). The high numerical demands of a GW calculation in TMDC monolayers are reflected in the significant spread of the results within the published works on their optoelectronic properties [3–5,11–16]. Two examples are the exciton binding energy with reported values ranging from 0.5 [5] to 1.1 eV [4] and the optical gap (i.e., the energy of the A exciton) with reported values between 1.78 [3] and 2.22 eV [13]. In addition, there have been electronic structures of monolayer MoS2 published showing both an indirect band gap [11,13] as well as a direct band gap [3,4,16–18] while experimental results strongly suggest a direct gap [1,19,20].

To drastically decrease the numerical demands of a GW/BSE calculation, Rohlfing proposed a way of conducting ab initio MBPT with an additional approximation in the self-energy: the LDA+GdW approach, which can also be combined with the BSE to evaluate optical excitations [21]. In this work we apply the LDA+GdW/BSE approach to five TMDC monolayers: MoSe2, MoS2, WSe2, WS2, and ReSe2. We find results in good agreement with theoretical outcomes based on the GW/BSE method as well as experimental findings.

Here, we discuss in particular the convergence behavior of the band structures and the optical excitation spectra. Some of these issues, like the size of the auxiliary basis set, are specific for the perturbative treatment of the GW self-energy operator within our LDA+GdW method of MBPT. More importantly, we demonstrate that by exactly matching the reciprocal-space sampling techniques for the quasiparticle energies and optical excitations to each other, rapid k-point convergence is achieved. This behavior is a generic feature of MBPT, representing the direct correspondence between the self-energy operator and the electron-hole interaction kernel, and is therefore of universal significance for all methods linking single-particle and two-particle excitations to each other. Also, these features are not restricted to two-dimensional semiconductors, but hold for all periodic condensed matter.

It is important to note that our LDA+GdW approximation may not reach the accuracy of ~0.1 eV for absolute energies commonly attributed to the GW or GW/BSE method. Nevertheless, it allows for precise calculations of relative energies as resulting from differences between related systems, e.g., system-specific states of nanostructures (like surface states as...
compared to bulk states), and modifications due to changes in the nonlocal dielectric polarizability. Such issues can be fully discussed within LDA+GdW, which offers higher numerical efficiency than the conventional GWA.

The paper is organized as follows: In Sec. II we recapitulate the LDA+GdW method, the employed dielectric model functions, and further details of the numerical implementation. Afterwards, we discuss the numerical execution and its convergence in Sec. III. Finally, we present the results for five TMDC monolayers in Sec. IV.

II. THEORETICAL METHODS

In the last decades, a wide range of first-principle methods have been established. For the most successful and widely used density functional theory (DFT), some drawbacks have been identified (like the band-gap problem). On the other hand, many-body-perturbation theory in the GW approximation [22] overcomes many of these problems at the price of a significantly enhanced numerical effort.

Instead of relying on an exchange-correlation potential \( V_{xc} \) in DFT the GW method introduces the self-energy \( \Sigma = iGW \) (see e.g. [23,24]). The Green function \( G \) can be reliably represented using DFT results and the screened Coulomb interaction \( W \) is typically calculated using the random-phase approximation (RPA). The RPA, however, is often the computationally most expensive part of the approach and so a reliable approximative calculation of \( W \) is greatly appreciated. Furthermore, a frequency integration contained in the evaluation of \( \Sigma \) has to be treated. This can be carried out using plasmon-pole expansions, full-frequency integration methods, or resolvent approaches [25]. In this work we focus on a simple plasmon-pole model [23,24] which only requires the evaluation of the dielectric function at two frequency points \( \omega = 0 \) and \( \omega = i \) Ryd.

A. LDA + GdW approximation: An efficient approach to the quasiparticle corrections

In our quasiparticle approach we use a DFT calculation within the local density approximation (LDA) as starting point. This is followed by the GW approach within the LDA+GdW approximation, which is described briefly below. A complete introduction is given in Ref. [21].

In conventional GWA (on top of DFT-LDA), the quasiparticle energies \( E_{nk}^{\text{QP}} \) are obtained via

\[
\begin{align*}
E_{nk}^{\text{QP}} &= E_{nk}^{\text{LDA}} + \langle n|\Sigma(E_{nk}^{\text{QP}})-V_{xc}|n\rangle \\
&= E_{nk}^{\text{LDA}} + \langle n|\Sigma(E_{nk}^{\text{QP}})|n\rangle - \langle n|V_{xc}|n\rangle.
\end{align*}
\]

The exchange correlation (xc) effects are described by the xc potential \( V_{xc} \), which is then replaced by the self-energy \( \Sigma = iGW \). Therefore, it becomes necessary to subtract \( V_{xc} \) from the DFT results. Since there is no closed expression for \( \Sigma - V_{xc} \), both terms have to be evaluated separately and the difference is taken afterwards. This means that the small size of the difference (usually \(< 1\) eV) between \( \Sigma \) and \( V_{xc} \) is not exploited. Both quantities are often in the order of 10 eV or more and have to be converged independently. To obtain quasiparticle energies that are converged better than 0.1 eV, the numeric precision in \( \langle \Sigma(E_{nk}^{\text{QP}}) \rangle \) alone needs to be better than 1%, which is difficult to achieve and is thus partly responsible for the high numerical demands in the GW approximation.

The key to the LDA+GdW approach is the approximation of the difference \( \Sigma - V_{xc} \) by a closed expression. This is made possible through the observation that in many systems the LDA \( V_{xc} \) potential acts like a self-energy with a metalliclike screening [26–28]. This implies that \( V_{xc} \approx iGW_{metal} \) is a good approximation, where \( W_{metal} \) is the metal-like screened Coulomb interaction. Such behavior has been observed in GW calculations with artificially metallic screening, and it is also consistent with the common observation that quasiparticle corrections for metals are very small [26–28]. Note that this screening is hypothetical, but can be constructed even for a material which is a semiconductor in reality (see below). Now, \( V_{xc} \approx iGW_{metal} \) turns \( \hat{H}^{GW} = \hat{H}^{\text{LDA}} + iGW - V_{xc} \) into

\[
\hat{H}^{GW} := \hat{H}^{\text{LDA}} + iGW - iGW_{metal}
\]

where \( W \) is the real (e.g., semiconducting) screening of the system. Note that in Eq. (2) we are not separately evaluating \( iGW \) and \( V_{xc} \) but rather \( iGW \), which contains the difference in screening \( dW \). This approach is very appealing from a numerical point of view since \( iGW \) is in the order of the quasiparticle corrections, i.e., \( \sim 1 \) eV. Converging this quantity to 0.1 eV demands a numerical precision of 10% only.

The concept of deriving \( \Delta \Sigma \) from the difference between semiconducting and metallic screening constitutes a big advantage in the case of TMDC materials. In conventional GW calculations for \( d \)-electron systems, the \( s \) and \( p \) semi-core states of the same shell must commonly be included explicitly as valence states in the calculation, significantly slowing down the numerical performance [11,15]. For example, molybdenum requires a valence-state configuration of \( 4s^24p^64d^55s^1 \) with 14 electrons. This is due to the much different treatment of exchange interaction in \( V_{xc} \) and \( \Sigma^{GW} \). Within our LDA+GdW approach, on the other hand, \( \Delta \Sigma \) as defined in Eq. (2) only consists of a medium- and long-range modification of the dielectric screening, which is not affected by the semi-core states. Consequently, we can employ soft pseudopotentials for a configuration \( 4d^55s^1 \), i.e., with six electrons only. This significantly accelerates all calculations.

Note that the requirement \( V_{xc} \approx iGW_{metal} \) should be carefully checked for every system. This comparison can be conducted for small unit cells before increasing the unit-cell size in LDA+GdW to be able to handle more complex systems. Applicability of the LDA+GdW approximation with excellent results was so far shown on a variety of systems with different dimensionality: bulk silicon and its (111) surface, bulk argon, an argon monolayer on aluminum (001) [21], organic molecules on surfaces [29], TMDC bulk, and monolayers [30–34].
B. Model dielectric function

Within LDA+GdW, we exploit that the small size of $iGW - V_{xc} \approx iGdW$ lowers the demands on the numerical precision. This allows the inclusion of additional approximations like a model dielectric function $\varepsilon(r, r', \omega)$ for the screening. In full $GW$ calculations this would be more problematic. Within the $GW$ approximation (GWA), $\varepsilon$ is usually calculated through the random phase approximation, which often constitutes a bottleneck of the calculation; thus, the model function drastically reduces computation time.

The use of a model function that can address both semiconducting and metallic screening is mandatory since we need to evaluate the difference in screening, $(W - W_{metal})$. This is only useful if both are described through the same model-function structure. One requirement of the used model function is that it can describe spatially inhomogeneous screening. Rohlfing [21] proposed a model which constructs the screening from a summation of charge-density responses $\chi^j$ of each atom $j$ in the unit cell

$$\varepsilon_{G,G'}(q, \omega) = \delta_{G,G'} + \frac{4\pi e^2}{|q + G||q + G'|} \sum_{j=1}^{N} \frac{V_j}{V} \chi^j_{G,G'}(q, \omega), \quad (3)$$

where $\chi^j$ gets weighted by the volume $V_j$ of the respective atom, divided by the volume of the unit cell $V$ (in the bulk). The expression above uses an expansion in a plane-wave basis $G$. The prefactor $4\pi e^2/((q + G)(q + G')$ stems from the convolution with the Coulomb interaction.

The dielectric model function has been discussed in detail in Ref. [21]. The charge-density response resulting from atom $j$ at position $r_j$ is assumed as

$$\chi^j_{G,G'}(q, \omega) = \sum_{k=1}^{3} \sqrt{f^{(j,k)}([q + G]|, \omega)f^{(j,k)}([q + G'], \omega)} \times \left[n_k^j(q + G')\right] \cdot \left[n_k^j(q + G)\right] \times e^{-\gamma_j(G-G')^2}e^{i(G-G)\pi_j}, \quad (4)$$

in the nonmetallic case, while the metallic response function is given isotropically by

$$\chi^j_{G,G'}(q, \omega) = \sqrt{f^{(j,k)}([q + G]|, \omega)f^{(j,k)}([q + G'], \omega)} \times [q + G] \cdot [q + G'] \times e^{-\gamma_j(G-G')^2}e^{i(G-G)\pi_j}. \quad (5)$$

Here, $n_k^j$ denotes the three principal axes of the $3 \times 3$ dielectric tensor for atom $j$ with associated eigenvalues $\epsilon^{(j,k)}$. For isotropic systems the response is identical in all directions $k$ and this index is skipped. These expressions rely on the charge-density response of a homogeneous system which was proposed by Bechstedt et al. [35] and is given by

$$f^{(j,k)}(Q, \omega) = \left[\frac{1}{\varepsilon_{\infty} - 1} + \frac{Q^2}{\omega_p^2} + \frac{Q^4}{\omega_p^4}\right]^{-1}. \quad (6)$$

<table>
<thead>
<tr>
<th>System</th>
<th>$\varepsilon_{\infty}(\omega = 0)$</th>
<th>$\varepsilon_{\infty}(\omega = 0)$</th>
<th>$q_{TF}$</th>
<th>$\omega_p^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoSe$_2$</td>
<td>Mo 10.1</td>
<td>5.2</td>
<td>1.20</td>
<td>1.58</td>
</tr>
<tr>
<td>S</td>
<td>11.8</td>
<td>7.6</td>
<td>1.20</td>
<td>1.58</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>Mo 10.8</td>
<td>5.0</td>
<td>1.18</td>
<td>1.49</td>
</tr>
<tr>
<td>Se</td>
<td>10.6</td>
<td>6.5</td>
<td>1.18</td>
<td>1.49</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>W 10.5</td>
<td>5.3</td>
<td>1.20</td>
<td>1.59</td>
</tr>
<tr>
<td>S</td>
<td>10.9</td>
<td>7.5</td>
<td>1.20</td>
<td>1.59</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>W 11.3</td>
<td>5.4</td>
<td>1.18</td>
<td>1.49</td>
</tr>
<tr>
<td>Se</td>
<td>9.6</td>
<td>6.5</td>
<td>1.18</td>
<td>1.49</td>
</tr>
<tr>
<td>ReSe$_2$</td>
<td>Re 7.6–12.0</td>
<td>4.6–4.8</td>
<td>1.20</td>
<td>1.59</td>
</tr>
<tr>
<td>Se</td>
<td>8.9–12.1</td>
<td>5.6–6.7</td>
<td>1.17</td>
<td>1.47</td>
</tr>
</tbody>
</table>

where the parameters are given per atom $j$, direction $k$, and frequency $\omega$:

$$\varepsilon_{\infty} = \varepsilon_{\infty}^{(j,k)}(\omega), \quad q_{TF}^2 = \left[q_{TF}^{(j)}(\rho_j)^2\right], \quad \omega_p^2 = \left[\omega_p^{(j)}(\rho_j)^2\right].$$

In here, the plasma frequency $\omega_p = \sqrt{16\pi/\rho}$ and the Thomas-Fermi wave number $q_{TF} = \sqrt{3\rho/\pi}$ (in atomic units) both depend on the average valence-electron density $\rho$ of the respective atom.

Table I lists characteristic parameters for the systems discussed in this paper. The dielectric screening parameters are obtained from RPA calculations of $\varepsilon_q(q \rightarrow 0, \omega)$, divided into contributions of each atom [21]. Note that due to the anisotropy of the material, different parameters are found for in-plane and out-of-plane dielectric properties. In combination, they would also lead to the different dielectric constants (for ordinary and extraordinary field geometries) of bulk TMDC materials. The larger in-plane numbers reflect the higher flexibility of electronic displacement within the plane, as compared to the higher rigidity in the perpendicular direction. In the case of ReSe$_2$, which has a distorted structure formed from diamond-shaped elements, the nonequivalence of the various atoms causes variation in the dielectric screening parameters. In all cases, the dielectric screening parameters show a plasmon-pole-like frequency dependence (not shown in Table I) as commonly found in semiconductors in general. In the case of metallic screening (necessary for determining the difference in screening as the heart of the LDA+GdW approach), we simply set $\varepsilon_{\infty}$ to $\infty$ in Eq. (5). Thus, only the volume $V_j$, the average valence-electron density $\rho_j$, and the spatial extent $\gamma_j$ of each atom need to be chosen manually. However, we want to stress that the final result, i.e., the LDA+GdW band structure, often shows little dependence on these parameters since they appear both in $W$ as well as $W_{metal}$ and only the difference is evaluated.
C. Numerical efficiency of the LDA+GdW approach

As mentioned above, the LDA+GdW approximation offers a drastic reduction of the numerical demands compared to a full GW calculation [21]: (i) It allows (and requires) the usage of a model dielectric function, eliminating the need for time-consuming calculations of the full ε in the random phase approximation. Only some matrix elements $\epsilon_{\mathbf{q},\mathbf{q}'}(\mathbf{q} \to 0, \omega)$ have to be evaluated within the RPA to determine the parameters entering the model. (ii) The smallness of $iG(W-W_{\text{metal}})$ is exploited, which dramatically facilitates the evaluation within the desired precision, e.g., with respect to the basis size and the applied $\mathbf{k}$-point grids. The reduced demands on the basis result from the fact that while $W$ and $W_{\text{metal}}$ are both highly structured in real space, their difference ($W-W_{\text{metal}}$) is much smoother and can thus be well described by a comparably small basis set. (iii) The number of empty bands required for a converged calculation of the self-energy operator $\Sigma$ is often reduced by orders of magnitude, which is also a result of the smooth spatial structure of $(W-W_{\text{metal}})$.

Finally, we want to underline that the LDA+GdW approximation, just as the GWA, goes far beyond DFT through the quasiparticle description, resulting in conceptually meaningful band structure gaps and dispersions. Most importantly, inhomogeneous screening is treated with atom-by-atom resolution, including long-range polarization effects that are captured by the nonlocal screened Coulomb interaction $W(\mathbf{r}, \mathbf{r}')$, a point completely absent in DFT.

D. Reciprocal-space sampling

In this section we discuss the various $\mathbf{k}$-point samplings that occur in any GW/BSE approach for a periodic system. We underline that the discussion holds for 1D, 2D, and 3D systems although we focus on 2D materials in this work.

(1) An exciton state is in principle expanded as

$$|S\rangle = \int d^3k \sum_{\nu,\varphi} A^{(S)}_{\nu,\varphi}(\mathbf{k}) |(\nu\mathbf{k}) \to (\nu, \mathbf{k} + \mathbf{Q})\rangle,$$  \hspace{1cm} (7)

i.e., as a coherent superposition of independent interband transitions, with $\nu/c$ denoting occupied and empty bands, $\mathbf{Q}$ being the total momentum of the exciton (often close to zero), and the $\mathbf{k}$-space integration covering the first Brillouin zone. In numerical practice, this integration is commonly replaced by a summation over a finite number of $\mathbf{k}$ points:

$$|S\rangle = \sum_{\mathbf{k}_i} \sum_{\nu,\varphi} A^{(S)}_{\nu,\varphi}(\mathbf{k}_i) |(\nu\mathbf{k}_i) \to (\nu, \mathbf{k}_i + \mathbf{Q})\rangle. \hspace{1cm} (8)$$

Each $\mathbf{k}_i$ represents a volume $V_j$ in reciprocal space (usually all $V_j$ are of equal size and shape). We note that the expansion coefficient $A(\mathbf{k}_i)$ represents the average of the original ones, $A(\mathbf{k}_i) = 1/V_j \int_{V_j} A(\mathbf{k}) d^3k$. A finite sampling makes only sense if $A(\mathbf{k})$ does not vary too much within $V_j$. This set of $\mathbf{k}$ points defines all requirements to be discussed below.

A simple example would be a Monkhorst-Pack grid, as indicated in Fig. 1(a) by the solid dots. The grid may include any desired shift relative to the origin. If an exciton carries a finite total momentum $\mathbf{Q}$, the hole and electron states are shifted relative to each other by $\mathbf{Q}$ in reciprocal space. In that case, the respective band structure energies are requested on the same grid for the hole states and on the same grid (but shifted by $\mathbf{Q}$) for the electron states. In this study, we concentrate on excitons with $\mathbf{Q} \approx 0$ which may be optically active.

(2) The BSE for an exciton given by Eq. (7) and its excitation energy $\Omega$ is given (omitting band indices for brevity sake, and disregarding electron-hole exchange at the moment) by

$$\Delta E(\mathbf{k}) A(\mathbf{k}) - \int W(\mathbf{k} - \mathbf{k}') A(\mathbf{k}') d^3\mathbf{k}' = \Omega A(\mathbf{k}). \hspace{1cm} (9)$$

with $\Delta E(\mathbf{k})$ denoting band-energy differences and $W(\mathbf{q})$ denoting the screened Coulomb interaction. Note that $W(\mathbf{k} - \mathbf{k}')$ contains further spatial information, either in terms of a Fourier transform $W_{\mathbf{G},\mathbf{G}'}(\mathbf{q})$, cf. Eq. (3) or, after multiplication with single-particle wave functions, in terms of band indices [cf. Eq. (12); see, e.g., Ref. [10]]. The indices are omitted here for brevity sake. When representing the exciton as a sum over a finite set of $\mathbf{k}$ points [Eq. (8)], the BSE turns into

$$\Delta E(\mathbf{k}_i) A(\mathbf{k}_i) - \sum_j W(\mathbf{k}_i - \mathbf{k}_j) A(\mathbf{k}_j) = \Omega A(\mathbf{k}_i). \hspace{1cm} (10)$$

In here, $\mathbf{W}(\mathbf{k}_i - \mathbf{k}_j) := \frac{1}{V_j} \int_{V_j} W(\mathbf{k}_i - \mathbf{k}') d^3\mathbf{k}'$. \hspace{1cm} (11)

is the integral of $W(\mathbf{q})$ over a (little) volume $V_j$ around $(\mathbf{k}_i - \mathbf{k}_j)$, fully considering the shape and size of $V_j$ [see Fig. 1(b)]. This integration is performed using the reciprocal-space representation $W_{\mathbf{G},\mathbf{G}'}(\mathbf{q})$. For each $\mathbf{G},\mathbf{G}'$ the Coulomb interaction $4\pi e^2/|q + \mathbf{G} \parallel q + \mathbf{G}'|$ is integrated on a very fine three-dimensional reciprocal-space grid of the integration volume $V_j$ given by Eq. (11), with $\mathbf{q}=\mathbf{k}_i-\mathbf{k}_j$. Thereafter, convolution with the inverse dielectric matrix at $\mathbf{q}=\mathbf{G} - \mathbf{G}'$ is integrated on a very fine three-dimensional reciprocal-space grid of the integration volume $V_j$ given by Eq. (11), with $\mathbf{q}=\mathbf{k}_i-\mathbf{k}_j$. This is now incorporated (for $\mathbf{G}=\mathbf{G}'=0$) by

\[ \mathbf{W}(\mathbf{k}_i - \mathbf{k}_j) := \frac{1}{V_j} \int_{V_j} W(\mathbf{k}_i - \mathbf{k}') d^3\mathbf{k}' \hspace{1cm} (11) \]
approximating $\varepsilon(\mathbf{q}) \approx \sum_{i=1}^{3} \bar{\varepsilon}_i q_i^2 / q^2$ where $\bar{\varepsilon}_i$ are the principal values of the macroscopic dielectric tensor at $\mathbf{q} = 0$ and $q_i$ the respective components of $\mathbf{q}$. With this assumption, the integrand of Eq. (11) reads as $4\pi \varepsilon^2(q^2 \varepsilon(\mathbf{q}))$ and is again integrated on the very fine three-dimensional reciprocal-space grid mentioned above. Numerical convergence may require millions of grid points, in particular for $k_i = k_j$ due to the Coulomb divergence for $\mathbf{q} \to 0$, but the total cost of these operations is still moderate compared to that of the rest of our approach.

For large reciprocal-space distance, $\tilde{W}(k_i - k_j) \approx W(k_i - k_j)$. For small reciprocal-space distance, however, there are drastic differences between the two expressions. For instance, if the volume $\int v$ reads as $4\pi \varepsilon^2(q^2 \varepsilon(\mathbf{q}))$, we obtain $W(q = 0) = (12\pi \varepsilon^2(q^2 \varepsilon(\mathbf{q}))$ while the “true” $W(q \to 0)$ diverges. This example illustrates a crucial issue: Forcing the BSE into a finite $k$-point grid is equivalent to modifying the screened Coulomb interaction, in particular its long-ranged behavior (i.e., at small $q$). Note that anisotropy in $\varepsilon(\mathbf{q})$ fully enters $\tilde{W}(\mathbf{q})$.

(3) For consistency with the $k$-point set of the BSE, the finite $\mathbf{q}$-point set on which $\tilde{W}$ is required is defined as all the differences among the $k_i$ [see Fig. 1(b)]. The grid thus has the same structure and grid density, but is not shifted with respect to the origin: it contains $q = 0$. The grid may also contain points on the boundary of the Brillouin zone (e.g., for an even number of grid points in one direction of a Monkhorst-Pack grid). Due to the periodicity of $\tilde{W}(\mathbf{q})$, points on opposite boundaries of the Brillouin zone are shifted relative to each other by a reciprocal lattice vector $\mathbf{G}$, contain the same physical information, and only one out of a pair or group is taken into account [as illustrated in Fig. 1(b)].

(4) A very crucial feature of MBPT is the one-to-one correspondence between the $GW$ self-energy operator $\Sigma^{GW}$ and the direct part of the corresponding electron-hole interaction kernel derived from $\Sigma^{GW}$:

$$\Sigma(1, 2) = \varepsilon(1, 2) W(1^+, 2) \Rightarrow K(13, 24) = \partial \Sigma(1, 2) / \partial G(4, 3) = i W(1^+, 2) \delta(1, 4) \delta(2, 3),$$

where we have made the usual approximation that $\partial W(1^+, 2) / \partial G(4, 3) \approx 0$. Apparently, for consistency between the GWA and BSE, the $GW$ part of the MBPT should employ the identical screened Coulomb interaction as the BSE. This implies using exactly the same $\mathbf{q}$-point grid for the internal summation leading to the self-energy, as well as employing exactly the same modified interaction $\tilde{W}(\mathbf{q})$. We have observed that by this procedure, excitons and their excitation energy converge rapidly with respect to reciprocal-space sampling. Examples are discussed below. If the above-mentioned condition is violated, e.g., by using sparse $\mathbf{q}$-point sampling in GWA (for efficiency sake) and fine sampling in the BSE, convergence with respect to reciprocal-space sampling can be significantly worse, simply because GWA and BSE employ different interactions $W$.

It should be noted again that the statements above are not restricted to the 2D materials discussed in this paper. All arguments concerning matching reciprocal-space samplings are equally valid for all kinds of condensed matter.

While the statements above hold for MBPT in general, there is one additional feature relevant for our present LDA+GdW version of MBPT. As mentioned above, the term $-iGW_{\text{metal}}$ compensates the LDA exchange-correlation potential while $+iGW$ represents the self-energy. Following the discussion above, the latter term $+iGW$ must match the representation of the BSE and is therefore evaluated on the grid as indicated in Fig. 1(b), including the modified interaction $\tilde{W}$. The former term $-iGW_{\text{metal}}$ on the other hand, can be treated differently, following its own convergence behavior. It turns out that this term converges most rapidly when using $W_{\text{metal}}(\mathbf{q})$ on a grid avoiding $\mathbf{q} = 0$, instead of a modified $\tilde{W}_{\text{metal}}$ like Eq. (11). The reason is given by the specific behavior of metallic screening, $W_{\text{metal}}(\mathbf{q}) \sim 1/(q^2 + q^2_{\text{FF}})$, which is qualitatively different from the semiconducting screening occurring in $\Sigma$ and in the BSE.

E. Setting up the Bethe-Salpeter equation

To obtain the excitonic properties, i.e., the absorption spectrum, four numerical steps are necessary: (i) a DFT-LDA calculation, (ii) a LDA+GdW calculation that yields the quasiparticle band structure energies $E_{\text{QP}}^{c,k}$, (iii) evaluation of the electron-hole interaction kernel $K_{\mathbf{q},\mathbf{q}'} = -W_{\mathbf{v},c,c'} + V_{\mathbf{v},c,c'}$, which enters into (iv) a BSE calculation where we set up and diagonalize the BSE-Hamilton operator with matrix elements

$$\langle \mathbf{v} | \hat{H}(\mathbf{q}) | \mathbf{v}' \rangle = \left( E_{\mathbf{c}}^{\mathbf{QP}} - E_{\mathbf{c}'}^{\mathbf{QP}} \right) \delta_{\mathbf{v},\mathbf{v}'} \delta_{\mathbf{c},\mathbf{c}'} (\hat{H}_{\text{BS}}) - \left( W_{\mathbf{v},c,c'} - V_{\mathbf{v},c,c'} \right) (\hat{H}_{\text{eh}}).$$

In this notation, the indices $\mathbf{v}$ and $\mathbf{c}$ include the band $\mathbf{v}$ ($\mathbf{c}$) and the wave vector $\mathbf{k}$, e.g., $c = (c, k)$. Only the bands around the gap that are most important for the lowest-energy optical transitions are included in the BSE Hamiltonian [Eq. (12)]. The number of needed valence and conduction bands that are taken into account has to be checked by calculating the absorption spectrum for various included bands. In this study we typically employ four valence bands and six conduction bands (eight valence and eight conduction bands in the case of ReSe$_2$).

Note that due to the requirements discussed in Sec. I D the matrix elements $W_{\mathbf{v},c,c'}$ and $V_{\mathbf{v},c,c'}$ are exactly the same as occurring in the $GW$ (or LDA+GdW) part of MBPT, which yields efficient numerical performance.

III. CONVERGENCE DISCUSSION

In this chapter we will discuss the numerical requirements and the convergence of the many-body calculation to evaluate electronic (Sec. III B) as well as optical properties (Sec. III D). Because the many-body calculation includes the description of long-range Coulomb interactions, one has to take special care of artificial interlayer interactions (see Sec. III C). We start with a very brief discussion of the initial DFT calculation, which is numerically extremely stable (Sec. III A). All calculations are carried out using codes written by ourselves [36,37].
A. DFT calculation

The starting point for our many-body calculations is a DFT calculation carried out in the local density approximation (LDA), in the parametrization of Perdew and Zunger [38]. Norm-conserving pseudopotentials [39] in Kleinman-Bylander form [40] are used that also include spin-orbit interaction. We employ a basis of three shells of Gaussian orbitals with s, p, d, and s^* symmetry per atom and decay constants between 0.13 and 2.50 \( a_0^{-2} \) for all presented materials. For the group VI TMDCs with three atoms in the unit cell, this results in a basis size of 180. For ReSe\(_2\) with 12 atoms in the unit cell, the size of the basis is 720. In reciprocal space a \( k \)-point grid of 10 \( \times \) 10 \( \times \) 1 is employed for these materials. All atomic positions are structurally relaxed until forces are smaller than 10\^\(-4) \( a_0 \) \(^{-2} \).

The theoretically optimized crystal structures are used in this work. We find lattice constants of 3.16, 3.30, 3.15, and 3.30 Å for MoS\(_2\), MoSe\(_2\), WS\(_2\), and WSe\(_2\), which agree well with the experimental values of 3.160 [41], 3.299 [41], 3.155 [42], and 3.280 [43] Å. This shows the excellent results of LDA for the crystal structure containing covalent bonds within TMDCs. For ReSe\(_2\) we find a lattice constant \( a \) of 6.61 Å, which is in good agreement with the experimental value for bulk ReSe\(_2\) of 6.597 Å [44].

B. Electronic properties from LDA+GdW

In MBPT the existence of two-point functions requires a second, auxiliary basis. In our LDA+GdW approach for the group VI TMDCs, we use plane waves with a cutoff of 2.5 Ry \( \approx \) 34 eV (2.0 Ry for ReSe\(_2\)) which shows a convergence better than about 0.05 eV as depicted in Fig. 2(a). Notably, conventional GW calculations frequently report plane-wave cutoff energies of up to 35 Ry [12,15,45] which is a factor of 14 larger. This clearly demonstrates the numerical efficiency of the LDA+GdW method, whose much smaller auxiliary basis size is related to the similar asymptotic behavior of W and W\_metal at large \( \mathbf{q} \) (see the discussion in Ref. [21]).

Figure 2(b) shows the \( k \)-point grid convergence of the quasiparticle gap, which also shows very fast convergence.

Since the unit cell of ReSe\(_2\) is approximately twice as large as for the group VI TMDCs, the converged \( k \)-point grid is half as large.

One further important difference between GW calculations on TMDC monolayers and our approach is the number of empty bands in the summation for the self-energy. Reported values for GWA are as high as 6000 [12,15,45] where we use only 180 bands.

C. Artificial interlayer interaction

Although being two dimensional, the presently studied monolayers are periodically repeated in the third direction for practical purposes (employment of software requiring three-dimensional periodicity). In such a configuration, the dielectric response of the repeated monolayers leads to further screening of the screened Coulomb interaction within the monolayer in question, affecting the self-energy operator. This causes an (artificial) closing of the fundamental band gap depending on the interlayer distance (i.e., vertical lattice constant) \( L \). Such behavior can be understood as an image-potential effect, i.e., a charged quasiparticle in the monolayer (electron or hole) induces image charges in the other monolayers with which it interacts, affecting its energetics. In summary, the fundamental band gap behaves as \( E_g(L) = E_g(\infty) - \alpha/L \), as demonstrated in Fig. 3(a). In contrast to this single-particle behavior, an exciton within a monolayer shows no significant dependence on the interlayer distance \( L \). This corresponds to the charge neutrality of an exciton. 

FIG. 2. (a) Convergence of the direct quasiparticle gap at the \( K \) point (at \( \Gamma \) for ReSe\(_2\)) with respect to the energy cutoff in the auxiliary plane-wave basis for the given TMDCs. The \( k \)-point grid is fixed at 20 \( \times \) 20 \( \times \) 1 (at 8 \( \times \) 8 \( \times \) 1 for ReSe\(_2\)). (b) Convergence with respect to the \( k \)-point grid. The LDA+GdW basis is fixed at 2.5 Ry (at 2 Ry for ReSe\(_2\)). All solid lines are a guide to the eye and the dashed lines indicate the applied cutoffs for the basis and the grid, respectively. The interlayer distance is always fixed at 45 Å (at 56 Å for ReSe\(_2\)). All materials show similarly fast convergence behavior.

FIG. 3. (a) Band gap \( E_g \) (gray), exciton binding energy \( E_b^{(A)} \) (orange), and excitation energies of the A and B excitons (black) as a function of interlayer distance \( L \). All dashed lines are linear fits. (b) Band gap at \( K \) for different materials, revealing similar quantitative dependence on \( L \). (c) Schematic representation of an isolated monolayer (left side) compared to a calculation with a small interlayer distance \( L \) (right side). Depicted is an excited electron (red) hole (blue) pair bound through schematic field lines. At a finite \( L \), the binding energy is reduced and at the same time, the gap is decreased, leaving the excitation energy (\( A \)) unaffected. The involved energy positions are also sketched (not to scale).
most, its dipole moment can induce image dipole moments in
the other monolayers. The resulting dipole-dipole interaction
scales like $\sim 1/L^3$, i.e., it decays rapidly with increasing $L$.
Consequently, two-particle excitation energies of a monolayer
converge rapidly with $L$, as illustrated in Fig. 3(a). We note
in passing that DFT calculations do not incorporate any of
these long-range screening effects and therefore do not ex-
hibit band-gap renormalization due to neighboring material
(neither the artificial effect on monolayers as discussed here,
nor the real effect when monolayers are stacked towards
multilayers or bulk crystals).

Figure 3(c) schematically compares two situations: an iso-
lated MoS$_2$ monolayer and a layer interacting with another
one, i.e., for a moderate value of $L$. The excitation energy
($A$) is not shifted, while the band gap closes. Two larger
effects cancel each other: the band gap $E_g$ closes [squares
in Fig. 3(a)] and at the same time the binding energy $E_b^{(A)}$
is reduced [orange dots in Fig. 3(a)], leaving the excitation
energies almost constant (black dots, labeled $A$ and $B$).

It is important to note that this fast convergence of
excitonic energies with $L$ results from the exact matching of
the $\mathbf{k}$-point samplings in GWA and BSE (see again Sec. II D).
Alternatively, truncation of the Coulomb interaction in the
vertical direction has been suggested (see, e.g., Refs. [11,15]).
However, Qiu et al. as well as Hüsler et al. observe slower
convergence with $\mathbf{k}$-point sampling compared to our approach
[11,15]. Rasmussen et al. observed that this unfavorable
$k$-point convergence can be improved by exploiting the
analytically known behavior of the screened Coulomb
interaction in two dimensions [46]. In total, our findings
suggest that exactly matching $\mathbf{k}$-point sets as employed
here, without trying to suppress interlayer interaction,
also allows for a minimum number of $\mathbf{k}$ points to be
used. Furthermore, including three-dimensional Coulomb
interaction and screening also allows to study the (real)
interaction of electrons, holes, and excitons with substrates,
adsorbates, and multilayer systems, which might be much
more complicated when a truncated interaction is used.

Although our main interest is the evaluation of excitonic
states, the precise determination of the fundamental band gap
of a monolayer is also relevant. To achieve this, the band
gap as shown in Figs. 3(a) and 3(b) is evaluated for several values
of $L$, followed by (linear) extrapolation in $1/L$ to $L \to \infty$.

D. Optical properties

Figure 4(a) shows the absorption spectrum of a MoS$_2$
monolayer depending on the number of bands in the BSE
Hamiltonian. The spectra show a distinct convergence behav-
ior, in particular at higher energies. For example, to accurately
describe the $C$ exciton, at least four valence and six conduc-
tion bands have to be taken into account. For the $A$ and $B$
excitons, two valence and two conduction bands are already
sufficient for a qualitative picture, but the excitation energy
is better described by two valence and four conduction bands. If
the highest valence band only is taken into account (see graph
labeled $1/2$), the $B$ and $B_2$ excitons vanish and the spectrum
below 2.7 eV is dominated by the $A$ and $A_2$ excitations. The
absorption spectra of monolayer ReSe$_2$ for various included
bands is shown in Fig. 4(d). Since the unit cell of ReSe$_2$
contains four times as many atoms as a unit cell of a group
VI TMDC, many more bands are needed for an equally good
convergence, as can be seen in the figure.

Figure 4(b) shows the convergence of the BSE spectrum of
a MoS$_2$ monolayer as a function of the $\mathbf{k}$-point grid density
(see Sec. II E) which shows a fast convergence with little
visible differences for the $A$ and $B$ excitons. Convergence
of the excitation energies with respect to the $\mathbf{k}$-point grid
is quantified in Fig. 4(c) for the $A$, $B$, and excited $A_2$, states.
Importantly, for $A$ and $B$ all calculated values between a $9 \times
9 \times 1$ grid and the extrapolations for $N \to \infty$ in $N \times N \times 1$
lie within an extremely narrow energy window of $\sim 0.1$ eV,
and the extrapolation to $N \to \infty$ appears numerically reliable
to within 0.01 eV. The excited $A_2$ state converges a bit
slower due to the more complicated structure of the wave
function with two local maxima and a larger extent in real
space [12]. Note that the $A$ exciton is already converged
better than 0.05 eV at grids as small as $15 \times 15 \times 1$, which
we find equivalently for the $B$ exciton. This extremely fast
convergence results from a combination of several aspects to
our approach. In particular, each of these BSE calculations
starts from a corresponding LDA+GW band structure calcula-
tion employing the same respective $\mathbf{k}$-point sampling. The
$k$-point grids for the internal summation in the self-energy
operator are also chosen exactly equivalent to the grids for the
quasiparticle corrections. With such exactly matching grids,
the LDA+GW (as well as GW) quasiparticle gap and the
electron-hole interaction show the same asymptotic behavior
with increasing grid density, and the exciton energy (i.e.,
the combination of both) converges rapidly with the number of $\mathbf{k}$
points. Additionally, the Coulomb interaction between adja-
cent supercells is not truncated, which also reduces the con-
vergence requirements [11]. A similar behavior can be found
for absorption spectra of monolayer ReSe$_2$ with different $\mathbf{k}$
-point grids in Fig. 4(e). As it is shown in Fig. 4(f), already for a $\mathbf{k}$-point grid of $9 \times 9 \times 1$ the excitation energies of $X_1$
and $X_3$ are converged better than 0.05 eV, if compared to
the extrapolation to $N \to \infty$. Note that the relative energies
(among the group $X_1$–$X_3$) are converged even much better.

We note that other numerical approaches often report larger
$k$-point samplings of up to $300 \times 300 \times 1$ [12,47]. In this
work, the fast convergence of the excitation energies with
respect to the $\mathbf{k}$-point sampling results from the following
issues:

(i) Identical grids for the band structure and electron-hole
$\mathbf{k}$ points.

(ii) Identical $\mathbf{k}$-point grids for the internal summation in
the self-energy and for the electron-hole interaction matrix
elements.

(iii) No truncation of the Coulomb interaction.

IV. RESULTS

A. Quasiparticle band structures of MoS$_2$, MoSe$_2$,
WS$_2$, WSe$_2$, and ReSe$_2$ monolayers

Figure 5(a) shows the effect on the band structure of a
MoS$_2$ monolayer when going from LDA (dashed black bands)
to the converged LDA+GW (black and colored bands). We
find a large increase in the band gap from 1.78 eV in LDA
to 2.90 eV in LDA+GW [extrapolated to $L \to \infty$, see
Fig. 3(a)]. The magnitude of the spin-orbit splitting in the
valence band at $K$ is increased from 150 to 180 meV and the
splitting of the two lowest conduction bands at $K$ is increased as well from merely $\sim 2$ meV in LDA to $\sim 15$ meV in the quasiparticle picture. Another important difference in going from LDA to LDA+$GdW$ is the decrease of the effective masses in the valence-band maximum from 0.60 to 0.51 and in the conduction-band minimum from 0.56 to 0.47 (all in units of the electron mass).

Even though MoS$_2$ has a special role among TMDCs, research has quickly spread to other members of this group [48]. Three further widely studied systems are MoSe$_2$, WS$_2$, and WSe$_2$ that are shown in Figs. 5(b)–5(d).

The similarities in the crystal structure of the four TMDCs are reflected in the band structures that all show analog features. All materials have the lowest direct transition at the $K$ points both in LDA and LDA+$GdW$ with spin-split bands both in the valence and conduction bands. For WS$_2$ and WSe$_2$ the lowest conduction band at $K$ and in the minimum along $K\Gamma$ are energetically very close together so that the gap is slightly indirect as discussed for example by Selig et al. [49]. We stress that the relative position of these two minima of the conduction band sensitively depends on the underlying lattice structure (see, e.g., the discussion by Conley et al. [50] and by Steinhoff et al. [51]).

We find quasiparticle band gaps of 2.90, 2.60, 2.81, and 2.40 eV for MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$. The size of the spin-orbit splitting of the highest valence bands at $K$ follows MoS$_2$ $<$ MoSe$_2$ $<$ WS$_2$ $<$ WSe$_2$ with values of 180, 230, 510, and 570 meV. It is determined by the atomic number (with stronger SOC in heavier atoms [52]), following Mo $<$ W and S $<$ Se.

The spin splitting in the lowest conduction bands at $K$ is much smaller with values of 15, 42, $-10$, and $-7$ meV for MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$ but shows an interesting feature: the spin character of the two conduction bands is reversed in the Mo compounds as compared to the W compounds. For MoS$_2$ and MoSe$_2$, this inversion leads to a crossing of the lowest conduction bands around $K$, visible in the insets of Fig. 5. The ordering of the conduction bands is important for the optical properties since excitations at the $K$ point leave the spin invariant.

The presented group VI TMDCs possess a high in-plane symmetry, rendering them unfavorable for the study of
anisotropic effects. Therefore, we also investigated monolayer ReSe$_2$ which is another member of the TMDC family. It crystallizes in a $1T'$ structure leading to a reduced symmetry of the crystal [53]. Four Re atoms form a parallelogramlike shape which leads to so-called "rhenium-diamond-chains" along the crystallographic $a$ axis (for details see [44]). Figure 5(g) shows the Brillouin zone and the green lines indicate the path through the Brillouin zone along which the band structure is shown in Fig. 5(e). The points $K_1$, $K_2$, and $K_3$ (as well as $M_1$, $M_2$, and $M_3$) are not equivalent. In contrast to the other TMDCs, ReSe$_2$ is inversion symmetric and each band is twofold degenerate (i.e., no spin polarization).

Going from LDA to LDA+$GdW$, the band gap of mono-layer ReSe$_2$ opens up from $1.22$ to $2.44$ eV. This is in very good agreement with another theoretical work [54], which found a band gap of $2.29$ eV from a conventional GW calculation. The anisotropy of the crystal structure is clearly visible in the band structure, e.g., when looking at the different $\Gamma$-M directions in Fig. 5(e). It is important to note that the change from LDA to LDA+$GdW$ also changes the location of the valence band maximum. This leads to a change in the nature of the band gap from indirect in LDA to direct in LDA+$GdW$. The same change from indirect to direct was also found by Zhong et al. within conventional GWA [54].

B. Optical properties

Figure 6(a) shows exemplarily the calculated optical spectrum of a MoS$_2$ monolayer. The black line (amplified by a factor of 5) shows the absorption spectrum without electron-hole interactions. Here, only direct interband transitions contribute; it thus starts at the direct quasiparticle band gap $E_g$. 

FIG. 5. (a)–(d) Comparison of the quasiparticle (LDA+$GdW$, black and colored) and LDA (dashed gray) band structures of MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$ monolayer. The size of the added points is proportional to the expectation value of the spin operator in the direction perpendicular to the monolayer (spin up in red, spin down in blue). The insets show the spin-split conduction bands at $K$ with an inverted ordering between Mo and W based TMDCs. The k-point grid in the quasiparticle calculations is fixed at $20 \times 20 \times 1$ points. (e) Comparison of the quasiparticle (LDA+$GdW$, black and colored) and LDA (dashed gray) band structures of ReSe$_2$ monolayer. The size of the added points is proportional to the most prominent orbital contribution to the state (Re $d$ orbitals in blue, Se $p$ orbitals in yellow). The k-point grid in the quasiparticle calculations is fixed at $8 \times 8 \times 1$ points. For further numerical details we refer to the main text. (f) Brillouin zone of MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$. (g) Brillouin zone of ReSe$_2$, which slightly deviates from a perfect hexagon [53].
Strikingly, the absorption spectrum including electron-hole interactions is entirely dominated in the low-energy range by excitons, which are commonly denoted as A and B (at low energy), as well as C (a broader absorption feature composed of several lines, which is often found slightly below the fundamental band gap) \[15,55\]. The two lowest transitions labeled A at 2.15 eV and B at 2.30 eV are direct transitions from the spin-split valence band at K into the lowest conduction band. Therefore, their energetic distance (150 meV) mainly corresponds to the spin-orbit splitting of the involved valence bands (180 meV). The corresponding excited states A\(_2\) and B\(_3\), are found at higher energies. These excitations stem from the same interband transitions as A and B, but are 2s-like higher excited states of the electron-hole pair. The excited states of excitons in 3D often approximately follow energy series known from the hydrogen atom. Excitons in 2D, however, do not follow the corresponding “2D hydrogen” energy series since different excited states experience different effective screenings \[56,57\]. In conventional 3D semiconductors like GaAs, exciton binding energies are in the order of millielectronvolt \[58,59\]. In the 3D crystals of the TMDC materials, exciton binding energies amount to less than about 200 meV.

Going from 3D to 2D, screening is drastically reduced, which in turn results in an increased binding energy of 740 meV for the A exciton in our calculation. This value fits well to numbers reported in the literature that lie between 0.5 and 1 eV using similar techniques \[3–6\]. At about 2.7 eV, the C exciton is located [Fig. 6(a)]. It consists of several different transitions mainly situated near the K point and approximately halfway along the direction K–\( \Gamma \) (at the low minimum of the lowest conduction band).

Figure 6(b) shows the calculated absorption spectra of monolayer ReSe\(_2\). Due to the electron-hole interaction, strongly bound excitons are observed compared to transitions excluding the electron-hole interactions (black). In the low-energy part of the spectrum we find groups of four excitations with a small energy separation. These four transitions stem from the degenerate bands (e.g., two valence and two conduction bands allow four transitions). The two spin orientations of each pair of degenerate bands lead to different spin combinations of electron and hole in the four excitons. This results in different contributions of the exchange part to the BSE Hamiltonian which induces a small energetic splitting of such four excitons. For the energetically lowest exciton \( X_1 \) in a ReSe\(_2\) monolayer we find an excitation energy of 1.58 eV resulting in an excitonic binding energy of 0.86 eV.

Since both crystal structure and band structure of ReSe\(_2\) show in-plane anisotropy, also the excitons should reflect that. In the inset of Fig. 6(b) we show the optical oscillator strength of the first four excitons of monolayer ReSe\(_2\). Here, the incident light is perpendicular to the layer. All excitations exhibit a distinct dipole character with different orientations. Both energetic positions and polarizations of these excitons are in good agreement with experimental results \[31\].

Table II summarizes our data for low-energy excitons in the five studied materials. For comparison, the last column summarizes available GW/BSE results for the lowest exciton from the literature \[3,54,60–62\]. For the conventional TMDCs (MoS\(_2\), MoSe\(_2\), WS\(_2\), and WSe\(_2\)), this incomplete list focuses on studies in which all four materials were investigated. The data exhibit some variation from study to study, as was already discussed in the Introduction. We also note that our present data are systematically higher in energy by some 0.1 eV in the current implementation of our simplified LDA+GdW/BSE approach.

### V. CONCLUSIONS

We have used many-body perturbation theory within the LDA+GdW/BSE approximation to describe the electronic and optical properties of five exemplary transition metal dichalcogenide monolayers. After recapitulating its theoretical background, we have discussed the fast convergence and numerical efficiency of the introduced implementation. Very accurate electronic and optical results have been observed at a fraction of the numerical cost of GW/BSE calculations. In particular, we employ reciprocal-space sampling grids that exactly match each other. The resulting convergence behavior allows to use relatively coarse grids without loss of accuracy. This issue holds for GW/BSE as well as for our simplified LDA+GdW/BSE version. The numerical benefits mark LDA+GdW/BSE as a good candidate for further theoretical investigations in the large growing field of two-dimensional materials.
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