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Abstract: Excess heat is present in many sectors, and its utilization could reduce the primary energy use and emission of greenhouse gases. This work presents a geographical mapping of excess heat, in which excess heat from the industry and utility sector was distributed to specific geographical locations in Denmark. Based on this mapping, a systematic approach for identifying cases for the utilization of excess heat is proposed, considering the production of district heat and process heat, as well as power generation. The technical and economic feasibility of this approach was evaluated for six cases. Special focus was placed on the challenges for the connection of excess heat sources to heat users. To account for uncertainties in the model input, different methods were applied to determine the uncertainty of the results and the most important model parameters. The results show how the spatial mapping of excess heat sources can be used to identify their utilization potentials. The identified case studies show that it can be economically feasible to connect the heat sources to the public energy network or to use the heat to generate electricity. The uncertainty analysis suggests that the results are indicative and are particularly useful for a fast evaluation, comparison and prioritization of possible matches. The excess heat temperature and obtainable energy price were identified as the most important input parameters.
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1. Introduction

Excess heat is available from many sources, and its avoidance or utilization would reduce the primary energy use and greenhouse gas (GHG) emissions associated with the burning of fossil fuels. The full recovery of excess heat is connected to several challenges and barriers. Even if cost-effective measures are available, they are often not implemented. This is often referred to as the ‘energy efficiency gap’ [1]. Several studies [2–4] analyzed possible barriers specific to industrial excess heat utilization. The lack of available information and knowledge about excess heat and potential excess heat users was found to be a major barrier in all three studies. Structural barriers, such as the lack of infrastructure for heat transmission and a limited technical recovery potential, were identified as additional barriers. Economic barriers also play an important role, such as the initial costs of obtaining information and missing governmental frameworks.

To overcome some of these challenges and barriers, a fast and comprehensive method for identifying utilization potentials of excess heat and evaluating their technical and economic feasibility...
is required. The method presented in this work contributes to solving some of these issues. It allows energy planners, district heating operators and industrial plant managers to find synergies between emitters of excess heat and heat demands on a local level and quickly assess specific cases, before performing detailed analyses.

Research has so far focused on the quantifying of excess heat and the temperature levels, as well as analyzing potentials for utilization. A number of studies quantified the amount of industrial excess heat, such as Miró et al. [5] for waste heat in different countries and regions and Naegler et al. [6] on a European level. Brückner et al. [7] reviewed the methods developed to estimate the waste heat potential of regions. The reviewed methods and literature in this study were categorized into two categories, namely surveys and estimates. The classification did not specifically take the geographical locations of the heat sources into account. However, size parameters for companies, such as the number of employees, were used to classify the estimations of the excess heat. Miró et al. [8] showed how CO₂ emission data can be used to find industrial waste heat recovery potentials. The method was based on McKenna and Norman [9], who presented a spatial model of industrial heat loads and technical recovery potentials in the U.K. Persson et al. [10] applied a similar approach to identify heat synergy regions in Europe, also solely relying on CO₂ emission data.

Brückner et al. [11] investigated the utilization of waste heat for residential heating in an urban neighborhood in Germany and performed an economic analysis of heat transformation technologies for industrial waste heat [12]. For Sweden, Broberg et al. [13] estimated the potential of industrial excess heat for Swedish district heating networks and showed, based on cost calculations, how excess heat investments become profitable. Viklund and Johansson [14] further reviewed the technologies for the utilization of excess heat and estimated their potential for a region in Sweden. Eriksson et al. [15] analyzed the economic performance of exporting industrial excess heat from a chemical complex site in Sweden. A heat sale price of 200 SEK per MWh was found most probable. The uncertainties and complexity of the local heat market made an investment focused on delivering district heat the more risky option compared to recovering heat on site. Karner et al. [16] modeled synergies of industrial sites with urban areas, considering amongst others the use of industrial heat for urban heating. The results showed that for heat-related investments, there was profitability even without investment funding and that there was a high difference between heat pump and direct utilization cases. Li et al. [17] analyzed and optimized different configurations for a district heating network based on a distant low-temperature industrial excess heat source. For the case of Northern China, the authors found that even if the heat source was distant, the economic and environmental advantages justified the excess heat utilization.

An analysis by Hammond and Norman [18] showed the heat recovery opportunities in the U.K.’s industry for 11 industrial sectors. The utilization potential for different technologies was found considering the waste heat temperature. An analysis of heat transportation between sites with surplus heat and heating demand was further performed. Another study for the U.K. [19] investigated the potential of using industrial excess heat for district heating. Approximately one third of the U.K. excess heat was found to be potentially usable for district heating when the only constraint was a limited transmission distance. A study performed by Lund and Persson [20] analyzed the Danish potential of low-temperature heat sources for use in district heating networks by heat pumping. Besides low-temperature industrial excess heat and supermarket refrigerators, their work considered natural sources such as ground water and lakes. Based on this analysis, a theoretical potential for the utilization of low-temperature heat in Denmark can be identified. The work of [21,22] also used Denmark as a case study and analyzed in detail the utilization potential of industrial excess heat for district heating, taking into account spatial and temporal constraints. Furthermore, the heating prices for industrial excess heat were determined, indicating that a majority of the excess heat can be used for district heating at competitive socio-economic costs. An analysis and evaluation of four case studies for the excess heat utilization using GIS and techno-economic calculations were presented by Bühler et al. [23]. The current work originated in the applied methods and case studies of the previous study. The GIS model data
were used for more case studies; the model and assumptions were improved; and the uncertainty and sensitivity analysis were extended.

This article provides a method to overcome some of the barriers to excess heat utilization and extends the current state of research by spatial and economic analyses of excess heat sources and possible users, including uncertainty and sensitivity analyses. This method builds on the application of geographical information system (GIS)-based data to excess heat and heating demand to identify and evaluate the feasibility of relevant cases for the utilization of excess heat. The evaluation of the feasibility was based on technical practicability, as well as economic indicators for each case. By using uncertainty and sensitivity analyses, the validity and confidence intervals of the method were analyzed.

The approach and method for identifying potential synergy cases and the background of the data are first described in detail. Based on exemplarily identified excess heat cases with GIS, six were selected and further analyzed. This analysis included: (i) technical considerations, such as the annual profiles and operating hours of heat sources and sinks, the available and required temperature levels; (ii) economic considerations for the investment in new equipment, its operation and maintenance; (iii) governmental frameworks (in particular taxes and subsidies); and (iv) environmental considerations, such as the type of replaced heating fuel and avoided GHG emissions. Eventually, an uncertainty analysis of the models was conducted to determine the confidence of the result, and a sensitivity analysis was performed to determine the most important input parameters to allow an optimized application of the model.

2. Methods

In the following, the method for evaluating the feasibility of excess heat (EH) utilization for the supply of different energy demands is shown. The overall method and setup of the tool is shown in Figure 1. Based on data for the excess heat and heat demand, a GIS mapping was performed, which was used to identify opportunities to recover EH. Based on the identified case, first a thermodynamic evaluation followed by an economic one was performed. For the model outcomes of these two evaluations, an uncertainty and sensitivity analysis was conducted. This allowed a targeted refinement of the key parameters, to increase the confidence in the model output. At the end, the results of the economic evaluation, including the uncertainties, together with an environmental assessment were used to evaluate the overall feasibility of the cases and make the investment decision. These results can then be used to make the decision if further investigations by, e.g., consultants should be made.

Figure 1. Overview of the method for evaluating the feasibility of different cases for the EH utilization potentials.

2.1. Geographical Mapping and Identification of Synergies

This work originates from earlier studies where industrial excess heat from thermal processes and its temperature levels were determined for production sites in Denmark [21,22,24]. The excess
heat was found by distributing the energy use in Denmark [25] to the thermal processes of 22 industrial sectors [26] and determining for each the excess heat amount and temperature level. Based on the aggregated numbers, a spatial distribution of excess heat to production sites was performed. This distribution took, depending on the availability of data, the energy use, CO₂ emissions and number of employees at the production sites into account. As this method relied on a top-down approach, using statistical data, the final numbers were connected with uncertainties, which should be considered when using them. The method for case identifications itself was presented in [23] and showed the potential of using industrial excess heat for district heating in Denmark. In the current analysis, an identical distribution key was used to include other industrial excess heat sources, as they were found in [27]. This excess heat mapping took into account all processes and the energy use of all industrial sectors and the utility sector. The level of detail was however lower, as process-specific excess heat mappings were performed, which were applied to the whole sector. Excess heat from the utility sector (power and heating plants) and waste water treatment (WWT) plants was further included in this work. The aggregated EH data were distributed to specific locations using the individuals plants’ thermal or electric capacity [28] and the amount of treated waste water [29]. District heating areas [30] and their respective heating demands, fuel use and heating costs [31] were further integrated in the GIS model. All the above data were integrated and analyzed using QGIS [32], an open source GIS software, with map material from OpenStreetMap (OSM) [33].

In this analysis, the utilization of excess heat for heating of buildings or industrial processes, as well as the generation of electricity was considered. To identify specific cases where the use of excess heat could be feasible, the detailed evaluation of the technical and economic feasibility of these cases was performed as follows:

1. Evaluation of the maximum amount of industrial EH, which can be converted to district heat substitution, as performed in [21].
2. Identification of district heating areas with high substitution potential; analysis of the excess heat sources responsible for the high potential in GIS.
3. Assessment of the EH sources: sector of the match and company, typical excess heat amount and temperatures for processes of the sector and determination of the distance to the nearest heating area; for each heat sink, the most suited heat source was considered.
4. Economic and technical evaluation of the case: this requires the estimation of typical operating hours and profiles, as well as the determination of current heating prices, investment and operating costs.

In case a synergy between two industrial complexes was found, the replacement of process heat with excess heat was considered in a similar manner. Instead of the second step, clusters of excess heat were identified. Such clusters can indicate the presence of many companies from the industry and utility sector. Using the excess and process heat temperatures of individual sites, matches between them could be found.

The evaluation of cases for electricity production were found by identifying industrial sites that either have (i) high-temperature excess heat (>150 °C) from other sources than off-gases from boilers or (ii) are in isolated locations.

In Sections 2.2 and 2.4, the technical and economic evaluation of the matches are described and performed. The aim was to obtain an indication of the feasibility, which justifies further analyses. The feasibility evaluation was performed, which required the following characteristics: the temperature of the EH, the amount of EH, the classification of the industrial sector, as well as the temperatures, capacity and type of heat sinks. This information was included for each site in the GIS model on a sectoral level. Further refining of the data was required for the individual processes by using information from the literature.
2.2. Utilization of Excess Heat

The utilization pathways for the use of excess heat, considered in this work, are shown in Figure 2. Three technologies were considered, namely direct heat transfer, heat pumping and organic Rankine cycles (ORC). The considered uses of the excess heat were: industrial sites requiring process heat, heat demand of buildings and the electrical grid.

![Figure 2. Utilization pathways for excess heat from different sources.](image)

The direct utilization of the excess heat was possible when the source temperature, $T_{EH}$, was by the minimum temperature difference $\Delta T_{min}$, higher than the required supply temperature, $T_S$, of the heat sink. It was assumed that the excess heat was transferred to the district heating network via one heat exchanger. If the excess heat was delivered to another process heat, a heat transfer loop between the two sites was considered a requirement. Such a heat transfer loop requires a second heat exchanger on the sink site.

A heat pump was required when the temperature of the excess heat $T_{EH}$, after the subtraction of the minimum temperature $\Delta T_{min,EH}$, was below the required supply temperature. The works by Jensen et al. [34] and Ommen et al. [35] showed that some part of the heat could be transferred directly. In this work, it was assumed that all the heat passed the heat pump. The heat pump was modeled using the Lorenz cycle and was corrected by the Lorenz efficiency $\eta_{HP}$ to obtain the real coefficient of performance (COP), as shown in Equation (1). For the logarithmic mean temperature of the heat source and heat sink, Equations (2) and (3) were used.

\[
\text{COP} = \eta_{HP} \text{COP}_{\text{Lorenz}} = \eta_{HP} \left( \frac{T_{\text{lm,sink}}}{T_{\text{lm,source}}} \right) \tag{1}
\]

\[
T_{\text{lm,sink}} = \frac{(T_{h,o} + \Delta T_{\text{min,DH}}) - (T_{h,i} + \Delta T_{\text{min,DH}})}{ln(T_{h,o} + \Delta T_{\text{min,DH}}) - ln(T_{h,i} + \Delta T_{\text{min,DH}})} \tag{2}
\]

\[
T_{\text{lm,source}} = \frac{(T_{c,i} - \Delta T_{\text{min,EH}}) - (T_{c,o} - \Delta T_{\text{min,EH}})}{ln(T_{c,i} - \Delta T_{\text{min,EH}}) - ln(T_{c,o} - \Delta T_{\text{min,EH}})} \tag{3}
\]

The third option was to use an ORC to generate power from the excess heat in cases where no suitable heat sink was present or if the temperature of the excess heat was high and power generation was seen as the favorable option. In those cases, the electrical efficiency of the ORC mainly depended on the excess heat temperature. In this work, the efficiency of the ORC was found using Equation (4). The theoretical efficiency of converting heat to power is described by the Carnot efficiency $\eta_{\text{Carnot}}$. To obtain a more realistic result, the Carnot efficiency is multiplied with an electrical efficiency, $\eta_{el}$, which is between 30% and 50% for EH sources in a temperature range of 100 °C–350 °C. The choice of the electrical efficiency was based on literature correlations [14,18,36], and $T_0$ was set to the environmental state at 25 °C. The option of utilizing the heat from the condenser of the ORC was not particularly considered in this work, but it could be relevant in some cases.

\[
\eta_{\text{ORC}} = \eta_{el} \eta_{\text{Carnot}} = \eta_{el} \left( 1 - \frac{T_0}{T_{EH}} \right) \tag{4}
\]
The minimum temperature difference considered in this work was 5 K for streams below 60 °C, which were assumed to be liquid and originating from, e.g., condensate or compressor cooling. For streams above 60 °C, a value of 10 K was used, accounting for the mainly high-temperature exhaust gas flows. It was further chosen to set a minimum outlet temperature for EH streams to 40 °C if they were above 60 °C and to 15 °C if they were below. Only for waste water, a constant temperature difference of $T_{EH,in}$ to $T_{EH,out}$ of 6 K was chosen [37]. If the DH return temperature was above the minimum outlet temperature, the return temperature was used.

To determine the investment costs, the heating capacity of the heat pump and the electric power for the ORC were used. In the case of a direct heat transfer, the area $A_{HEX}$ of the heat exchanger was found using Equation (5), where LMTD is the logarithmic mean of the temperature difference in counter-current heat exchanger and $k$ the fixed overall heat transfer coefficient.

$$\dot{Q}_H = k A_{HEX} LMTD$$  (5)

### 2.3. Excess Heat and Heating Demand

The excess heat source, as well as the heating demand are often varying over time. These variations made it necessary to account for their operating profile in relation to each other. In this work, seasonal profiles were used to correct the possible utilization of excess heat towards different source and sink profiles. The profiles allocate the heat demand and supply over four quarters of the year (Q1–Q4) as shown in Table 1. Q1 represents the heat demand in the three first months of the year, Q2 the following three months, and so forth. Two profiles were created for heat demands (DH1 and DH2), and four profiles were considered for the industrial plants (P1 to P4). The industry profiles take into account that some industries have a constant production (e.g., chemical and food industry) and some have a higher production during warm periods or vice versa (e.g., building materials). The first heat demand profile, DH1, follows the annual residential heating demand. To account for situations where the summer heat demands in a DH area are covered by waste incineration plants or solar heating, and thus no additional heat is needed, the DH2 profile was created.

Another factor that was critical for the determination of the particular sizes of equipment, as well as economic feasibility was the annual operating hours of a source or sink. If the excess heat is emitted in relatively small periods of time, the maximum power will be higher and require larger components. To account for variations of the operating hours, a selection was made based on the number of working shifts at the site. The typical operation profiles allow for three shifts, which was translated into 3200, 5000 or 8000 operating hours a year. There are also daily variations of the sink and source; however, it was assumed that these variations can be neglected as storage tanks of reasonable sizes could be implemented and act as buffers between supply and demand.

| Q1 | 40 | 50 | 25 | 20 | 10 | 30 |
| Q2 | 15 | 5  | 25 | 30 | 40 | 20 |
| Q3 | 10 | 0  | 25 | 30 | 40 | 20 |
| Q4 | 35 | 45 | 25 | 20 | 10 | 30 |

### 2.4. Economic Evaluation

The economic evaluation of each case study was performed by determining the economic feasibility, based on the investment ($I$) and the operation and maintenance (O&M) costs. The framework for investment was accounted through inflation, interest rates and future change in energy prices. Investment and operating costs are presented in Section 2.4.1. A separate focus of the economic evaluation is...
analysis was the inclusion of taxes and subsidies in Denmark and how they influence the feasibility of the projects. An elaboration of this aspect is further presented in Section 2.4.2.

2.4.1. Investment and Operating Costs

The considered investment costs for utilizing the excess heat in this work consisted of the piping between heat source and sink, heat exchangers and heat pumps, as well as investments in equipment for an ORC if electricity was to be produced. Investment and maintenance costs were found amongst others using the Danish Technology Catalogue [38] and for piping the summary by Nielsen and Müller [39]. The equipment lifetime of 20 years for the economic analysis was chosen to be equal in all cases and for all equipment. Some equipment, i.e., DH pipes, will have a longer investment horizon than others, e.g., heat pumps. The found investment costs were seen as direct costs (DC), to which indirect costs as a fraction of the DC were added [40]. The investment costs were then obtained by deducting investment subsidies and adding interest payments on loans.

District heating prices were found for each heating area in the price statistics of the Danish Energy Regulatory Authority [41], which were used to correct the overall substitution given in Table 2. Future increases in DH prices depend on the specific DH area, in particular if it is a central or decentral area and the size. The Energy Producers Count [28] groups district heating producers into central and decentral, which supply the respective areas. Central DH areas have higher heat demands, installed capacities and transmission efficiencies compared to decentral DH areas. Different predictions were found, but a uniform prediction over all areas was chosen in this work [42]. It was further assumed that no costs were initially allocated to the excess heat and that the investment was performed by the owner of the excess heat source.

### Table 2. Summary of the economic model parameters and their distribution in the input uncertainty space for the evaluation of the case studies (uniform $U[\text{lower;upper}]$; normal $N[\mu;\sigma]$; half-normal $HN[\mu;\sigma]$; gamma $G[\alpha;\beta]$).

<table>
<thead>
<tr>
<th>Item</th>
<th>Value (€ MWh$^{-1}$)</th>
<th>Unit</th>
<th>Uncertainty Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net electricity price ($c_{el}$)</td>
<td>40.5</td>
<td></td>
<td>$N[40;3.5]$</td>
</tr>
<tr>
<td>Electricity cost increase ($j_{el}$)</td>
<td>2</td>
<td>(%) p.a.</td>
<td>$U[1;3]$</td>
</tr>
<tr>
<td>PSO ($c_{PSO}$)</td>
<td>33.5</td>
<td></td>
<td>$HN[33.5;3.35]$</td>
</tr>
<tr>
<td>Electricity tax (heating) ($c_{el,\text{tax}}$)</td>
<td>27.0</td>
<td></td>
<td>$HN[27.0;2.7]$</td>
</tr>
<tr>
<td>TSO ($c_{TSO}$)</td>
<td>9.86</td>
<td></td>
<td>$N[9.9;2.0]$</td>
</tr>
<tr>
<td>DH Price ($c_{DH}$)</td>
<td>40.3</td>
<td></td>
<td>$N[40.3;4.0]$</td>
</tr>
<tr>
<td>DH price increase ($j_{DH}$)</td>
<td>0.9</td>
<td>(%) p.a.</td>
<td>$U[-0.2;2.0]$</td>
</tr>
<tr>
<td>DH tax rate winter</td>
<td>33</td>
<td>(%)</td>
<td>$N[33;3.0]$</td>
</tr>
<tr>
<td>WWT tax rate winter</td>
<td>0</td>
<td>(%)</td>
<td>$G[2;1]$</td>
</tr>
<tr>
<td>Value of energy savings ($c_{subsidy}$)</td>
<td>50</td>
<td></td>
<td>$U[40;60]$</td>
</tr>
<tr>
<td>Inflation</td>
<td>2</td>
<td>(%) p.a.</td>
<td>-</td>
</tr>
<tr>
<td>Discount rate ($d$)</td>
<td>5</td>
<td>(%) p.a.</td>
<td>$U[4;6]$</td>
</tr>
<tr>
<td>Profit share ($S_P$)</td>
<td>75</td>
<td>(%)</td>
<td>$U[50;100]$</td>
</tr>
</tbody>
</table>

1 Gradually phased out until 2022; 2 Until 2019 67.6 € MWh$^{-1}$; 3 The table shows the average for Denmark; real prices are found for each DH area.

2.4.2. Taxes and Subsidies

In this work, the applicable taxes on EH utilization and electricity for EH recovery were considered, which depend on the excess heat sources and utilization technologies. For each of the considered pathways in the model, a brief overview is given for the Danish legislation based on [47,48]. Companies in Denmark are generally obliged to pay a tax on the utilized excess heat when the heat originates from a process and is used by a special installation for a non-process purpose. The tax on surplus heat can be based on the legislation, regulating the taxation of energy for process and non-process purposes. The aim of the surplus heat tax is to make sure that no speculation is made to avoid paying an energy tax for similar energy uses. The tax on surplus heat is put in place to
compensate for a missing tax payment when process excess heat subsequently is used for a higher tax category as, e.g., space heating.

With respect to the chosen cases in this work, the excess heat sources are process heat, utility systems and waste water. These sources may be utilized for space heating, hot water, process heating and electricity generation. Furthermore, only the case of external utilization was considered, excluding the possibility of process integration, meaning recovering the excess heat for use within the factory. The following taxes and subsidies were considered:

(i) Process heat for district heating (directly or via heat pump): If the excess heat is sold to a district heating company without using a heat pump, the payable tax is the difference of the space heating tax ($6.75/MWh$) and the process heat tax. The tax is however capped to be no higher than 33% of the excess heat price paid by the district heating company. Furthermore, a tax reduction is obtainable when a heat pump is used. The taxable heat is then reduced to the difference of the excess heat and twice the electricity needed, meaning only the heat produced at the COP above three is taxed.

(ii) Electricity generated from excess heat: The electricity generated from excess heat has no energy tax, as it currently is for all fuels. There are environmental taxes (e.g., NOx and SOx) for burning of fuels though, which are not relevant in this work. Taxes only occur for the use of electricity, and if the electricity is generated using renewable sources, tax credits of up to $20/MWh$ can be applicable.

(iii) Electricity tax for heat pumps using excess heat: A tax has to be paid on electricity used for space heating, which also applies to electricity used in the heat pump. This adds the public service obligation (PSO), electricity tax for space heating and the fee for the transmission system operator (TSO) to the net electricity price. In the future, these taxes will change. The Danish government decided to reduce the electricity tax for space heating gradually between 2019 and 2021 [49]. Furthermore, the PSO will be phased out until 2022 [42].

(iv) Subsidies for excess heat utilization: The sale of energy savings to utility companies was included in the form of an investment subsidy. This subsidy is based on the obligation imposed on utility companies by the government to save each year a certain amount of energy [50]. Industries, for example, have the possibility to sell their energy saving projects to utility companies, to help them achieve their targets. Based on average market prices in the year 2016, the value of one MWh saved of energy was chosen to be $54$. This price depends however on the supply and demand, the utility company it is sold to and at which time of the year the energy savings are offered on the market. This results in an uncertainty, which was estimated to be $\pm 15\%$ of the base value.

2.4.3. Economic Evaluation and Comparison

The economic evaluation was performed by first calculating the unit costs of the heat supplied or electricity produced over the lifetime compared with the local energy prices. This included the investment costs $I$, the annual fixed and variable operation and maintenance (O&M) costs, $C_{fOM}$ and $C_{vOM}$, the annuities, eventual subsidies and the costs of energy (heat or electricity) recovered from the excess heat.

Investment costs were found for each case study and included the DH pipes, heat exchangers, heat pumps, ORC and thermal energy storages, if applicable. For the operation of the system, the electricity prices for heat pumps were used, together with maintenance costs for HP, ORC and heat exchangers as described in the following section. The unit costs of heat, $c_{HP}$, were found with Equation (6) as the sum of annuity of the investment costs and O&M costs over the lifetime divided by
the annual DH production, $Q_H$. The capital recovery factor (CRF), used to annualize the investment costs over the economic lifetime, $N_E$, was found using the interest rate, $i$, as shown in Equation (7).

$$c_H = \left( \sum_{n=1}^{N_L} (\text{CRF}_n \cdot I) + \sum_{n=1}^{N_E} \left( C_{f,OM,n} + C_{v,OM,n} \right) \right) \frac{1}{N_E \cdot Q_H}$$ \hspace{1cm} (6)

$$\text{CRF} = \frac{i (1 + i)^{N_L}}{(1 + i)^{N_L} - 1}$$ \hspace{1cm} (7)

$$\text{NPV} = \sum_{n=1}^{N_L} (\text{CRF}_n \cdot I) + \sum_{n=1}^{N_E} \left( \frac{\text{CF}_n}{(1 + d)^n} \right)$$ \hspace{1cm} (8)

At the end, the private-economic investment calculation was performed from the viewpoint of the owner of the EH source. Here, the revenue for the sold heat was set at 85% of the difference between average price in the specific DH area and the heating price of the EH source. The share of the revenue depends on negotiations between the excess heat owner and heat consumer. In general, it was assumed that the investor of the equipment takes the higher risk and therefore receives a higher share of the revenues. For electricity generation, the net electricity price was used. Based on this, the net present value (NPV) was found using Equation (8), where $d$ denotes the discount rate and $\text{CF}_n$ the cash flow in year $n$. In addition to the NPV, the internal rate of return (IRR) was found by solving Equation (8) for the discount rate with an NPV of zero.

2.5. Uncertainty and Sensitivity Analysis

To quantify the uncertainty of the model output, the Monte Carlo (MC) method was used [51]. With this method, the probability of the model output was determined, considering the uncertainty of inputs. With the MC method, the model was evaluated several times, using random input values generated within the input uncertainty space. The sampling of the input space was performed with Latin hypercube sampling (LHS). LHS is an efficient and proven method, able to produce more stable results than for instance random sampling [52]. The approach of this analysis was based on the work by Sin and Gernaey [53]. The quantification and representation of the input uncertainty is shown in Tables 2–4. In addition to these values, the available excess heat and operating hours were described with an uncertainty of ±20% with uniform distribution. The excess heat temperatures were varied within ±20 K and the ones of waste water with ±4 K. Four types of uncertainty distribution were chosen to optimally describe the input parameters, namely normal (N), half-normal (HN), uniform (U) and gamma (g). In this work, the mean and standard deviation are reported for the results. The model was simulated using 1500 samples, which yielded stable results. A more detailed analysis was made to take into account the dispersion of the model output, by graphically representing the data in box plots.

Table 3. Summary of the thermodynamic model parameters and their distribution in the input uncertainty space for the evaluation of the case studies (uniform $U[lower;upper]$).

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Unit</th>
<th>Uncertainty</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP efficiency ($\eta_{HP}$)</td>
<td>0.55</td>
<td>[-]</td>
<td>$U[0.45;0.65]$</td>
<td>[18,54,55]</td>
</tr>
<tr>
<td>ORC efficiency ratio ($\eta_{el}$)</td>
<td>0.35</td>
<td>[-]</td>
<td>$U[0.3;0.4]$</td>
<td>[14,18,36]</td>
</tr>
<tr>
<td>$k$ (gas/liquid)</td>
<td>42.5</td>
<td>$(W \cdot m^{-2} \cdot K^{-1})$</td>
<td>$U[15;70]$</td>
<td>[56]</td>
</tr>
<tr>
<td>$\Delta T_{min}$ for $T_{EH} &gt; 60^\circ C$</td>
<td>10</td>
<td>(K)</td>
<td>$U[8;12]$</td>
<td>[57]</td>
</tr>
<tr>
<td>$\Delta T_{min}$ for $T_{EH} &lt; 60^\circ C$</td>
<td>5</td>
<td>(K)</td>
<td>$U[3;7]$</td>
<td>[57]</td>
</tr>
<tr>
<td>$T_{min}$ for $T_{EH} &gt; 60^\circ C$</td>
<td>40</td>
<td>(°C)</td>
<td>$U[35;45]$</td>
<td>[57]</td>
</tr>
<tr>
<td>$T_{min}$ for $T_{EH} &lt; 60^\circ C$</td>
<td>15</td>
<td>(°C)</td>
<td>$U[10;20]$</td>
<td>[57]</td>
</tr>
<tr>
<td>$\Delta T_{WWT}$</td>
<td>6</td>
<td>(K)</td>
<td>$U[4;8]$</td>
<td>[57]</td>
</tr>
</tbody>
</table>

In order to identify the most important model input parameters, Morris screening [58] and linear regression of the MC simulations were used in this work for the sensitivity analysis. The Morris screening estimates the elementary effects (EE) for all uncertain input parameters on the model output. First,
samples were created using the Morris sampling strategy, followed by evaluating the model with the created samples. The EE were then determined for each input, and the input parameters were ranked according to their mean and standard deviation. The Morris screening has a further three degrees of freedom, which have to be chosen: the number of levels \( p \), the number of repetitions \( r \) and the perturbation factor \([59,60]\). After evaluating different settings, the reported screenings were chosen to be 30 repetitions and six levels, which resulted in a perturbation factor of 0.6. Type II errors occur when an important factor on the model output is not identified. These errors can be avoided by comparing the estimated mean of the distribution for the absolute values of the elementary effects \([61]\). This is done by using the absolute mean of the distribution \( \mu^* \). For the sensitivity analysis based on linear regression, the standardized regression coefficient (SRC of beta) was used \([61,62]\). The SRC can take a value between \(-1\) and one for each parameter, describing the magnitude of the influence and if it has a positive or negative effect. The sum of the squared SRC is unity. In order to apply this method, the \( R^2 \) of the linear regression model should be above 0.7, which indicates that the model could be sufficiently linearized \([59]\).

### Table 4. Summary of the model parameters for investment costs and their distribution in the input uncertainty space for the evaluation of the case studies (uniform \([\text{lower;upper}]\); gamma \( \text{G}[\alpha;\beta] \)).

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Unit Description</th>
<th>Uncertainty Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest Rate (( i_D ))</td>
<td>10</td>
<td>(% p.a.)</td>
<td>([8;12])</td>
</tr>
<tr>
<td>Loan Duration (( N_L ))</td>
<td>5</td>
<td>(years)</td>
<td>([12])</td>
</tr>
<tr>
<td>Equipment Lifetime (( N_E ))</td>
<td>20</td>
<td>(years)</td>
<td>([38,62])</td>
</tr>
<tr>
<td>DH Pipe DC</td>
<td>( Q_{\text{DH}} ) (^1)</td>
<td>(( \text{kJ} \cdot \text{W}^{-1} ))</td>
<td>([\text{U}[−20%;20%]]) ([39])</td>
</tr>
<tr>
<td>HP DC</td>
<td>675</td>
<td>(( \text{kJ} \cdot \text{W}^{-1} ))</td>
<td>([\text{U}[1500;1900]]) ([36,64])</td>
</tr>
<tr>
<td>HP O &amp; M</td>
<td>5.5</td>
<td>(( \text{kJ} \cdot \text{m}^{-2} \cdot \text{year}^{-1} ))</td>
<td>([\text{U}[4.5;6.5]]) ([63])</td>
</tr>
<tr>
<td>HEX DC</td>
<td>200</td>
<td>(( \text{kJ} \cdot \text{m}^{-2} \cdot \text{year}^{-1} ))</td>
<td>([\text{U}[190;250]]) ([63])</td>
</tr>
<tr>
<td>HEX O&amp;M</td>
<td>2</td>
<td>(( \text{kJ} \cdot \text{m}^{-2} \cdot \text{year}^{-1} ))</td>
<td>([\text{U}[1.5;2.5]]) ([63])</td>
</tr>
<tr>
<td>ORC DC</td>
<td>1600</td>
<td>(( \text{kJ} \cdot \text{W}^{-1} ))</td>
<td>([\text{U}[1300;1900]]) ([36,64])</td>
</tr>
<tr>
<td>ORC O&amp;M</td>
<td>35</td>
<td>(( \text{kJ} \cdot \text{m}^{-2} \cdot \text{year}^{-1} ))</td>
<td>([\text{U}[30;40]]) ([36])</td>
</tr>
<tr>
<td>Indirect Costs (of DC)</td>
<td>50</td>
<td>(%)</td>
<td>([\text{U}[25;75]]) ([40])</td>
</tr>
</tbody>
</table>

\(^1\) Specific investment costs for DH piping were found as a function of the delivered heat.

### 3. Results

#### 3.1. Geographical Mapping

Figure 3 shows Denmark with the individual excess heat sources marked as a point layer and the sum of the excess heat in each Danish municipality indicated by a color gradient. An overview of the data used can be obtained from this figure, as all sites with a possible excess heat source are shown. This includes sites that already utilize excess heat, but where more usable excess heat is expected. It can be further seen that the highest excess heat potentials were found in Aalborg, Kalundborg and Fredericia, where heavy industry is located. The greater Copenhagen area, located in the very east of Denmark, has a high density of sources, but a comparably low excess heat potential, as there is no heavy industry.

#### 3.2. Identification and Analysis of Recovery Scenarios

Based on the overall mapping as shown in Section 3.1, six cases of EH sources were identified, which were used as case studies for further investigation. Figure 4 shows the excess heat sources and district heating areas for selected areas. The EH sources and heat sinks were chosen to present relevant scenarios for further discussion, and four of them are based on previous works \([23]\). The six cases were used to investigate different EH sources and utilization pathways. Cases 1, 2 and 4 show large excess heat sources from industrial processes near district heating areas. Case 3 shows an excess heat source from a WWT plant close to a DH area, and Case 5 shows a utility plant (WWT and power plant) close to an industrial site. Lastly, Case 6 shows several large excess heat sources, from the building material industry without a nearby heating area. The information that was extracted from the GIS data are shown in Table 5 for the EH sources and in Table 6 for the possible EH users. In the following,
each study is further characterized in more detail with respect to the excess heat source and heating demand, as well as the economic potential for utilizing the excess heat.

**Figure 3.** Map of Denmark with the location and type of excess heat sources and the total sum of excess heat of each region.

**Figure 4.** Examples of the identified case studies based on the overall mapping. The maps show excess heat sources as points with the radius of the points proportional to the annual excess heat. The locations of district heating areas are marked as polygons with the color representing the annual heating demand.
Table 5. Overview of the data retrieved from amongst others the GIS model for the EH sources used in the case studies.

<table>
<thead>
<tr>
<th>Case [−]</th>
<th>Source [−]</th>
<th>T_EH (°C)</th>
<th>Q_EH (TJ yr(^{-1}))</th>
<th>Profile [−]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chemical factory</td>
<td>80</td>
<td>10</td>
<td>P1/3-shift</td>
</tr>
<tr>
<td>2</td>
<td>Metal factory</td>
<td>180</td>
<td>15</td>
<td>P2/2-shift</td>
</tr>
<tr>
<td>3</td>
<td>WWT</td>
<td>14–22</td>
<td>38</td>
<td>P1/3-shift</td>
</tr>
<tr>
<td>4</td>
<td>Food factory</td>
<td>60</td>
<td>9.7</td>
<td>P1/3-shift</td>
</tr>
<tr>
<td>5</td>
<td>Utility (biogas)</td>
<td>110</td>
<td>15</td>
<td>P1/3-shift</td>
</tr>
<tr>
<td>6</td>
<td>Brick factory</td>
<td>160</td>
<td>30</td>
<td>P1/3-shift</td>
</tr>
</tbody>
</table>

Table 6. Overview of the data used for the EH users as analyzed in the case studies.

<table>
<thead>
<tr>
<th>Case [−]</th>
<th>Sink [−]</th>
<th>T_{S,W}/T_{R,W} (°C)</th>
<th>T_{S,Su}/T_{R,Su} (°C)</th>
<th>Q_{HD} (TJ yr(^{-1}))</th>
<th>Profile [−]</th>
<th>L_{Pipe} (m)</th>
<th>Technology [−]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DH grid</td>
<td>85/47</td>
<td>75/55</td>
<td>9670</td>
<td>DH1</td>
<td>170</td>
<td>HP</td>
</tr>
<tr>
<td>2</td>
<td>DH grid</td>
<td>80/46</td>
<td>68/51</td>
<td>397</td>
<td>DH2</td>
<td>20</td>
<td>Direct</td>
</tr>
<tr>
<td>3</td>
<td>DH grid</td>
<td>73/39</td>
<td>69/43</td>
<td>110</td>
<td>DH2</td>
<td>410</td>
<td>HP</td>
</tr>
<tr>
<td>4</td>
<td>DH grid</td>
<td>77/38</td>
<td>67/42</td>
<td>14,400</td>
<td>DH1</td>
<td>130</td>
<td>HP</td>
</tr>
<tr>
<td>5</td>
<td>Food factory</td>
<td>80/50</td>
<td>80/50</td>
<td>20</td>
<td>P1/2-shift</td>
<td>150</td>
<td>Direct</td>
</tr>
<tr>
<td>6</td>
<td>Electricity</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>ORC</td>
</tr>
</tbody>
</table>

3.2.1. Case 1 (Køge)

In the first case study, the supply of excess heat to a DH area was analyzed. The temperature level of the excess heat was too low and did not allow a direct heat exchange and therefore required the use of a heat pump. The considered heat sources were from a chemical factory, which originated from evaporation, compression and refrigeration processes [27]. Temperatures of these processes are generally relatively low and were found in the range of 40°C–100°C. In the specific case study, an overall excess heat potential of 150 TJ per year was found. A detailed analysis of the source revealed that approximately 10 TJ were available at 80°C from a single distillation column on site. The production had three shifts and was considered evenly distributed throughout the year following production profile P1. The heating demand of the local DH area (Køge bay area) was more than 9670 TJ per year with a supply temperature of 85°C in winter. With the temperatures given in Tables 5 and 6, values between 10 and 14 were achieved for the COP. The local DH area is connected to the Copenhagen DH network. Most of this heat was supplied by central combined heat and power plants, of which 400 MW were from three waste incineration plants, which are politically prioritized [65]. The choice of the district heating profile depends on the agreement found with the local authorities and how much of the existing summer capacity could be reduced. As the estimated excess heat source was small, compared to the total network capacity, the first district heating profile (DH1) was chosen.

3.2.2. Case 2 (Frederiksværk)

The second case study analyzed the supply of excess heat to a DH area, where the temperature level of the excess heat was sufficient to allow a direct heat exchange throughout the year. In the specific case, a metal processing industry was chosen, which lies within an existing DH area. In this industry, the majority of the excess heat originated from heating, melting and compression. The current mapping estimated that more than 150 TJ of EH were available per year. The specific site manufactured steel plates, where a high share of thermal energy was used for the heating of the metal, before being formed. It was assumed that 15 TJ were accessible at a temperature of 180°C. The local DH area of Frederiksværk had a heating demand of 397 TJ per year and, in winter, had a supply temperature of 80°C. As it is a smaller DH area currently supplied by a biomass boiler (wood chips and pellets), the DH Profile 1 was chosen. The steel plates were produced in three shifts and, to account for demand fluctuations, production profile P2 was chosen.
3.2.3. Case 3 (Hanstholm)

In this case study, a WWT plant is located in the vicinity of a small DH area. The WWT plant received residential sewage, but to a large part also waste water from a neighboring indoor fish farm. The temperature of the water leaving the WWT plant had a varying temperature over the year. In Denmark, this temperature typically varies between 10 °C and 20 °C [57]. For the analysis of the given case study, the temperature was varied over the four seasons using 10 °C for winter, 20 °C in summer and 15 °C in spring and autumn. This was a conservative estimate for this specific case: a more constant temperature than in other WWT plants could be expected, due to the high share of input of industrial waste water. The Hanstholm DH network had a comparable low supply temperature in winter of only 73 °C and was supplied by a biomass boiler, an electric boiler used for load balancing, an oil/gas boiler with a HP for the exhaust gas and EH from a fish meal factory [66]. It was assumed that with the current supply in EH and from the electric boiler, the summer heating load was covered; thus, the profile DH2 was chosen. The obtainable COPs for the heat pump were between 4.5 and 5.3.

3.2.4. Case 4 (Holstebro)

This case study was similar to Case 1, where EH could be utilized with an HP for district heating. In this case, the EH originated from a large site processing food, dairy products in particular, and was available at 60 °C in the exhaust gases of dryers. Other possible EH sources were available at the site, e.g., exhaust gases from the steam boilers and gas burners, as well as from refrigeration plants, which could also be taken into consideration. The production at the dairy site took place in three shifts evenly distributed over the year. The DH demand in Holstebro was covered primarily by a CHP plant using waste and biomass. For the DH temperatures given in Table 6, a COP of up to 10 could be expected.

3.2.5. Case 5 (Faxe)

The use of excess heat as a heat source for another industrial facility was analyzed as part of the fifth case study. The industrial excess heat in this case could be used as process heat, by using either a heat pump or direct heat exchange. A possible scenario was found in the map, where almost 50 TJ of excess heat was available from the food industry and approximately 65 TJ from a WWT plant. This plant used a biogas engine to produce heat and power for internal use in the digester. The engine had a capacity of 0.5 MW_e and 10 MW_th. As there was no existing larger DH area, the excess heat could be used for local industries.

The industrial site for the food production had an estimated heating demand of 20 TJ with a temperature of 80 °C for heating and cooking. The production was chosen to follow a two-shift operation and production profile P1. The excess heat from the biogas engine at a WWT plant was found to be at 110 °C based on the GIS model with an accessible potential of 15 TJ per year.

3.2.6. Case 6 (Sønderborg)

In the sixth case study, the use of industrial excess heat is studied in cases where no heat demand is available and excess heat temperatures are high enough to generate electricity. The mapping identified an area west of Sønderborg, where several industries producing building material are located. There were no major heating demands present in the vicinity of the industries. The district heating areas of Sønderborg and Broager are several kilometers away. The main products of the industrial sites were bricks, and the excess heat from those was estimated to be 62 TJ, 56 TJ, 36 TJ and 12 TJ per year, respectively. As those industrial sites had similar processes, with comparable process heating demands, the exchange of heat between them was not possible. Furthermore, the closest district heating area was located more than 3 km away. In the production of bricks, the majority of excess heat originated from drying and furnaces. The exhaust gases in the brick production were typically found to range between 50 °C and 80 °C from the dryers and between 150 °C and 250 °C for
the furnaces [67,68]. Already installed heat recovery systems and the use of the kiln flue gases for the dryer reduce possible process stream for further utilization. The temperature of the furnace air was chosen at the lower end as 160 °C and the usable excess heat amount at 30 TJ.

3.3. Economic Analysis

The main private-economic results and their uncertainties are summarized in Table 7 for each of the case studies. The table also includes the uncertainty of each value. All case studies, except Case 3, were profitable over the assumed 20-year life time. Case 1 and Case 4 had however a low IRR, only slightly above the discount rate. Taking into account the uncertainties, these two cases could also be unprofitable, as the standard deviation exceeded the positive NPV. Case 3 presented the highest investment costs, because a heat pump was required for a large low-temperature EH source.

Table 7. Economic results for the case studies with uncertainty (standard deviation of the MC simulations) in percent.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Unit</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment costs</td>
<td>(k€)</td>
<td>235 ± 26%</td>
<td>174 ± 43%</td>
<td>2337 ± 38%</td>
<td>268 ± 40%</td>
<td>257 ± 40%</td>
<td>307 ± 27%</td>
</tr>
<tr>
<td>Total O&amp;M</td>
<td>(k€/yr⁻¹)</td>
<td>12.1 ± 34%</td>
<td>1 ± 22%</td>
<td>390 ± 36%</td>
<td>21 ± 57%</td>
<td>4 ± 158%</td>
<td>4 ± 21%</td>
</tr>
<tr>
<td>Subsidy</td>
<td>(k€)</td>
<td>58 ± 28%</td>
<td>10 ± 381%</td>
<td>602 ± 34%</td>
<td>74 ± 41%</td>
<td>59 ± 93%</td>
<td>44 ± 19%</td>
</tr>
<tr>
<td>IRR</td>
<td>(%)</td>
<td>8 ± 88%</td>
<td>54 ± 45%</td>
<td>-</td>
<td>7 ± 92%</td>
<td>31 ± 44%</td>
<td>13 ± 27%</td>
</tr>
<tr>
<td>NPV</td>
<td>(k€)</td>
<td>88 ± 190%</td>
<td>1083 ± 32%</td>
<td>-1269 ± 171%</td>
<td>37 ± 296%</td>
<td>810 ± 45%</td>
<td>283 ± 41%</td>
</tr>
</tbody>
</table>

In Figure 5, the case studies are compared by showing the available and recovered energy (Figure 5a) and their unit costs, as well as simple payback time of the investment (Figure 5b). Most cases could not recover the entire assumed EH, which was due to a limited demand (Case 4) or due to remaining excess heat in the source (Tmin).

The unit costs of industrial EH utilization with a heat pump were less than 40 € per MWh and considerably higher than for the direct utilization (Case 2). The heating price of utilizing waste water for district heating had a high heating price of 76 € per MWh, with a low relative uncertainty. For the given Case Study 3, this investment would only be acceptable if the lifetime was high (above 20 years) and no less expensive renewable heat sources were available in the given heating area. The presented simple payback time only took into account economic feasible investment (revenues larger than the operating costs) obtained in the MC simulations and could thus only be meaningful in combination with the other indicators. Though the mean simple payback times were generally below 20 years, they were often too high for private economic investments where payback times of under five years are required.

Case Study 6, where electricity was generated from EH, had a low unit cost compared to the net electricity price. The NPV over 20 years was with 283,000 € relatively low, but the uncertainty of the IRR and the other indicators was acceptable. In Case Study 3, the reason for the increased uncertainty was that the uncertainty of the excess heat temperature of the gaseous source in some uncertainty estimations caused the use of a heat pump, which had a great impact on the heat delivered, investment costs and operating costs. This was also shown in the sensitivity analysis, where the excess heat temperature for Case 3 had an over proportional influence.

Figure 6 shows the box plot of the costs for the supplied energy for each case. The bottom and top of each box represent the first and third quartiles of the distribution respectively. The whiskers extend to represent the values, which fell within 1.5-times the interquartile range (third minus the first quartile). For Case 1, it can be observed that almost 75% of the lowest MC simulations fell below the average DH price of 40.5 € per MWh. This suggests with a high certainty that the heat from the EH source could be supplied at costs lower than the current ones. A more detailed analysis of Case 1 is thus justified.
Case 5 had a very uneven distribution of the MC simulations, with the median value being very close to the first quartile. There was furthermore a large dispersion of the possible costs in the upper half of the data. The main reason for this was the criteria for the subsidy, which should not bring the simple payback time below one year. As Case 5 had a good economy, it often did not qualify for the subsidy in the simulations. However, as soon as it qualified for the subsidy, the uncertainty of the parameters used to calculate the subsidy was added. Thus, the higher costs of supplied energy were more scattered. The lower and upper ranges encompass considerably larger ranges than indicated by the standard deviations shown in Figure 5b. For Case 6, the highest outlier is in the same range as for Case 5, which was not obvious from the standard deviations. When comparing the spread of the values, as shown in the box plots, a better comparison of different alternatives would be possible.

**Figure 5.** Main results with the standard deviation as the uncertainty range. (a) Energy indicators; (b) economic indicators.

**Figure 6.** Box plot showing the costs for supplied energy for each case study.
3.4. Sensitivity Analysis

The NPV was chosen as the model output to analyze the impact of the uncertain parameters, as the calculation of the NPV included all of them. Based on the two methods described in Section 2.5, linear regression and Morris screening, a ranking of the most influential parameters was performed. The sensitivity indicator, absolute SRC and $\mu^*$ are presented in Tables 8 and 9 for the respective five highest scoring parameters. The $R^2$ values for the linearization of the MC simulations were between 0.75 and 0.95, indicating that sufficient linearization was possible to use the results.

This ranking reveals that all cases generating district heat had the district heating price, increase in DH price and profit share between EH emitter and DH operator as very influential parameters. In the ORC case, the electricity price and electricity price increase were determined as the most important parameter. These parameters all had a direct impact on the NPV and were identified as important using both sensitivity methods. In Case Studies 1 and 5, the excess heat temperature was identified as another important parameter, as it decided in these cases if a HP was required for the utilization. On the other hand, in Case 3, the heat pump efficiency was important. Here, the COP was low, and thus, the efficiency had a high impact on the electric energy use.

To analyze the significance of the parameters on the costs of supplied energy and present more parameters, the results of the Morris screening are shown graphically in Figure 7 for each case. The lines in each graph represent the mean value +/- the standard deviation divided by the square root of the repetitions [69]. Points lying outside of the lines have significant impact on the output. If the points are to the right of the curve, they increase the value of the results and vice versa. Parameters with a high absolute mean value have a high significance for the model, whereas a high standard deviation represents high interactions of the parameter. For Cases 1–5, the EH temperature and the heat pump efficiency or heat transfer coefficient had a high mean and standard deviation. The minimum temperature differences could have a high impact if the system requires a heat pump, then also the costs related to the electricity were important. The variations of the value for the sale of energy savings, as part of the subsidy, had usually no impact on the result. For the ORC case, the main influential factors were the annual operating hours, lifetime and costs directly related to the ORC investment.

### Table 8. Parameter significance ranking using linear regression of the MC simulations and the Morris screening the NPV of the first three case studies.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRC</td>
<td>$\mu^*$</td>
<td>SRC</td>
</tr>
<tr>
<td>1</td>
<td>Profit share (0.60)</td>
<td>$c_{DH} (0.68)$</td>
<td>Profit share (0.71)</td>
</tr>
<tr>
<td>2</td>
<td>$T_{EH} (0.49)$</td>
<td>Profit share (0.63)</td>
<td>$Q_{EH} (0.36)$</td>
</tr>
<tr>
<td>3</td>
<td>$c_{DH} (0.31)$</td>
<td>$T_{EH} (0.38)$</td>
<td>$c_{DH} (0.36)$</td>
</tr>
<tr>
<td>4</td>
<td>$j_{DH} (0.19)$</td>
<td>$n (0.25)$</td>
<td>$j_{DH} (0.22)$</td>
</tr>
<tr>
<td>5</td>
<td>$h_{EH} (0.17)$</td>
<td>$j_{DH} (0.21)$</td>
<td>$d (0.20)$</td>
</tr>
</tbody>
</table>

### Table 9. Parameter significance ranking using linear regression of the MC simulations and the Morris screening for the NPV of the last three case studies.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRC</td>
<td>$\mu^*$</td>
<td>SRC</td>
</tr>
<tr>
<td>1</td>
<td>Profit share (0.65)</td>
<td>Profit share (0.63)</td>
<td>$c_{DH} (0.60)$</td>
</tr>
<tr>
<td>2</td>
<td>$c_{DH} (0.33)$</td>
<td>$c_{DH} (0.63)$</td>
<td>$T_{EH} (0.49)$</td>
</tr>
<tr>
<td>3</td>
<td>$T_{EH} (0.20)$</td>
<td>$T_{EH} (0.35)$</td>
<td>$c_{DH} (0.31)$</td>
</tr>
<tr>
<td>4</td>
<td>$n (0.21)$</td>
<td>$Q_{EH} (0.27)$</td>
<td>$n (0.32)$</td>
</tr>
<tr>
<td>5</td>
<td>Indirect Costs (0.18)</td>
<td>$j_{DH} (0.20)$</td>
<td>$j_{DH} (0.19)$</td>
</tr>
</tbody>
</table>
3.5. Environmental Considerations

An analysis, considering environmental aspects, can give additional insights and allow for a better comparison of alternatives. With the data implemented in the GIS model, such an analysis is possible. Potential conflicts with current heat producers can be identified, together with environmental benefits. The possibilities are shown for the examples of Case Study 1 and Case Study 2.

The proposed utilization pathway in Case 1 would supply heat to the district heating network of greater Copenhagen. The network is currently supplied with heat originating from several central combined heat and power plants. These plants are using biomass (wood chips and pellets) or are in the transition of substituting coal with biomass. The delivered district heating from the chemical factory would decrease the required heat supply from existing sources by less than 0.2%. This reduction is expected to have a negligible impact on the power production.

The district heating network, associated with Case Study 2, had 84% of the heating demand covered by wood chips, 13% by natural gas and 3% by bio oil fired in one heating plant. The substitution of some of these fuels with excess heat would thus not impact the electricity production. The emissions of CO₂ would not be reduced significantly, as most of the district heat was supplied from biomass, and the excess heat originates from burned natural gas.
4. Discussion

The excess heat used for the geographical mapping was based on aggregated numbers, which were allocated to production sites and grouped excess heat from different sources. The excess heat found for a given geographical location may thus originate from several sources. It is thus required to carefully analyze any match and the spatial vicinity of the point sources to find the real potential of excess heat and heating demand. The assessment can be supported with information from the literature, with which the first estimate of the excess heat sources can be improved. It should further be carefully evaluated if there are any opportunities for heat integration on site or if a reduction of the excess heat through better equipment and process control is possible. This would often be favored, before an external utilization is considered. This aspect was not included in the present study, but it was assumed that an internal assessment has already been made or would be made prior to performing a detailed feasibility study.

Several studies identified large technical potentials for the external utilization of excess heat. These potentials mainly refer to DH and some potential for electricity generation. However, these potentials are not realized, i.e., excess heat constitutes only 2% of the Danish district heating production. One of the main reasons for this gap is the lack of business models and common practice. The common practices keep industries and district heating companies within their core business areas, i.e., investing into known technologies (e.g., DH boilers). At the same time, the external utilization of excess heat could be the most beneficial for both sides.

For the economic analysis, key figures were used to estimate the costs for the given system, without performing a detailed technical evaluation of component sizes and their costs. The aim of the economic evaluation was to give an overview of the feasibility and should be applicable for the evaluation of a large number of cases. This quick evaluation should not require the specification of additional parameters, other than the ones already added to the model of data from the general literature. If a match is found to be feasible, considering the determined uncertainties, a more detailed evaluation has to be undertaken. Such an additional evaluation should include the analysis of the possibly required thermal storage tanks for daily load and demand variations, a detailed analysis of the industrial processes on site and how the excess heat can be utilized. The sensitivity analysis identified the most important parameters, which should be quantified and selected carefully. The investment costs, heat pump efficiency, the annual operating hours, accessible excess heat amount and temperature were found to be particularly important. The substitution price of the district heating has an impact on the final economic economic. This price depends on the local energy system and the agreements between the owner of the excess heat and the utility company. If the utilization of excess heat proves to be economically feasible, it needs to be clarified how the profit should be split. In the present tool, the assumption was that the industrial plant will get 75% of the profit and the district heating company the remaining 25%. This distribution will be different in reality and depends on the result of negotiations, the involved risks, interests and best technical solution.

A comparison of the costs with other literature values shows that the assumptions and order of magnitude of the results in this work are comparable. Karner et al. [16] found, for two case studies in Austria, costs for urban heating from industrial excess heat between 27 and 38 € per MWh and average amortization times of seven years. Eriksson et al. [15] found a heat sale price of 20 € per MWh for a case in Sweden. In Denmark, several projects are documented where DH is supplied by large heat pumps [70]. For the combined supply of DH and cooling, heating costs of 55 € per MWh (simple payback time of 4.6 years) in one project and 47 € per MWh (simple payback time below three years) in another one were obtained. A price of 30 € per MWh was given to another project, where industrial EH is used for DH. These costs for EH utilization are comparable to the ones found in this work, but also show the large variations that arise from different characteristics of each case. There is thus a necessity for an initial evaluation and comparison of possible cases, taking the most important characteristics into account. Considering this, the presented tool will allow the managers of DH companies and industries to analyze potential synergies, i.e., allowing DH companies and industries to become aware
of the cooperation possibilities. If the cooperation proves to be economically feasible (low payback time) with acceptable uncertainty, a detailed analysis should be conducted. If the calculated uncertainty is too high, the cases could be re-evaluated using the tool, but with more robust input parameters. If the economic indicators are poor, there is no need for additional analyses.

The methodology in this work was developed with data available in Denmark and took into consideration the local taxes and regulations. While the taxes and regulations can easily be adjusted to other countries, data on excess heat sources and district heating networks may be limited and would require additional empirical studies.

In order to improve the model output, the profit share between the EH emitter and the EH user needs to be more certain, as it has a high impact on the overall evaluation. By creating generally applicable business models or referring to previous accomplished cases, this value can be refined, but will still depend on final negotiations. Though the DH price in a given DH area is known, the substitution price might be different or change with future investments. The EH temperature needs to be carefully chosen, in particular when it is close to the heating demand temperature, as small differences will impact the requirement of a heat pump and thus the investment and operating costs.

5. Conclusions

This work presented a method to identify, analyze and evaluate cases for utilizing excess heat. The method is based on a geographical mapping in GIS, where excess heat sources from the industry and utility sector, as well as heating demands are shown. The GIS mapping was used to identify specific cases where excess heat could be utilized externally for heating purposes or electricity production. Using a developed model for a fast economic and technical evaluation of potential matches, the feasibility of the matches was evaluated. The approach of using the GIS model in combination with economic and technical analysis is suitable to identify local synergies. This has a particular relevance for energy planners, DH operators and industry representatives, who get the possibility to analyze investment opportunities with readily-available data and first assumptions.

In the second step, an uncertainty and sensitivity analysis was performed for each case, which can be used to better assess the model results and refine the input data and assumptions. The six case studies evaluated in this paper considered industrial EH and waste water for district heating, as well as EH from a utility to an industrial plant and lastly industrial EH for electricity generation. It was shown that the costs of the supplied heat were below the average DH prices, except for the EH from WWT. The IRR for the feasible cases ranged from 7–54% and depended considerable on whether a heat pump was used or not. The reported uncertainties of the mean values, found with the Monte Carlo method, show an acceptable uncertainty, which allows a first decision on projects’ feasibility. The sensitivity analyses identified several critical parameters, which must be carefully chosen. The price obtainable for the generated heat, as well as the share of the profit between the EH emitter and the owner of the heat demand have a great influence on the project’s economy (i.e., IRR and NPV). A detailed evaluation of possible business models for synergies is required, which would reduce the uncertainty of these values before detailed negotiations. The costs of the recovered heat are primarily influenced by the excess heat temperature. In particular, when the required sink temperature is close to the EH temperature, the uncertainty increases, as the use of a heat pump might be required with corresponding increases in cost.
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Abbreviations
The following abbreviations are used in this manuscript:

AF        Annuity factor
COP       Coefficient of performance
DC        Direct costs
DH        District heating
EE        Elementary effects
EH        Excess heat
fct       Function
G         Gamma
GHG       Greenhouse gas
GIS       Geographical information systems
HP        Heat pump
HEX       Heat exchanger
IRR       Internal rate of return
LHS       Latin hypercube sampling
MC        Monte Carlo
N         Normal
NPV       Net present value
O&M       Operation and maintenance
ORC       Organic Rankine cycle
P         Production profile
PP        Power plant
PEC       Purchased equipment costs
SEK       Svensk krone (Swedish Krona)
SRC       Standardized regression coefficient
TCI       Total capital investment
U         Uniform
WWT       Waste water treatment

Nomenclature

\( a \)      Shape parameter (-)
\( b \)      Inverse scale parameter (-)
\( c \)      Unit costs (\( \text{€ MWh}^{-1} \))
CRF        Capital recovery factor (-)
\( d \)      Discount rate (%)
\( h \)      Operating hours (h)
\( i \)      Interest rate (%)
\( I \)      Investment costs (\( \text{€} \))
\( j \)      Annual price increase (%)
\( k \)      Overall heat transfer coefficient (\( W \cdot m^{-2} \cdot K^{-1} \))
\( n \)      Lifetime (years)
\( p \)      Perturbation (-)
\( Q \)      Heat flow (TJ)
\( r \)      Repetitions (-)
\( S \)      Share (-)
\( T \)      Temperature (K) or (°C)

Greek Letters

\( \Delta \)  Absolute difference (-)
\( \eta \)    Efficiency (-)
\( \mu \)    Mean (-)
\( \mu^* \)  Absolute mean (-)
\( \sigma \) Standard deviation (-)

Sub- and Super-scripts

\( 0 \) Reference point, ambient
E          Equipment
EH         Excess heat
e         Electric
f          Fixed
H          Heating
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