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Summary
At contaminated sites, knowledge about geology and hydraulic properties of the subsurface and extent of the contamination is needed for assessing the risk and for designing potential site remediation. In this study, we have developed a new approach for characterizing contaminated sites through time-domain spectral induced polarization. The new approach is based on: (1) spectral inversion of the induced polarization data through a reparametrization of the Cole–Cole model, which disentangles the electrolytic bulk conductivity from the surface conductivity for delineating the contamination plume; (2) estimation of hydraulic permeability directly from the inverted parameters using a laboratory-derived empirical equation without any calibration; (3) the use of the geophysical imaging results for supporting the geological modelling and planning of drilling campaigns. The new approach was tested on a data set from the Grindsted stream (Denmark), where contaminated groundwater from a factory site discharges to the stream. Two overlapping areas were covered with seven parallel 2-D profiles each, one large area of 410 m × 90 m (5 m electrode spacing) and one detailed area of 126 m × 42 m (2 m electrode spacing).

The geophysical results were complemented and validated by an extensive set of hydrologic and geologic information, including 94 estimates of hydraulic permeability obtained from slug tests and grain size analyses, 89 measurements of water electrical conductivity in groundwater, and four geological logs. On average the IP-derived and measured permeability values agreed within one order of magnitude, except for those close to boundaries between lithological layers (e.g. between sand and clay), where mismatches occurred due to the lack of vertical resolution in the geophysical imaging. An average formation factor was estimated from the correlation between the imaged bulk conductivity values and the water conductivity values measured in groundwater, in order to convert the imaging results from bulk conductivity to water conductivity. The geophysical models were actively used for supporting the geological modelling and the imaging of hydraulic permeability and water conductivity allowed for a better discrimination of the clay/lignite lithology from the pore water conductivity. Furthermore, high water electrical conductivity values were found in a deep confined aquifer, which is separated by a low-permeability clay layer from a shallow aquifer. No contamination was expected in this part of the confined aquifer, and confirmation wells were drilled in the zone of increased water electrical conductivity derived from the geophysical results. Water samples from the new wells showed elevated concentrations of inorganic compounds responsible for the increased water...
1 INTRODUCTION

Contamination of groundwater and surface water by heavy metals, nutrients or xenobiotic organic compounds in urban areas is a common problem all over the world (Panagos et al., 2013). In particular, contaminated sites (e.g. former industrial facilities or dump sites, old landfills, gasoline stations or dry cleaning facilities) can generate groundwater plumes posing a risk to water resources (Basu et al. 2006; Ellis & Rivett 2007; Bjerg et al. 2011).

For site investigations, risk assessment and adequate remedial design, a characterization of the contaminated sites and plumes is needed (Sims 1990; Barcelona 1994). This requires information on the spatial distribution of the contaminant plume, local geology and hydrogeological properties (e.g. permeability, k), which are conventionally estimated from analysis of groundwater samples, of soil samples and of aquifer tests (EPA 1991; Cameron 1992; Benson & Yuhr 2016a). These approaches require many drillings to sufficiently characterize field sites, which is often unfeasible at large sites (Benson & Yuhr 2016b). As an alternative approach, non-invasive geophysical methods can be used in combination with drillings for improved 3-D characterization of contaminant plumes.

Among the various geophysical techniques, the direct current (DC) resistivity method has been used for mapping groundwater contamination. The presence of contamination affects the formation resistivity depending on the type and concentration of contaminants. The increase in resistivity is usually associated with the presence of mobile (pools) or residual non-aqueous phase liquids (NAPLs; Deryck et al. 1993; Yang et al. 2007; Johansson et al. 2015). A decrease in the resistivity is typically associated with ionic compounds, which may be linked to contamination and/or to different redox or biodegradation processes (Atekwana et al. 2005; Chambers et al. 2006; Junejo et al. 2015; Maurya et al. 2017). The DC resistivity method suffers from well-known limitations, that is, its inability to discriminate between low-resistivity formations (e.g. clay) and high salinity of groundwater. With the IP method, which measures the capacitive nature of the subsurface (Binley 2015), additional information about the surface conductivity is gained (to avoid confusion, here and throughout the manuscript, ‘conductivity’ always refers to electrical conductivity, while ‘permeability’ is used when referring to hydraulic properties). This helps to discriminate lithology-driven resistivity variations from variations driven by pore water. In particular, Weller et al. (2013) identified a strong linear relationship between the real part of surface conductivity and the imaginary conductivity, and discovered how this relationship can be used to improve the estimation of the true formation factor and the groundwater conductivity when an IP measurement is also made.

Over the past two decades, the spectral nature of the IP response has increasingly been used as an exploration tool in environmental and hydrogeological investigations (see Kemna et al. 2012, for an overview). Spectral IP (SIP) signals can be measured in both time domain (TD) and frequency domain (FD). In TD, SIP measurements are usually combined with DC resistivity measurements using similar field procedures and instrumentation as when measuring DC data alone. Several studies about inversion and processing of TD SIP data have recently been published (Hördt et al. 2006; Hönnig & Tezkan 2007; Fiandaca et al. 2012; Fiandaca et al. 2013; Olsson et al. 2016; Fiandaca et al. 2017a) and successful case studies have been presented where the TD SIP method was applied for mapping lithology (Gazoty et al. 2012b; Johansson et al. 2016), landfill-waste materials (Gazoty et al. 2012a) and contaminated sites (Johansson et al. 2015; Sparrenbom et al. 2017).

In addition to complementing the DC method for lithological discrimination and characterization of contaminated sites, the IP method has been used to estimate hydraulic permeability in the laboratory (e.g. Binley et al. 2005; Slater 2007; Revil & Florsch 2010; Zisser et al. 2010; Weller et al. 2015) and in the field (e.g. Kemna et al. 2004; Hördt et al. 2007; Hördt et al. 2009; Attwa & Günther 2013; Binley et al. 2016). In particular, Weller et al. (2015) proposed empirical equations for permeability estimation derived from an extensive set of samples for consolidated and unconsolidated sediments. The applicability of the proposed equation for unconsolidated sediments was verified in the field, in the presence of heterogeneity in both lithology and water chemistry, at the same site presented in this study with the El-log technique (Fiandaca et al. 2017b), that is, a borehole technique for acquiring logging-while-drilling DC resistivity, TD spectral IP (SIP) and gamma radiation data (Sørensen & Larsen 1999; Gazoty et al. 2012a). The high vertical resolution of the El-log technique matched the lithological variability at the site, minimizing the ambiguity in the result interpretation due to lack of geophysical resolution. A very good correlation within on average one order of magnitude was found between the IP-derived permeability estimates and those derived using grain size analyses and slug-tests, with similar depth-trends and permeability contrasts.

These new results on the use of TD SIP data for characterization of hydraulic permeability, the relation between real and imaginary surface conductivity derived in the laboratory, and the recent improvements in processing and inversion of TD SIP data paved the way for the development of a new approach for the characterization of contaminated sites through TD SIP. The new approach is based on: (1) spectral inversion of the TD SIP data through a new reparametrization of the Cole–Cole model (Cole & Cole 1941; Pelton et al. 1978), which disentangles the electrolytic bulk conductivity from the surface conductivity for delineating the (inorganic) contamination plume; (2) using the relationship derived from Weller et al. (2015) for estimating the hydraulic permeability in the field directly from the inversion parameters, without any calibration; (3) the use of geophysical imaging results for supporting the geological modelling.

The new approach was tested on a TD SIP survey close to the Grindsted stream (Denmark), where the contaminated groundwater from a factory site discharges to the stream (Sonne et al. 2017; Rønde et al. 2017). The new approach was complemented and validated by comparing the geophysical results with an extensive set of...
hydrologic and geologic information. In particular, the geophysical results were compared with 94 estimates of hydraulic permeability obtained from slug tests and grain size analyses, 89 measurements of water conductivity in groundwater and four geological logs.

2 METHODOLOGY

2.1 Induced polarization and hydraulic permeability

In the induced polarization method the low-frequency capacitive properties of the earth are measured as a frequency-dependent complex resistivity (in FD) or a decay response (in TD) when the medium is excited by a time-varying electric current. In a porous medium free of metallic particles, the electrical conduction takes place through the fluid that fills the interconnected pore spaces (electrolytic bulk conduction) and through the electrical double layer (surface conduction), and these conductivities are usually assumed to add in parallel into the total complex conductivity \( \sigma^* \) (e.g. Lesnmes & Frye 2001):

\[
\sigma^*(f) = \sigma_{\text{bulk}}(\sigma_w) + \sigma_{\text{surf}}(\sigma_w, f)
\]

where the bulk conduction \( \sigma_{\text{bulk}} \) is expressed by the water conductivity \( \sigma_w \) divided by the formation factor \( F \) and the dependence of the complex surface conductivity \( \sigma_{\text{surf}} \) over the frequency \( f \) and the water conductivity \( \sigma_w \) is stated expressly.

The real and imaginary components of the surface conductivity are not independent: using a database composed of 63 sandstone and unconsolidated sediment samples covering nine independent investigations, Weller et al. (2013) identified a strong linear relationship between \( \sigma_{\text{surf}}' \) determined from multisalinity resistivity measurements and \( \sigma_{\text{surf}}' \) measured with IP at a frequency of about 1 Hz:

\[
\sigma_{\text{surf}}' = l \cdot \sigma_{\text{surf}}'
\]

with \( l = 0.042 \pm 0.022 \) (dimensionless).

Furthermore, Weller et al. (2013) found that the salinity dependency of the real surface conductivity parallels the salinity dependency of the imaginary surface conductivity, which can be expressed as (Weller et al. 2011; Weller et al. 2015):

\[
\sigma_{\text{surf}}''(\sigma_w) = \sigma_{\text{surf}}''(\sigma_f) \cdot \frac{1}{C_f} \sqrt{\frac{\sigma_w}{\sigma_f}}
\]

where \( \sigma_f \) represents the salinity of a reference NaCl solution and \( C_f \) accounts for the possible differences in ionic species in the reference and actual solution.

IP-based permeability prediction methods are based either on the imaginary conductivity \( \sigma_{\text{surf}}'' \) or on relaxation time \( \tau \) (a quantity used to represent the characteristic hydraulic length scale e.g. Revil 2012). The premise of estimating \( k \) using \( \sigma_{\text{surf}}'' \) is based on its strong relationship with surface area normalized to the pore volume \( S_{\text{por}} \), which holds the fundamental basis for derived empirical relationships between \( k \) and induced polarization in laboratory studies (Börner et al. 1996; Slater & Lesnmes 2002a; Weller et al. 2015). Recently, Weller et al. (2015) investigated a database consisting of 114 globally collected samples. They avoided the indirect \( k \)-estimation through \( S_{\text{por}} \) and suggested direct correlations between \( k \) and the electrical parameters. For unconsolidated sediments, they proposed the following empirical equation:

\[
k = \frac{1.08 \times 10^{-13}}{F^{1.12} \cdot (\sigma_{\text{surf}}''(\sigma_f))^{2.27}}.
\]

Substituting eq. (3) and using the Archie’s law \( (\sigma_{\text{bulk}} = \frac{\sigma_w}{F}) \), we can re-write eq. (4) as:

\[
k = \frac{5.80 \cdot 10^{-16}}{C_f^{2.27} \sigma_{\text{surf}}''^{2.27} \sigma_w^{0.015}}
\]

where in the last equality the explicit dependence of \( \sigma_{\text{surf}}'' \) on \( \sigma_w \) was omitted and the value of \( \sigma_f = 100 \text{ mS m}^{-1} \) was used. The permeability estimation through eq. (5) depends weakly on water conductivity: a 10-fold and 100-fold variations in water conductivity cause only approximately 3.5 per cent and 7 per cent variations in permeability, respectively. For this reason, in the following the spatial variability of \( \sigma_w \) is disregarded in permeability computation, and the uniform value \( \sigma_w = 47 \text{ mS m}^{-1} \) is used, that is, the average value at the site (the range at the site is 11–86 mS m\(^{-1}\)).

Weller et al. (2011) suggest \( C_f = 2 \) for CaCl\(_2\) and \( C_f = 1 \) for NaCl; for other ions, no suggestion was made. Considering that a mixture of cations and anions are present in the field-collected water samples with varying molecular concentration, it is difficult to apply an appropriate correction. Therefore, in our \( k \)-estimation the value \( C_f = 1 \) is used regardless of the chemical composition of the water.

2.2 Parametrization of induced polarization

The spectral variation of the complex conductivity is often parametrized, and the Cole–Cole model (Cole & Cole 1941; Pelton et al. 1978) is often used for modelling IP data acquired in the field (Fiandaca et al. 2013; Kemna et al. 2014; Günther & Martin 2016). The Cole–Cole model in its conductivity form is defined as (e.g. Tarasov & Titov 2013):

\[
\sigma^*(f) = \sigma_0 \cdot \left[ \frac{1}{1 + m_0 \frac{1}{1 - m_0} \left( \frac{1}{1 + 1/(2\pi f \tau_\text{e})} \right)^i} \right]
\]

where \( \sigma^* \) is the complex conductivity, \( \sigma_0 \) is the DC conductivity, \( m_0 \) is the intrinsic chargeability, \( \tau_\text{e} \) is the relaxation time, \( C \) is the frequency exponent, \( f \) is the frequency and \( i \) is the imaginary unit. Using Monte Carlo Markov Chain analysis, Fiandaca et al. (2017a) have shown that the parameters of the Cole–Cole model are strongly correlated when inverting IP data (in particular \( m_0 \) and \( C \)) and that smaller parameter correlations and better resolution can be achieved (in both FD and TD) when re-parametrizing the Cole–Cole model, replacing the parameter \( m_0 \) with the maximum imaginary conductivity (MIC) \( \sigma_{\text{MIC}}' \) of the Cole–Cole spectrum (Fig. 1b).

The resulting model, named the MIC model, is defined in terms of the parameters \( m_{\text{MIC}} \):

\[
m_{\text{MIC}} = [\sigma_0, \sigma_{\text{MIC}}, \tau_\text{e}, C]
\]

In eq. (7) the parameter \( \sigma_0 \) represents the total DC conductivity, that is, the sum of the bulk conductivity \( \sigma_{\text{bulk}} \) and the DC surface conductivity \( \sigma_{\text{surf}}(f = 0) \) (see eq. 1), so when imaging the DC conductivity (or, equivalently, DC resistivity), it is difficult to discriminate between low-resistive formations (e.g. clay) and increased salinity of the groundwater.
For this reason in this study, we introduce a new Cole–Cole reparametrization, that is, the bulk and (maximum) imaginary conductivity (BIC) model, defined in terms of the parameters \( m_{\text{BIC}} \):

\[
m_{\text{BIC}} = \{ \sigma_{\text{bulk}}, \sigma_{\text{max}}, \tau_\sigma, C \}
\]

where the assumption is that real and imaginary surface conductivity of eq. (1) are proportional through the proportionality factor \( l \) expressed in eq. (2) and that the frequency dependence of the complex conductivity obeys the Cole–Cole model. In Weller et al. (2013), the proportionality factor is found between the DC surface conductivity and the imaginary conductivity at 1 Hz, but the variability of the proportionality with frequency is not discussed. Considering that the imaginary conductivity of the Cole–Cole model reaches a maximum at the frequency \( f = 1/2\pi \tau_\sigma \), we decided to enforce in the BIC model the proportionality between the real and imaginary surface conductivity at this frequency. This is a conservative choice: in this way the ratio between the surface imaginary conductivity and real conductivity never exceeds the factor \( l \) of eq. (2). On the contrary, enforcing the proportionality at \( f = 1 \) Hz would imply a ratio well above \( l \) at the peak frequency \( f = 1/2\pi \tau_\sigma \) for models with \( \tau_\sigma \gg 1 \).

For any given set of BIC model, the corresponding conductivity Cole–Cole parameters can be easy retrieved from the BIC parameters. First, let’s define \( a \) and \( b \) as

\[
a = -\text{imag} \left( \frac{1}{1+iC} \right) \quad \text{(9)}
\]

\[
b = \frac{m_0}{1-m_0} \quad \text{(10)}
\]

Considering that \( \text{real} \left( \frac{1}{1+iC} \right) = 0.5 \) regardless of the \( C \) value, eq. (6) can be written at \( f = 1/2\pi \tau_\sigma \) as

\[
s_\sigma^\text{f}(f = 1/2\pi \tau_\sigma) = \sigma_0 \cdot [1 + b \cdot (0.5 + i \cdot a)] \quad \text{(11)}
\]

Enforcing the proportionality of eq. (2) at \( f = 1/2\pi \tau_\sigma \) and considering that by definition \( \sigma_{\text{max}} = \text{imag}(s_\sigma^\text{f}(f = 1/2\pi \tau_\sigma)) \), we obtain from eq. (1):

\[
\sigma_0 \cdot [1 + b \cdot (0.5 + i \cdot a)] = \sigma_{\text{bulk}} + \sigma_{\text{max}}/l + i \cdot \sigma_{\text{max}}. \quad \text{(12)}
\]

The imaginary part of eq. (12) can be solved for \( \sigma_0 \):

\[
\sigma_0 = \sigma_{\text{max}} a \cdot b. \quad \text{(13)}
\]

Substituting eq. (13) into eq. (12), it is possible to solve for \( b \) from the real part of the resulting equation:

\[
b = \frac{l \cdot \sigma_{\text{max}}/a}{\sigma_{\text{max}} + l \cdot \sigma_{\text{bulk}} - 0.5 \cdot l \cdot \sigma_{\text{max}}/a} \quad \text{(14)}
\]

Finally, \( m_0 \) can be retrieved as a function of \( b \) from eq. (10):

\[
m_0 = \frac{b}{1+b} \quad \text{(15)}
\]

For example, Fig. 1 shows the spectrum of the BIC model defined by the parameter values [\( \sigma_{\text{bulk}} = 2 \) mS m\(^{-1} \), \( \sigma_{\text{max}} = 0.5 \) mS m\(^{-1} \), \( \tau_\sigma = 0.05 \) s and \( C = 0.5 \) (a) Real conductivity \( \sigma \) (black curve) and the surface real conductivity \( \sigma_{\text{surf}} \). The water conductivity \( \sigma_w \) with formation factor \( F = 5 \) is also shown. (b) Imaginary conductivity \( \sigma^\prime \prime \).

### 2.3 Time-domain spectral induced polarization

TD spectral IP is an extension of the DC resistivity method in which the capacity of the ground is measured using square current pulses. A TD SIP signal can either be measured as rising of the potential during the current on time or decaying of potential after the current is turned off. The measurement using the former approach is referred as 100 per cent duty cycle measurement and the latter as 50 per cent duty cycle measurement (Olsson et al. 2015). The possibility of extracting the spectral information contained in the TD signal depends considerably on the number of decades acquired (Madsen et al. 2016, 2018), and nowadays commercial instruments exist that sample the full-waveform potential and current signals at high sampling rate (typically in the kHz range) for the entire measurement time, allowing for advanced signal processing. The recorded full-waveform data often contain harmonic noise from the power distribution grid, spikes from, for example, animal fences and self-potential background drift. Harmonic noise makes it impossible to measure earlier than 20 ms (in a 50 Hz environment) and self-potential drift distorts the signal at later times: this limits the extraction of spectral information from the signal. In this study full-waveform data sampled at 3750 Hz were acquired and processed following Olsson et al. (2016) for removal of harmonic noise, spikes, self-potential drift and tapered windowing, in order to retrieve unbiased TD SIP data from a few milliseconds after current switch. Apparent DC resistivity values and full-decay gated curves (i.e. apparent chargeability values with time) represent the data space for the inversion of TD SIP data.

### 2.4 2-D inversion and imaging of hydraulic permeability

The inversion procedure is carried out using the code by Auken et al. (2015), where the apparent resistivity values and the IP full-decays are inverted simultaneously in 2-D following Fiandaca et al. (2013), with an accurate description of transmitter waveform and the receiver transfer function for an unbiased estimation of the spectral parameters (Fiandaca et al. 2012). Along the 2-D section, the model space is defined cell by cell in terms of a parametrization of the FD complex conductivity (The MIC and BIC parametrizations are the ones used in this study).

The same vertical model discretization (with an increased number of layers in the big-scale profiles), model constraints and starting model were used for all the inversions, as well as the same stopping criterion for the iterative inversion (i.e. a relative variation of the objective function between consecutive iterations below 2 per cent).
The investigated study area (Fig. 2) covers a stretch of Grindsted stream, Denmark. The Grindsted stream is 8–12 m wide and 1–2.5 m deep and flows east to west through the town. It has a discharge of 2000 L/y and drains a sandy aquifer (Balbarini et al. 2017; Sonne et al. 2017). The groundwater level is very close to the surface (Aisopou et al. 2016; Balbarini et al. 2017; Rønde et al. 2017). The investigation was focused around the area north of where the site marked by the black dot.

Furthermore, the same model for the data standard deviations (STD) has been adopted, that is, 1 per cent on apparent resistivity and 10 per cent on chargeability, plus a noise floor of 0.1 mV (Olsson et al. 2015). L2 smoothness vertical/horizontal constraints were applied, with values 2.0 and 1.2, respectively. The constraint values represent the relative vertical/lateral variation of the parameters that weights the roughness misfit in the objective function (Auken et al. 2015). For instance, the vertical constraint value of 2.0 allows roughly 100 per cent of vertical variation between the constrained parameters.

The hydraulic permeability sections are obtained through eq. (5), using directly the inversion parameters $\sigma_{\text{bulk}}$ (for MIC inversions) and $\sigma_{\text{max}}$ for computation, with $\sigma_{\text{w}} = 47$ mS m$^{-1}$. Finally, the depth of investigation (DOI) is computed parameter by parameter following (Fiandaca et al. 2015).

3 THE SURVEY

3.1 Survey area

The investigated study area (Fig. 2) covers a stretch of Grindsted stream, Denmark. The Grindsted stream is 8–12 m wide and 1–2.5 m deep and flows east to west through the town. It has a discharge of 2000 L/y and drains a sandy aquifer (Balbarini et al. 2017; Sonne et al. 2017). The groundwater level is very close to the surface near the stream (Dahlin 2001). All the profiles were collected using the gradient array (Dahlin & Zhou 2006) because of the good signal-to-noise ratio of this array (Gazoty et al. 2013). Several profiles, both small scale and big scale, cross the meandering of the river (Fig. 2). At these locations, floating electrodes were used. TD SIP data were acquired using 50 per cent duty cycle measurements with current pulse of 4 second on and off time, with full-waveform data recorded at a sampling rate of 3750 Hz. A maximum of 500 mA current was injected with maximum power of 250 watt, however the amount of current was varying (150–500 mA) depending on the contact resistance of the current electrodes.

Figure 2. Map of the survey area, Grindsted stream, the 2-D TD SIP profiles and wells. Profiles 1–7 are the small-scale 3-D surveys and profiles 8–14 are the large-scale 3-D surveys and profiles 14 and 15 are two additional profiles. The map inserted shows the outline of Denmark, with the location of the Grindsted site marked by the black dot.

Data were processed and gated into 36 logarithmically spaced gates within the time interval from 1 to 3.9 ms. The Aarhus Workbench software (www.aarhusgeosoftware.dk) was used for manual
processing, which mainly involves culling of outliers (individual gates or entire decay) originating from electrode with poor contact. Moreover, electromagnetic induction from the ground or coupling between cables affected the signal at very early time (usually around 1–3 ms) and therefore these data also had to be removed.

3.3 Measurements of water conductivity and hydraulic permeability

3.3.1 Measurements of water conductivity ($\sigma_w$)

Water conductivity was measured in groundwater from multi-level drive point wells (10 cm screen lengths and 19 mm inner diameter) and traditional boreholes (1–2 m screen lengths and 50 mm inner diameters). The conductivity was measured at 92 locations, by leading water through a flow-through cell connected to a multimeter (WTW Multi 3420). The conductivity values are measured by the instrument at ambient temperature and then, after temperature correction, recorded at the nominal temperature of 25 °C. Consequently, the conductivity values were then converted to 10 °C according to (Smith 1962), and used for further comparison with the TD SIP data.

3.3.2 Permeability ($k$) estimation using slug test and grain size analyses

To estimate the hydraulic conductivity, falling head slug tests were conducted in the multilevel drive point piezometers and boreholes as the ones described in Section 3.3.1. A pressure transducer, recording the head every 0.1 s, was submerged in the water inside the piezometer/borehole, after which the setup was left to equilibrate. In order to obtain a falling head curve, vacuum was applied, raising the water level ca. 1 m, and then released to let the water level drop (Hinsby et al. 1992). The groundwater falling head curves were analysed using Bower and Rice’s method (Bouver & Rice 1976) for screens located in the confined aquifer, Hvorslev’s method (Hvorslev 1951) for screens located in the unconfined aquifer, and Springer and Gelhar’s method (Springer & Gelhar 1991) for slug tests showing oscillatory responses.

Grain size analyses were conducted on soil samples collected every 0.5 m between 0 and 29.5 mbs at well B3. The grain size distribution curve was determined using sieving, for particle size between 2 and 0.063 mm, and laser diffractometer (Mastersizer Hydro 2000SM), for particle size between 63 and 0.02 μm (Switzer & Pile 2015). The grain size distribution curve was used to estimate the permeability. Many approaches have been suggested for this purpose and the calculated permeability can change orders of magnitudes between the various approaches Devlin (2015). Thus, several methods were applied on each sample (between 2 and 13), depending on the properties of the sample, and the permeability values were computed through the geometric mean. On average, the standard deviation of all methods on all sample is 0.3 decades, indicating that the choice of the qualified methods is not crucial and the proposed approach should give robust estimates of permeability values.

3.4 Geology at the stream site

The Grindsted stream is a meandering stream, where sandy sediments are deposited in the channel and banks and peat layers formed on the flood plain. The postglacial stream valley is eroded into a Weichselian outwash plain. The outwash plain is formed by a braided river system located west of the Main stationary Line of the Late Weichselian ice sheet (Houmark-Nielsen 2011). Locally, below the Weichselian outwash plain remains of a Saalian till plain consisting of sand till are found. The sand till overlies a second succession of meltwater deposits, likely of Saalian age (Houmark-Nielsen 2007). The meltwater sand consists mainly of medium grained sand with some beds of silty fine grained sand and gravelly coarse grained sand (Heron et al. 1998). The Quaternary deposits of 10–15 m thickness overlie a c. 60 m thick succession of Miocene sediments consisting mainly of mica and quartz sand with some intercalations of clay and lignite beds. In the top part of the Miocene succession, the clay and lignite layers are observed to be up to c. 6 m thick, whereas in the deeper part of the Miocene succession the clay and lignite beds are of c. 1 m thickness. The top and bottom parts of the Miocene succession are dominated by fine grained sand, locally silty and the intermediate parts are coarser grained with medium-coarse grained quartz-rich sand. The sediments belong to the Odderup Formation and are formed in the coastal zone with the clay beds and lignite deposited in lagoon swamps (Rasmussen et al. 2010). The clay and lignite layers can be correlated on a kilometre scale. At c. 80 m below ground surface the top of a clayey succession belonging to the Arnnum Formation is situated (Rasmussen et al. 2010). A conceptual model of the geological layering in the area (Fig. 3) is generated based on the general understanding of the geological setting (e.g. Heron et al. 1998; Rasmussen et al. 2010). Approximate depths of the layer boundaries are obtained from borehole lithological logs.

3.5 IP-supported digital 3-D geological model

A digital 3-D geological model was constructed for a 0.35 km² area around Grindsted stream using the modelling software GeoScene3D (www.i-gis.dk). All available data, including lithological data, water conductivity and hydraulic head observed in boreholes, the imaging results of the IP survey, in terms of $\sigma_{buk}$, $\sigma_{0}$, $\sigma_{\text{max}}$ and permeability sections, and a digital terrain model were loaded into the modelling software to be displayed in the 3-D modelling environment. Additionally, historic maps and a geological map were on display in map view. A cognitive modelling approach was followed allowing for incorporation of geological expert knowledge between observational points (Royse 2010). Furthermore, the cognitive modelling process included considerations on methodological limitations of the geophysical information used translating petrophysical parameters into lithological units (Jørgensen et al. 2013). With a geological setting consisting of mainly undisturbed layers (Fig. 3), the layer modelling approach was used, where interpretation points initially were placed at locations with data of best quality. When necessary, free interpretation points were added between observational points for constraining surfaces in the interpolation of
affected significantly the $\sigma$ available data. However, it was not a trivial task to include the imaging permeability values derived from the IP inversions, plotted for three depth, were at or below the limit of the resolution for the TD SIP. At the outer parts of the geological model (15–40 m a.s.l), all the available data contributed to the conceptual geological model. In the upper c. 25 m of the model, and additionally five boreholes were present for modelling the top of the next two Miocene layers (0–15 m a.s.l.) at intermediate depths of the model. Within these deeper parts of the 3-D geological model the clay and lignite beds interbedded in the otherwise sandy succession were observed to be c. 1 m thick (Fig. 3), which were beyond the limits of the vertical resolution of the TD SIP method. Thus the layers in this part of the geological model were solely modelled using the few borehole observational points and following the conceptual geological model. In the upper c. 25 m of the geological model (15–40 m a.s.l.), all the available data contributed in the modelling process. At the outer parts of the geological model only borehole data were present, whereas in the shallow central and partly contaminated part of the geological model the imaging results of the IP survey ($\sigma_{\text{bulk}}$, $\sigma_0$ and $\sigma_{\text{max}}$ and permeability sections) supported the geological modelling in combination with all other available data. However, it was not a trivial task to include the imaging results from IP survey for several reasons: (1) the contamination affected significantly the $\sigma_0$ profiles, which are classically used for informing geology, although the $\sigma_{\text{bulk}}$, $\sigma_{\text{max}}$ and permeability sections helped in discriminating contamination and geology; (2) the upper Miocene clay layers of 2–8 m thickness, buried at 12–15 m depth, were at or below the limit of the resolution for the TD SIP method (at least with the acquisition layout used in this study); (3) the petrophysical parameters of the lithological classes, due also to the limited spatial resolution, partly or completely overlapped. This latter point is illustrated in the histogram of Fig. 4, where the permeability values derived from the IP inversions, plotted for three geological units (melt water sand, sand till and clay/lignite), partly overlay each other. The IP-derived permeability values included in the histogram are taken within a horizontal distance of 1.5 times the electrode spacing from the profiles to the boreholes used for the lithological description.

Consequently, if the inverted parameters let to ambiguous lithological interpretations between the borehole data, the geological interpretation then followed the conceptual geological model.

4 RESULTS

4.1 Comparison of BIC and MIC inversions and lithological interpretation

Profile 6 was selected for one to one comparison of the MIC and BIC inversion models, because of the presence of a lithological log close to the profile (B3 in Fig. 2), which can help in the result interpretation. This comparison is presented in Fig. 5, where MIC model parameters are shown in left panel (b1–e1) and BIC model parameters are shown in right panel (a2–e2). Note that for easy comparison, the total DC conductivity $\sigma_0$ in the BIC model (Fig. 5b2) was computed using eq. (13). The lithological log is superimposed on the MIC and BIC model parameter sections. DOI is shown for each parameter section by white colour fading, with an upper (more conservative) and lower (less conservative) DOI estimation (Fiandaca et al. 2015). Figs 5(f1) and (f2) shows the corresponding data misfit (DC and IP separately) for the MIC and BIC inversions, averaged vertically (and over all gates for the IP misfit) along the pseudo section. It can be noted that both models fits the data equally well, meaning that they resemble equivalent models. However, structural differences can be observed in $\sigma_0$ and $\sigma_{\text{max}}$. In the $\sigma_0$ section computed from the BIC model (Fig. 5b2), the sand-till layer (from depth 7.5 to 10.0 m) and the lignite layer (11.5 to 14 m) are together characterized by a unique, relatively high conductive layer. This also corresponds to a layer with higher imaginary conductivity in $\sigma_{\text{max}}$ (Fig. 5c2). This is opposed to the MIC model (Fig. 5b1) where the sand-till and lignite layers were not seen as continuous sub-horizontal conductive layers (both in $\sigma_0$ and $\sigma_{\text{max}}$). Moreover, the $\sigma_{\text{bulk}}$ section of the BIC model shows two relatively homogeneous and distinctive northwest and southwest zones deeper than 10 m. This information is important in discriminating the contribution of conductive lithological material (clay, lignite and sand-till) and water conductivity $\sigma_w$ to the DC conductivity. In conclusion we think that inversion results of BIC model parameters best represent the conceptual geological understanding (Fig. 3) and hence our further interpretations are based on this model. The outcome of the joint interpretation of the geophysical results and the lithological and hydrological data is presented in Fig. 5(a1), which represents a slice along profile 6 of the 3-D geological model built using the procedure explained in section 3.5.

4.2 Mapping of $\sigma_w$, $k$ and lithology in the unconfined aquifer

In Fig. 6(a), the correlation between water conductivity ($\sigma_w$) from groundwater and $\sigma_{\text{bulk}}$ retrieved from TD SIP inversions is shown. The selection of samples at the stream site for the correlation plot was based on the following three criteria: (1) the value of the model cells closest to the measured sample points were chosen, (2) model cells were included from both 2 and 5 m electrode spacing profiles, however the top 5 m from the 5 m electrode spacing profiles were excluded, considering that the 2 m spacing profiles have better resolution.
resolution in the near surface and (3) sample points only within
the DOI and within an horizontal distance equal to 1.5 times
the electrode spacing from profiles were selected. Following the above
criteria, a total of 89 sample points out of 92 points were qualified
for the comparison.

From the correlation plot between $\sigma_w$ and $\sigma_{\text{bulk}}$ we found the
correlation coefficient $R^2 = 0.31$ and the formation factor (inverse
of the slope) $F = 5.1$. The small correlation coefficient is partly
due to the limited range of water conductivity measured at the
site. In order to get a larger conductivity range, we also plotted
in Fig. 6(a) 25 additional points from a recent study by Mau-
rya et al. (2017), which was conducted at a landfill site located
2 km south of the stream in a very similar geological setting. We
observed a comparable formation factor ($F = 4.7$), but a higher

**Figure 5.** IP inversion results of profile 6, MIC model parameters are shown in left panel (b1–e1) and BIC model parameters are shown in right panel (a2–c2). a1 is a slice of the 3-D geological model along profile 6, with lithological log from borehole B3 on top. f1 and f2 show the data misfit for the MIC and BIC inversions, averaged vertically (and over all gates for the IP misfit) along the pseudo-section (blue lines for DC red lines for IP). In f1 and f2, $N_{\text{iter}}$ is the number of iterations and $\chi$ is the total data misfit.
correlation coefficient $R^2 = 0.80$ when sample points from landfill are included.

Using the value $F = 5.1$ for the formation factor, water conductivity sections for profile 2, 4, and 6 are shown in Fig. 7. For comparison, the measured water conductivity values are superimposed on the sections. It can be seen that, on average, water conductivities measured in groundwater agree quite well with the estimates from the TD SIP models. In all the sections, relatively higher water conductivity can be seen in the western part compared to southwest, which is around the meandering of the river (see Fig. 2).

The same criteria as above were adopted for selecting the sample points for investigating the correlation between measured permeability values and those estimated from IP using eq. (5), (Fig. 6b). A total of 94 sample points were qualified for permeability correlation. A fair correlation between measured $k$ values (estimated from both slug test and grain size distribution) and IP-derived $k$ values can be seen in Fig. 6b. Hydraulic permeability images are produced for profile 2, 4, and 6 using eq. (5), (Fig. 7), with measured $k$ values superimposed on it. Most of the IP-derived $k$ values are within one order of magnitude from the measured values. At few locations (filled with grey colour in Fig. 6b) IP-derived $k$ values are underestimated by more than two orders of magnitude. These samples are located near geological boundaries or in a thin sandy layer interbedded between two low-permeable layers. Considering the vertical smoothness constraint applied in the inversion procedure and the resolution of the TD SIP method, these samples are unlikely to be resolved with the TD SIP method. For example, in profile 6 (Fig. 7d2), the thin sandy layer between sand till and lignite layers (10 to 11.5 m depth interval) is not resolved in the TD SIP inversion. Thus, the TD SIP method underestimates the $k$ in this layer compared to grain size analysis/slug tests. For a quantitative estimation of the prediction quality, the average deviation between the IP-derived $k$ estimates $k_{IP}$ and the measured $k$ values $k_{meas}$ was computed following the formula $d = \frac{1}{n} \sum_{i=1}^{n} |\log_{10}(k_{IP}) - \log_{10}(k_{meas})|$ (Weller et al. 2015), for all the estimates except the ones near geological boundaries (filled with grey colour in Fig. 6b). The average deviation is $d = 0.98$ compared to the $d = 0.39$ value reported by Weller et al. (2015) for laboratory data measured on unconsolidated samples. Except for the discrepancies near geological boundaries, the prediction quality of $k$ values from the IP inversion models is considered satisfactory, both quantitatively and in terms of spatial distribution, and was used to infer the lithology and construct the digital 3-D geological model, which is represented in Fig. 7(a2) along profile 2. The thickening of the sand-till layer from borehole B2 towards the southeast direction comes from the interpretation of the permeability sections, where low-permeability values are seen above 26 m in elevation.

4.3 Mapping of $\sigma_w$, $k$ and lithology in the confined aquifer

The water conductivity and permeability sections of the big-scale profile 14, together with the slice of the 3-D geological model along the profile, are shown in Figs 8(a)–(c), respectively. A relatively higher water conductivity can be seen in the western part of the profile (from 50 to 230 m) below 10 m depth. Similarly, to small-scale profiles, the low-permeability layers from depth of 7 to 14.5 m can be identified as sand till and lignite layers with interbedded meltwater sand. The higher water conductivity is observed in the aquifer below these layers. No contamination was expected in this
Figure 7. Zoom-in of the survey map (a1), slice of the geological model along profile 2 (a2), water conductivity (b1–d1) and permeability images (b2–d2) for profiles 2, 4 and 6. Water conductivity sections are derived using $\sigma_{\text{bulk}}$ and formation factor of 5.1. Electrical conductivity measured in groundwater and measured permeability values are superimposed on the sections. Only data from wells within 3.0 m from the profile are shown (i.e. 1.5 times the electrode spacing). Note that in profile 6 the continuous distribution of $k$ values is obtained from the grain size analysis. The green dots in panel a1 represent the wells used for water sampling and slug tests/size analysis, while the black stars represent the lithological boreholes. The lithological log from borehole B2 is superposed on panel (a2).
part of the confined aquifer and confirmation boreholes B1 and B2 were drilled for validating the geophysical results: a good agreement was found with the conductivity of the water samples measured at depths below 20 m, as well as with the permeability estimations at all depths. In particular, the water conductivity measured in the two screens in B1 and B2 at 20 m depth, in the middle of the conductivity anomaly, were 80 mS m\(^{-1}\) and 60 mS m\(^{-1}\), well above the 20–30 mS m\(^{-1}\) background value. For comparison, the values estimated in by the TD SIP inversions in the closest inversion cells, 7 m and 3 m apart, were 120 mS m\(^{-1}\) and 80 mS m\(^{-1}\), respectively. Elevated concentrations of inorganic compounds, responsible for the increased water conductivity, were found at B1 and B2 in the deep aquifer. Furthermore, benzene and metabolites of chlorinated solvents were observed in high concentrations (but not as high as in the shallow unconfined aquifer), as well as pharmaceutical contaminants such as sulfonamides and barbiturates.

Finally, Fig. 9 presents pseudo 3-D models of \(\sigma_w\) and \(k\), obtained by combining all the big-scale sections, and the 3-D geological model. The \(\sigma_w\) and \(k\) models are created by inverse distance interpolations of the 2-D sections to layers and then stacking these layers to construct a 3-D volume. In the \(\sigma_w\) 3-D model (Fig. 9a), a clear anomaly can be seen localized in the northern part of the survey, whereas in the \(k\) 3-D model (Fig. 9b) the low-permeable layer (around \(10^{-12.5}\) to \(10^{-14}\) m\(^{2}\)) is more regional and represents the sand-till and lignite/clay layers (Fig. 9c).

5 DISCUSSION

5.1 The new approach compared to classical applications of the IP method at contaminated sites

For field investigations, risk assessment and adequate remedial design at contaminated sites information on the spatial distribution of the contamination, local geology and hydrogeological properties is required. Aiming expressly at addressing these needs, we developed a new approach for characterizing contaminated sites through TD SIP data. For this purpose, the spatial distributions of two parameters directly usable in the hydrogeological interpre-
Contaminated site investigation with TDIP

Figure 9. (a) 3-D Geological model, (b) 3-D permeability model and (c) 3-D water electrical conductivity model.

tion were derived, that is, the distribution of water conductivity (decoupled from the surface conductivity of the medium) and hydraulic permeability. The water conductivity was used as a proxy for contamination, even though the conductivity response due to contamination is site-/process-specific (e.g. Atekwana & Atekwana 2010) and has not been targeted in this study. On the other hand, the hydraulic permeability has been used as a lithological indicator for mapping the geology (besides its intrinsic value in the hydrogeological characterization).

The approach presented in this study differs significantly from the usual applications of IP for characterizing sites impacted by contamination that are generally aimed at the lithological characterization by IP parameters (e.g. Gazoty et al. 2012b; Johansson et al. 2016) the identification of the source of the contamination (e.g. landfill delineation, Dahlin et al. 2010; Gazoty et al. 2012a; Wemegah et al. 2017), the identification of mobile (pools) or residual NAPLs (e.g. Orozco et al. 2012; Johansson et al. 2015) or of biogeochemical processes (e.g. Orozco et al. 2011; Chen et al. 2012).

For lithological characterization, parameters related to the magnitude of polarization, such as imaginary conductivity ($\sigma''$), phase shift ($\phi$) or intrinsic chargeability ($m_0$) are generally used in IP investigations (e.g. Slater & Lesmes 2002b; Gazoty et al. 2012b). However, Weller & Slater (2012) have shown that $\sigma''$ is dependent on the fluid conductivity, hence lithological interpretation based on $\sigma''$ (or $\phi$ and $m_0$) might be hindered at contaminated sites if significant variability in water conductivity is present. On the contrary, as derived from laboratory results and as shown in this study, permeability estimates of unconsolidated formations depend weakly on water conductivity and hence are a better lithological indicator. Furthermore, while well-established permeability ranges are available for characterizing lithology, it is much more difficult to find appropriate ranges of IP parameters for lithological description in the literature.

The proposed approach has an underlying assumption for its applicability: the contamination should have neither IP nor DC signature, except for the effect of water conductivity. This requirement is not always fulfilled, for instance in subsurface settings contaminated with NAPLs (e.g. Orozco et al. 2011; Orozco et al. 2012; Chen et al. 2012; Johansson et al. 2015). However, the IP signature is usually significant only where the contaminants are present in concentrations close to the saturation point (e.g. above 1000 mg l$^{-1}$ for BTEX in Orozco et al. 2012), which is generally at or close to the contamination source. Consequently, depending on the contaminant types and concentrations, the distributions of bulk conductivity and
hydraulic permeability retrieved by the proposed approach can be inaccurate close to the source area.

In contaminant plumes far from the source, the concentrations are usually much lower (typically μg l\(^{-1}\)) or few mg l\(^{-1}\) at tens to a few hundreds of meters from the source) and the requirement of a negligible DC/IP signature is entirely fulfilled, as it is also the case at the Grindsted stream site (where for instance the maximum measured BTEX concentration was 1.7 mg l\(^{-1}\). Nevertheless, such plumes may pose a risk to the environment. For instance, in Denmark the limit in groundwater for benzene (a BTEX compound) is 1 μg l\(^{-1}\).

### 5.2 Prediction quality and resolution

The use of IP for permeability estimation in the field is not a novelty in itself (e.g. Kemna et al. 2004; Hörsted et al. 2007; Hörsted et al. 2009; Attwa & Günther 2013). However, to our knowledge the expression suggested by Weller et al. (2015) for permeability estimation (eq. 4), expressly derived for unconsolidated sediments from an extensive set of samples, was used in the field only in the cross-hole survey presented by Binley et al. (2016) and in the logging-while-drilling borehole survey presented by Fiandaca et al. (2017b). Binley et al. (2016) found the field-scale IP method to be suitable for providing estimates of hydraulic permeability in coarse-grained aquifers, but to be somewhat limited for the resolution of small-scale (e.g. lenses versus layers) contrasts in hydraulic permeability variation: low contrast in permeability resulted in relatively low structural resolution based on the distribution of IP parameters. On the contrary, Fiandaca et al. (2017b) found a very good correlation (within on average one order of magnitude) between the IP-derived permeability estimates and those derived using grain size analyses and slug-tests, with similar depth-trends and permeability contrasts. The results presented in this study, obtained only from surface TD SIP measurements, almost replicate the quality of permeability prediction shown in Fiandaca et al. (2017b), except for the lower spatial resolution of the surface imaging that resulted in underestimated predictions close to geological boundaries. Indeed, the spatial resolution of the permeability prediction naturally mimics the spatial resolution of the electrical properties from which the permeability is derived. A way for improving the prediction quality of the TD SIP inversions and to mitigate the resolution issue is to incorporate prior information in the inversion process, both in terms of parameter values and correlations lengths, as done for instance in resistivity inversion by Hermans & Irving (2017). We are currently working on a model parametrization that inverts directly for hydraulic permeability, which allows for a direct integration of the hydrological prior information. The quality of the correlation between the IP-derived hydraulic permeability and the permeability derived from slug tests/grain size analyses is influenced not only by the decrease in resolution with depth of the IP imaging, but more in general by the different support volume of the two estimates. The slug tests, and even more the grain size analyses, provide very local information compared to the surface IP-based permeability estimates. Taking into account also the uncertainty in the petrophysical relationship of eq. (4), this means that a correlation stronger than what we found (Fig. 6b) is most likely not possible. Similar reasoning is valid for the correlation between the water electrical conductivity measured in groundwater and the imaged bulk conductivity (Fig. 6a).

The limits in spatial resolution affect also the use of the imaging results for supporting the geological modelling: the geophysical models are sometimes smeared images of the geological models interpreted including all the borehole and geological information. Nevertheless, the imaging of both water electrical conductivity and hydraulic permeability was able to capture the main (hydro) geological units of the site and the areas of higher contamination, and gave a significant input in the site characterization. In particular, this led to the discovery of the contamination in the deep contaminated aquifer.

### 5.3 Applicability of petrophysical relationships

The approach proposed in this study depends on petrophysical relations and it is not applicable when these relations are not valid. In particular, the relationship for permeability estimation (eq. 4) is valid only for unconsolidated, saturated samples. Saturation is also required in the laboratory-derived empirical relation used to isolate the electrolytic bulk conduction from surface conduction (eq. 2). Empirical relations have been suggested in the literature also for the prediction of permeability on consolidated sediments (e.g. Weller et al. 2015) and corrections for the dependence on fluid saturation have been proposed for both bulk conductivity (Archie 1942) and surface conductivity (e.g. Vinegar & Waxman 1984; Ulrich & Slater 2004). Nevertheless, the extension of the proposed approach to unsaturated and/or consolidated media is beyond the scope of this study, which deals with saturated unconsolidated sediments. The quality and accuracy of the \(\sigma_{\text{bulk}}\) estimation through the BIC modelling depends on the value of \(l\) used in eq. (2) and on the assumption that the relationship is equally valid for all the investigated sediments. The good correlation found between the imaged bulk conductivity and the water conductivity measured in groundwater in this study (Fig. 6a) is not a proof of the validity of the relationship of eq. (2), but decoupling \(\sigma_{\text{bulk}}\) from \(\sigma_{\text{surf}}\) led to inversion models more representative of the geological understanding of the site and to reduction of the equivalence problem in the inversions. In fact, the use of the BIC model practically imposes a geometrical constraint between the imaginary conductivity \(\sigma''_{\text{surf}}\) section and the total DC conductivity \(\sigma_0\) section so that a chargeable layer is also conductive. This feature is desirable as long as the petrophysical relation between \(\sigma_{\text{surf}}\) and \(\sigma''_{\text{surf}}\) is applicable, because the relation is obeyed by the inversion models by construction, while it might not be fulfilled by inversions carried out for instance with the classic Cole–Cole or the MIC modelling.

### 5.4 Final remarks

The approach presented in this study can contribute to a cost-effective characterization of contaminated sites, reducing the number of drillings needed for the plume delineation and the definition of local geology and hydrogeological properties (also by guiding the drilling campaigns). The learnings on plume, hydraulic permeability field and geology are needed for modelling of contaminant transport, and hence for risk assessment and/or adequate remedial design. For instance, the geological model derived in this study (Fig. 9a), as well as the delineation of the contamination plume (Fig. 9c), will in later studies be used as a framework for building a numerical flow model simulation of contaminant transport towards the stream.
6 CONCLUSION

We developed a new approach for characterizing contaminated sites through the imaging of water conductivity \( \sigma_w \), hydraulic permeability \( k \), and lithology by means of TD SIP data. We tested the approach at a contaminated stream site using 16 TD SIP profiles and an extensive set of complementary hydrological and geologic information.

For modelling the complex conductivity in the data inversion, a reparametrized Cole–Cole model was developed, namely the bulk and imaginary conductivity (BIC) model, defined in terms of the bulk conductivity \( \sigma_{\text{bulk}} \), the MIC \( \sigma_{\text{max}} \), the relaxation time \( \tau_{\text{r}} \), and the frequency exponent \( C \). In the BIC model the bulk conductivity \( \sigma_{\text{bulk}} \) is decoupled from the real surface conductivity \( \sigma_{\text{surf}} \) through an empirical, laboratory-derived, petrophysical relation. The subsurface permeability distribution was estimated from the BIC inversion parameters \( \sigma_{\text{bulk}} \) and \( \sigma''_{\text{bulk}} \) using a laboratory-derived empirical equation valid for unconsolidated (saturated) sediments without any calibration.

The IP-derived permeability values were found to be in good agreement with the estimates obtained using slug tests and grain size analyses: most of the estimates IP-derived \( k \) values were on average within one order of magnitude. However, for a few slug tests, made close to geological boundaries, the IP-derived \( k \) values were underestimated. This is where the smooth inversion failed to produce sharp boundaries. A positive correlation was observed between water conductivity \( \sigma_w \) measured in groundwater and the imaged bulk conductivity \( \sigma_{\text{bulk}} \) and an average formation factor was estimated to be \( F = 5.1 \) for converting the imaged values of bulk conductivity into water conductivity.

The imaging of permeability and water conductivity allowed for a better discrimination of the clay/lignite lithology from the water conductivity, also due to the decrease in model equivalence of the inversion results, and the geophysical models were actively used for supporting the geological modelling. Furthermore, the direct comparison of the spatial distribution of the imaged water conductivity and the values measured in groundwater, in conjunction with the permeability imaging and the geological interpretation, allowed for the discovery of an unknown increase of \( \sigma_w \) in the deeper (confined) aquifer, in the northern part of the survey area. Water samples from confirmation wells drilled after the survey showed elevated concentration of inorganic compounds, which are linked to the elevated water conductivity in the confined aquifer. High concentrations of xenobiotic organic contaminants such as benzene, metabolites of chlorinated solvents, sulfonamides, and barbiturates were also observed in the new boreholes.

These new findings pave the way for a detailed and inexpensive mapping of bulk/water conductivity, permeability, and lithology at contaminated sites using surface TD SIP measurements, and for cost-effective risk assessment and remedial design.
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