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22q11.2 Deletion Syndrome (22q11.2DS) has been shown to be associated with a markedly increased risk for schizophrenia. Therefore, 22q11.2DS is a homogeneous genetic liability model which enables studies intending to identify functional abnormalities that may precede disease onset of schizophrenia. Being able to define these functional abnormalities could potentially assist in the search of biomarkers for schizophrenia. These are highly desired since early notification as well as early treatment have shown positive effects on everyday functioning in schizophrenia patients.

This thesis aimed at looking for functional abnormalities, known to be found in schizophrenia, in a cohort of 22q11.2 deletion carriers. The search for functional abnormalities in the 22q11.2 deletion syndrome cohort, was carried out measuring EEG while subjects engaged in a roving mismatch negativity (MMN) paradigm as well as an auditory steady state paradigm. Both of these paradigms are known to involve processes that are impaired in schizophrenia. This thesis ties together the three main contributions which are divided into three studies.

In the first study, the responses to a roving MMN paradigm were assessed in 22q11.2 deletion carriers and healthy controls. The search for functional abnormalities in the 22q11.2 deletion syndrome cohort, was carried out measuring EEG while subjects engaged in a roving mismatch negativity (MMN) paradigm as well as an auditory steady state paradigm. Both of these paradigms are known to involve processes that are impaired in schizophrenia. This thesis ties together the three main contributions which are divided into three studies.

In the first study, the responses to a roving MMN paradigm were assessed in 22q11.2 deletion carriers and healthy controls. Both conventional analysis of the MMN responses as well as a more sophisticated approach by means of Dynamic Causal Modelling (DCM) were carried out. DCM is a technique to extract effective connectivity between pre-specified brain areas. With this technique we investigated the underlying network of change detection in the two groups. While we found no indication of a reduced MMN response at the scalp level in the 22q11.2 deletion carriers, results indicated a reduced intrinsic connectivity as well as re-
duced backward connectivity in the carriers. Further, scalp data showed that 22q11.2 deletion carriers had an enhanced response to tones as increased N1 amplitudes were observed.

Second study extended study number one by employing a parametric DCM to study the underlying network of repetition suppression in 22q11.2 deletion carriers and healthy controls. Here, results indicated that repetition-dependent changes in effective connectivity can be explained by a u-shaped function, indicating that both adaptation and predictions are involved in repetition suppression. Further, scalp data showed that 22q11.2 deletion carriers had a reduced ability to suppress the responses to repeated auditory stimuli.

Finally, in the third study the ability to generate 40 Hz cortical oscillations were assessed in 22q11.2 deletion carriers as well as healthy controls using an auditory steady state paradigm. Here, it was found that both phase and power of the 40 Hz oscillatory activity were reduced in 22q11.2 deletion carriers as compared to healthy controls.

In the three studies, results both similar and dissimilar to what is observed in the schizophrenia literature were found. The studies contribute in understanding the underlying pathology of 22q11.2 deletion syndrome and if results are confirmed by longitudinal follow up studies, the results might contribute in the search of biomarkers for schizophrenia.
22q11.2 Deletion Syndrom (22q11.2DS) er associeret med en markant forhøjet risiko for at udvikle skizofreni. Derfor udgør 22q11.2DS en homogen genetisk model der muliggør at undersøge funktionelle anormaliteter der finder sted før frembrud af sygdommen skizofreni. Ved at identificere disse funktionelle anormaliteter vil det potentielt være muligt at bidrage til søgen om biomarkører til skizofreni. Disse biomarkører er meget attraktive idet tidligere studier har vist at identification af skizofreni på et tidligt stadii, og dermed tidlig opstartning af behandling, kan medføre en positiv effekt på hverdagsfunktioner og funktionel status.

Formålet med denne afhandling er at søge efter funktionelle anormaliteter, som findes i skizofreni, i en gruppe med 22q11.2DS. Vi søgte efter disse funktionelle anormaliteter ved at undersøge responser til to forskellige auditive paradigmer mens vi målte EEG på bærere af 22q11.2DS og raske kontroller. De to paradigmer inkluderede et ”roving mismatch negativity” (MMN) paradigme og et ”auditory steady state” paradigme. Begge disse paradigmer, har vist at inkludere processer der er nedsat i skizofreni. Denne afhandling inkluderer tre forskellige studier, som sammenkædes i afhandlingen.

I det første studie blev responser til det førømtalte MMN paradigme undersøgt i bærere af 22q11.2DS samt raske kontroller. For at undersøge disse responser blev der både brugt konventionelle metoder, men også mere sofistikerede metoder som ”Dynamic Causal Modelling” (DCM). DCM er en teknik til at udtrække effektiv connectivitet mellem specificerede hjerne områder. Ved hjælp fra denne teknik undersøgte vi det underliggende netværk involveret i processeringen af MMN paradigmet i begge grupper af forsøgspersoner. På trods af at vi ikke fandt nogen
forskelle i MMN responser via den konventionelle analysemetode, gav resultaterne fra DCM analysen en indikation af at nogle parametre der er involveret i processeringen af MMN paradigmet er reduceret hos bærere af 22q11.2DS. I studie nummer to udvidede vi analyserne fra studie nummer et, ved at bruge en parametrisk DCM til at undersøge det underliggende netværk for "repetition suppression". Resultaterne viste at "repetition suppression" bliver processeret i overensstemmelse med teorien "predictive coding". Derudover, indikerer resultaterne at denne process afviger en smule hos bærere af 22q11.2DS i forhold til raske kontroller. Derudover fandt vi at bærere af 22q11.2DS har en reduced evne til at undertrykke responser til gentagne stimuli. Endelig undersøgte vi i studie tre, hvorledes bærere af 22q11.2DS er i stand til at genere 40 Hz hjerne oscillationer. Både power og fase af 40 Hz hjerne oscillationer hos bærere af 22q11.2DS viste sig at være nedsat sammenlignet med raske kontroller.

I alle tre studier fandt vi både resultater der er tilsvarende det man finder i skizofreni litteraturen, men også resultater der afviger fra dette. Studierne bidrager til forståelsen af patofysiologien i 22q11.2DS. Derudover vil resultaterne kunne bruges i søgen for biomarkører til skizofreni hvis resultaterne bliver bekræftet i et longitudinelt studie.
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<tr>
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</tr>
<tr>
<td>A1</td>
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<tr>
<td>ADHD</td>
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</tr>
<tr>
<td>ASSR</td>
<td>Auditory Steady State Response</td>
</tr>
<tr>
<td>CANTAB</td>
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</tr>
<tr>
<td>CNV</td>
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<tr>
<td>DCM</td>
<td>Dynamic Causal Modelling</td>
</tr>
<tr>
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</tr>
<tr>
<td>ECD</td>
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</tr>
<tr>
<td>EEG</td>
<td>Electroencephalography</td>
</tr>
<tr>
<td>ERP</td>
<td>Event Related Potential</td>
</tr>
<tr>
<td>EPSP</td>
<td>Excitatory Postsynaptic Potential</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
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<tr>
<td>IFG</td>
<td>Inferior Frontal Gyrus</td>
</tr>
<tr>
<td>IPSP</td>
<td>Inhibitory Postsynaptic Potential</td>
</tr>
<tr>
<td>MINI</td>
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</tr>
<tr>
<td>MMN</td>
<td>Mismatch Negativity</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>SIPS</td>
<td>Structured Interview for Prodromal Syndromes</td>
</tr>
<tr>
<td>SOA</td>
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</tr>
<tr>
<td>STG</td>
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Chapter 1

Introduction

Being able to think, feel and behave are among things we take for granted in everyday life. However, these fundamental elements are disrupted in the disease schizophrenia; a neurodevelopmental brain disorder. Schizophrenia is a severe heterogeneous disease, where diagnosis is based solely on clinical criteria (Os van et al., 2009). Schizophrenia is characterized by its symptoms; negative, positive and cognitive (Andreasen et al., 1995), and has a lifetime prevalence of 4 per 1000 live birth (Saha et al., 2005). Previous recent studies on early notification as well as early treatment of schizophrenia have shown positive effects on clinical outcomes and everyday functioning in schizophrenia patients (Larsen et al., 2010; Hegelstad et al., 2012; Melle et al., 2004). Therefore, there is a need for robust biomarkers to target not only better diagnosis but further to target new treatment.

Searching for biomarkers for schizophrenia has been occupying various scientists during the last decades, see (Weickert et al., 2013) for a review. As the diagnose of schizophrenia currently suffers from subjective decisions, the diagnosis would benefit from a more objective test. However, this imposes huge challenges due to the heterogeneity of the disease. Therefore multiple biomarkers for schizophrenia could be needed to capture subgroups of the disease. Crucial criteria for a biomarker are reliability and validity. It therefore becomes obvious that fulfilling these criteria requires many years of research as well as interdisciplinary longitu-
The last decades have resulted in major breakthroughs in delineating genetic predisposition for schizophrenia. A specific genetic anomaly named 22q11.2 Deletion Syndrome (22q11.2DS) has shown to be associated with a markedly increased risk of schizophrenia (Stefansson et al., 2008; Stone et al., 2008; Bassett et al., 2008). Due to this high risk profile that 22q11.2 deletion carriers constitute, it becomes obvious to search for biomarkers within this particular group.

Event-related potentials (ERPs) measured with electroencephalography (EEG) have different properties that make them suitable in the search for potential biomarkers (Luck et al., 2011). One property is the time resolution, which makes the measure of neural synchrony, i.e. oscillations possible. Further, ERPs have been used for several decades in the investigation of psychiatric illnesses. A take-off in the search for biomarkers within the 22q11.2DS is therefore to establish if the deficits in ERP experiments observed in schizophrenia, is also present in 22q11.2DS. This motivates the topic of my thesis which exactly searches for functional abnormalities, known to be present in schizophrenia, in a group of 22q11.2 deletion carriers. The project is part of a larger Danish nation wide research initiative described extensively in (Schmock et al., 2015) and more briefly in the following section.

### 1.1 The Danish 22q11.2 Research Initiative

The Danish 22q11.2 research initiative (Schmock et al., 2015) overall aims at identifying a multi-dimensional model predictive of pathology for attention deficit hyperactivity disorder (ADHD), autism and schizophrenia. This includes different domains covering cognitive, environmental exposures, neuroanatomical and most importantly, in terms of this thesis, neurophysiological. The research initiative includes two approaches; a population based study design and a functional and structural design which in brief concerns:

**Population** This approach is based on a population containing all Danish citizens born from 1954 to present where 244 22q11.2 deletion carriers are recorded in the Danish Cytogenetic Central Register. Here, the aim is to get an overall overview of the 22q11.2 deletion carriers in Denmark in terms of incidence of developmental disorders as well as mapping environmental, family disposition and prenatal stressors to impact of disease outcomes. Additionally this approach aims to follow disease propagation over time.
1.2 Objectives and Contributions

Functional-Structural This approach is based on a recruited sample of the 22q11.2 deletion carriers where the focus is on delineating imprints of 22q11.2 by means of cognition, psychopathology, neurophysiology and neuroanatomy. This includes both a case-control setup where differences between 22q11.2 deletion carriers and healthy non-carriers can be investigated as well as a case-only design where correlates of the imprints can be studied. This design includes two protocols; one protocol including psychopathology and cognition and a protocol including functional brain mapping.

The current thesis focuses on the functional-structural approach of the research initiative with a main emphasis on the functional brain mapping protocol. The content on this approach and what is a part of the current thesis, is summarised in figure 1.1. In particular the main focus in this thesis is the EEG part of the project, where I have collected and analysed data from the two auditory paradigms; a roving mismatch negativity (MMN simple in figure 1.1) paradigm and an auditory steady state paradigm (ASSR in figure 1.1).

In order to investigate how the EEG signatures correlate with the individual psychopathology of the 22q11.2 deletion carriers the symptoms scores (from SIPS in figure 1.1), were included as well. These were collected by two experienced and SIPS certified clinicians.

1.2 Objectives and Contributions

The main objective of this thesis was to examine electrophysiological abnormalities, consistently found in schizophrenia, in a group of 22q11.2 deletion carriers and healthy non-carriers. To this end, high density EEG was used while subjects engaged in two different auditory paradigms; MMN and ASSR. Both of these paradigms involve underlying processes that are impaired in schizophrenia. The work is divided into three different studies where the objective for each can be seen below:

Study 1: An auditory MMN paradigm was used to test for differences in MMN responses as well as investigate effective connectivity in the underlying neural network model of change detection in the 22q11.2 deletion carriers as compared to healthy non carriers.

Study 2: In the same auditory paradigm from study 1 we studied the underlying
Figure 1.1: Overview of the functional-structural approach of the Danish 22q11.2 Research Initiative divided into the three parts; psychopathology, cognition and functional brain mapping. As can be seen from the figure, the MMN simple and ASRR from the the EEG package is part of the current thesis. The dotted line connecting results from the SIPS scores, represents that the data from the SIPS scores are included in the thesis but not the main part.
neural network of repetition suppression in 22q11.2 deletion carriers and healthy non carriers.

**Study 3:** An ASSR paradigm was used to study how gamma oscillations and thereby cortical integration of information is affected in 22q11.2 deletion carriers as compared to healthy non carriers.

### 1.3 Outline of the Thesis

In addition to the current chapter, the thesis consists of chapters that tie together contributions from the papers which include one submitted journal paper (accepted for publication in Schizophrenia Bulletin pending minor revision) as well as two journal paper drafts. In summary, the remainder of the thesis is structured as follows:

**Chapter 2**  Gives the background information common for the work conducted in the thesis.

**Chapter 3**  Describes the background and methods used in study 1 and 2 regarding effective connectivity in 22q11.2 deletion carriers. Further, the chapter includes a summary of findings in the two studies.

**Chapter 4**  Describes the background and methods used in study 3 where neural processing in cortical circuits via auditory steady state potentials in 22q11.2 deletion carriers were investigated. A summary of findings in study 3 is also included in this chapter.

**Chapter 5**  This chapter discusses the findings of the three contributions altogether and gives perspectives of future work.
With this chapter, the reader is provided with background information common for the three contributions of the thesis. Starting with section 2.1, the 22q11.2 Deletion Syndrome is described. Hereafter, section 2.2 will introduce what we are measuring with EEG and what it can be used for. Section 2.3 will end the chapter by describing how the brain can be seen as a connected Bayesian device.

### 2.1 22q11.2 Deletion Syndrome

The 22q11.2 deletion syndrome (22q11.2DS) is one of the most common copy number variants (CNV) caused by a microdeletion on the long arm of chromosome 22 (Goodship et al. 1998; Oskarsdóttir et al. 2004; Robert J. Shprintzen 2005) with the majority of the deletions being 3 megabases in size. The clinical phenotype of the syndrome is highly variable ranging from congenital heart disease, abnormalities of the palate to learning problems and psychiatric problems (Robin, Shprintzen 2005). Recently it has become clear that individuals carrying a 22q11.2 deletion have an increased risk of developing neurodevelopmental disorders such as schizophrenia, autism spectrum disorder and attention deficit
hyperactivity disorder (Bassett et al., 2008; Schneider et al., 2014; Purcell et al., 2009). In a recent Danish registry study (as part of the Danish 22q11.2 Research Initiative) the risk of developing schizophrenia was approximately 8 times higher than in the normal population (Vangkilde et al., 2016). According to the International Consortium on Brain and Behavior in 22q11.2 Deletion Syndrome, the prevalence of schizophrenia-spectrum disorder is 24% in adolescent and 41% in adult 22q11.2 deletion carriers (Schneider et al., 2014). This high prevalence of schizophrenia development in 22q11.2 deletion carriers, makes the 22q11.2 deletion the highest known genetic risk factor for schizophrenia and therefore a good model for studying early pathogenesis of schizophrenia. Investigation of the early pathogenesis of schizophrenia can potentially lead to early clinical diagnostics and therefore intervention. This is highly relevant from a clinical perspective since early detection of schizophrenia and hence early intervention has shown positive effects on clinical as well as functional status (Larsen et al., 2010; Hegelstad et al., 2012).

2.1.1 Included 22q11.2 Deletion Carriers

All 22q11.2 deletion carriers included in the studies as part of the current thesis are a subgroup of the Danish 22q11.2 cohort described in the introductory chapter and extensively in (Schmock et al., 2015). All deletion carriers were without a diagnosis of schizophrenia or any other psychotic illnesses. Further, a control group without the deletion were included with comparable age distribution and sex ratio. The exclusion criteria for the control group were as follows:

- Schizophrenia, schizotypical and delusional disorders (ICD10 DF20-29)
- Bipolar disorder (ICD10 DF30-31)
- Depression (ICD DF32-33) except for a past episode of mild or moderate depression (ICD10 DF 32.0 or 32.1)
- Substance abuse
- A first degree relative with a psychotic illness

Both 22q11.2 deletions carriers as well as non carriers were in the age range from 12 to 25 years. The age limit of 12 were chosen in order to ensure that the children were able to cope with the entire examination. Since schizophrenia usually takes its onset in early adulthood, the age of 25 were chosen as the higher age limit.
2.2 What are we Measuring with EEG?

EEG is a widespread method for recording electrical signals from the brain by attaching electrodes to the scalp of the head. By accessing these signals it is possible to get an insight into how the brain works in different scenarios both in normal circumstances but also under pathological states on a very high temporal resolution. The signals measured with EEG, originate from communication between neurons in the cortex (Niedermeyer, Da Silva 2004; Nunez, Srinivasan 2006). Each neuron consists of a cell body that branches into dendrites and an axon. The axon serves as a contact to either other neurons or target organs whereas the dendrites act as the input source to the neuron receiving the transmitted signal and generate small currents that propagate to the cell body. The communication between the neurons can either be excitatory or inhibitory via excitatory/inhibitory postsynaptic potentials (E/IPSP). The EPSP makes an action potential more likely whereas the IPSP acts in the opposite direction and inhibit an action potential (Nunez, Srinivasan 2006). The change in the membrane potential of the neuron gives rise to a current flow which again gives rise to a field potential in the extracellular space. When the neurons are aligned this field potential sums up and can be recorded via the electrodes on the scalp. Since the pyramidal cells located in the cortex are aligned, the measured EEG signals are believed to be generated from these (Nunez, Srinivasan 2006). One of the main challenges when using EEG, is the low spatial resolution. However, the high temporal resolution that EEG offers makes it possible to, amongst other things, closely study the processes aligned to a certain event or stimuli, the event related potential (ERP) (Luck 2014).

2.2.1 Event Related Potentials

Event related potentials (ERPs) are the brain potentials observed time locked to a given external event. The signal recorded is usually very small compared to the background EEG, and to overcome this, multiple events of the same condition is usually averaged together to obtain a higher signal to noise ratio (Luck 2014). The ERPs can be used to assess different processes, for example sensory information processing within different domains. In the current thesis ERPs were used to assess sensory information in the auditory domain. Using auditory evoked potentials, the components spanning the full length of the auditory pathway can be studied (Pratt 2011). The very early components recorded in the initial 10 ms after stimulus onset include the auditory nerve and brainstem responses (ABRs). The middle latency responses are defined between 10 and 60 ms after stimulus
onset and finally the long latency components defined between 60 and 200 ms after sound onset. The components of the long-latency responses is usually defined by their polarity and latency. The general components of an auditory evoked potential is, P50, N1 and P2, occurring around 50ms, 100ms and 200 ms after stimulus onset respectively. The P and N refers to the polarity of the components and stands for positive or negative respectively. Both the middle latency and long latency potentials are believed to reflect cognitive processing of the sensory input (Pratt 2011).

2.3 The Connected Bayesian Brain

The cerebral cortex is organised in a hierarchical manner consisting of 6 layers with 10 to 14 billion neurons (Felleman, Van Essen 1991, Shipp 2007). Layer I is the molecular layer, which contains very few neurons; layer II the external granular layer; layer III the external pyramidal layer; layer IV the internal granular layer; layer V the internal pyramidal layer; and layer VI the multiform, or fusiform layer. Each cortical layer contains different neuronal shapes, sizes and densities as well as different organizations of nerve fibres. Functionally these six layers of the cortex can be divided into three layers. Layers I-III make up the supragranular layer, where layers V and VI constitutes the infragranular layer. Together these two layers are called agranular layers. Left is layer IV constituting the granular layer. The reason for this structuring is the way the different layers communicate within the cortical sheet (via intrinsic connections) but also to other regions (via extrinsic connections) as defined by (Felleman, Van Essen 1991). Lateral connections originate in the agranular layers and target all layers. The forward connections originates in the agranular layers as well and terminate in the granular layer. Finally backward connections originates in the agranular layers and target agranular layers.

The connections forward and backward, mediate two types of processing; bottom-up and top-down processing respectively. Bottom-up (also called forward) processing includes information passing from lower level areas to higher level areas whereas top-down (also called backward) processing concerns information passing from higher level areas to lower level areas. Within this notion, lower level areas are associated with processing of sensory input whereas the higher level areas represents more cognitive associative areas (Mumford 1992). The way that this information passing is taking place, is then in accordance to the connectivity rules described above.

Predictive coding (Rao, Ballard 1999, Friston 2002b, 2005) is the notion that the brain makes inferences about the causes of sensory input and constantly tries
2.3 The Connected Bayesian Brain

to minimize prediction errors. This idea goes in line with the notion that the brain is working as a Bayesian device as postulated in *The Bayesian brain hypothesis* (Knill, Pouget 2004). The Bayesian brain hypothesis implies that the brain utilises Bayesian probability theories in order to infer on causes. Hence, the brain is building a model of the "world" and then uses this model to predict future events. According to Bayesian probability theories, the brain formulates a prior expectation of the causes (i.e. prior probability $p(\theta)$) in higher levels. The likelihood of the data, given the causes $p(y|\theta)$ is generated in the lower levels that can then be used to compute the posterior probabilities of the causes $p(\theta|y)$. That means that the brain is believed to act in accordance with Bayes rule given in (2.1).

$$p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)} \quad (2.1)$$
Chapter 3

Effective Connectivity

This chapter presents background information as well as methods for study 1 and 2 which focus on the underlying neural network as well as effective connectivity engaged in a roving MMN paradigm. In the first section, section 3.1, the reader will be provided with an introduction to the auditory paradigm used. In order to investigate effective connectivity in the 22q11.2 deletion carriers, we utilised Dynamic Causal Modelling (DCM), which is described in section 3.2. Finally the chapter is rounded off by a summary of findings in the two contributions; paper A and paper B.

3.1 Mismatch Negativity

Mismatch negativity is evoked in oddball paradigms whereby standard stimuli form a rule that is occasionally violated by oddball events. The auditory MMN was first discovered by Risto Näätänen back in 1978 (Näätänen et al., 1978) and has since become a widely used tool in cognitive neuroscience (Näätänen, Winkler, 1999; Näätänen et al., 2007) as well as in clinical research (Näätänen, 2003). Classical oddball paradigms include a sequence of sounds where standard tones
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Figure 3.1: (a) Experimental design of the roving MMN paradigm. (b) MMN response from channel Fz, when subtracting S4 (tone number 5) from D (tone number 1).

are presented the majority of the time, for example 80% and oddball events are then introduced to violate a rule appearing randomly with a 20% probability in this example. The MMN can then be extracted by subtracting the response to the standard tone from the response to the oddball tone. MMN has a negative deflection peaking at 100-250 ms after onset of the change. Oddballs in MMN paradigms can break different types of regularities; frequency, duration, silent gap or intensity and different kind of oddballs can further be combined into one paradigm (Näätänen et al., 2004).

MMN is not only elicited in classical settings but also in roving paradigms (Baldeweg et al., 2004; Garrido et al., 2008), where the nature of the memory trace leading to MMN can be investigated. The MMN paradigm used in the work of this thesis is a roving MMN paradigm adapted from (Garrido et al., 2008), see figure 3.1a. Within each stimulus train or sequence, all tones are of one frequency, either 1000 Hz or 1200 Hz respectively and followed by a train with changed frequency. The number of tones in each sequence is drawn from a uniform distribution between 1 and 9. Within this setup, the first tone of each sequence deviates from the preceding tone, and is perceived as an oddball that with number of repetitions becomes the new standard. One of the advantages of using a roving MMN paradigm as compared to classical oddball paradigms is that the responses extracted to generate the MMN stems from the same stimuli, i.e. having the same physical property. Hence, any difference in the two responses can only be explained by its perception and not the stimuli per se. An example of a MMN response from the roving paradigm employed in the current thesis extracted from channel Fz, can be seen in figure 3.1b. The response shows a negative deflection around 150 ms, which characterises the MMN.

From the roving paradigm the phenomenon of repetition suppression can also be
3.1 Mismatch Negativity

Repetitions of tones result in a decrease in evoked responses i.e. repetition suppression. This mediates changes in mismatch responses as repetitions of tones increases and the oddball eventually becomes the standard.

3.1.1 Underlying Mechanisms

MMN is believed to reflect an index of change-detection. Hence the MMN mirrors the brain’s ability to perform automatic comparisons between consecutive stimuli and by means of EEG it provides an electrophysiological index of sensory learning and perceptual accuracy. Although the MMN has been studied extensively, the underlying mechanisms is not fully understood yet. However it is now becoming more and more evident that MMN has been reframed in terms of an interplay between current inputs and predictions based on a learnt regularity, accommodated by the theory of predictive coding. In this way predictive coding has unified two competing hypothesis about the MMN; the model-adjustment hypothesis and the adaptation hypothesis. The model-adjustment hypothesis states that MMN is a response to an unexpected stimulus change, hence an error detection mechanism where incoming stimuli is compared to the memory trace of past events. The adaptation hypothesis implies that MMN is generated by much simpler mechanisms, namely neural adaptation of neurons in the auditory cortex. This neural adaptation causes a delayed N1 component as well as a decrease in amplitude. The N1 component is related to early auditory processing and is the negative component observed 80-120 ms after stimulus onset. Hence when obtaining the difference wave, the adaptation hypothesis states that the MMN is a product of the N1 differential.

Neural generators of the MMN have been widely studied, see for example. The proposed underlying sources includes bilateral primary auditory cortex (A1), bilateral superior temporal cortex where the secondary auditory cortex is located (STG), and finally bilateral inferior frontal gyrus (IFG) although findings are most consistent in the right hemisphere for the IFG.

Approaches to modelling MMN have shown evidence that predictive coding can account for the MMN. The predictive coding theory postulates an interplay between current inputs and predictions based on a learnt regularity, involving bottom-up and top-down processing linking lower-level sensory systems with higher order cortical areas.
level where predictions then are passed down the hierarchy via backward connections.

3.1.2 MMN and Schizophrenia

It is well established that MMN is reduced in schizophrenia [16 Effective Connectivity Catts et al., 1995; Michie, 2001; Näätänen, Kähkönen, 2009; Umbricht, Kriljes, 2005]. In addition to this it has become evident that MMN is also reduced in first-episode psychosis [Atkinson et al., 2012; Hsieh et al., 2012] as well as first degree relatives [Jessen et al., 2001; Michie et al., 2002]. The MMN is usually observed reduced at frontal sides, but intact at temporal sides in schizophrenia [Baldeweg et al., 2002]. A recent study aiming for prediction of psychosis using duration MMN demonstrated that the MMN was significantly reduced in at-risk subjects who converted to first-episode psychosis when comparing to non-converters [Bodatsch et al., 2011]. The authors argue that MMN can be used as a predictor for conversion and an individualised risk estimation.

3.1.3 MMN and 22q11.2DS

Studies on MMN in 22q11.2DS are limited. Although, the first study was conducted in 1997 by Cheour et al., 1997, where a reduced MMN to pitch deviants was observed in children with CATCH (previous name of 22q11.2DS) compared to healthy children, the follow up studies are few. Since then, it was found by Baker et al., 2005 that duration MMN was reduced at frontal sides but preserved at temporal sides. This is in line with what is observed in the schizophrenia literature (see section 3.1.2 above). However, a more recent study by Zarchi et al., 2013 did not replicate these findings and showed no difference in MMN amplitudes between carriers of 22q11.2 deletion syndrome and healthy controls when using frequency, intensity, directionality, duration and silent gap deviants. However, there are some differences between the two studies; in Baker et al., 2005 subjects included were 12-21 years of age and no subjects met criteria for a diagnosis of psychotic disorder. In Zarchi et al., 2013 the age of subjects had a mean of 20.6 years with standard deviation 9.6 and a proportion (14.65%) met criteria for schizophrenia. These dissimilarities between studies might contribute in explaining the differences in results.
3.1.4 Predictive Coding and Schizophrenia

Recent studies have shown that the interplay between top-down and bottom-up processing involved in predictive coding, is disrupted in schizophrenia [Fogelson et al., 2014; Dima et al., 2010, 2012; Adams et al., 2013]. In [Dima et al., 2010] DCM was used to assess effective connectivity when subjects engaged in a holow mask illusion task. The authors showed a weakened top-down processing together with a strengthened bottom-up processing in schizophrenia patients as compared to controls. In [Fogelson et al., 2014], elevated connectivity within the visual system during target detection, from higher hierarchical levels to lower levels was observed. In addition to this, [Adams et al., 2013] suggest that parts of the pathology of schizophrenia can be explained by a loss of precise top-down predictions, suggesting that everything is perceived as surprising. Traditional approaches to analysing MMN responses involve extracting amplitude and latency values from pre-selected electrodes and pre defined time windows. However, it is believed that functional integration among brain areas is a core pathology of psychosis as formulated in the disconnection hypothesis [Friston, 1998; Stephan et al., 2006] and therefore encourage the use of more sophisticated ways of analysing MMN responses. This motivates the use of DCM, a hypothesis driven method to extract effective connectivity among pre-specified brain areas, explained in the following section.

3.2 Dynamic Causal Modelling

Dynamic causal modelling (DCM) is a hypothesis driven biologically plausible method to estimate effective connectivity between known sources or brain areas and how this is affected by experimental factors [David et al., 2006; Friston et al., 2003]. Effective connectivity is the influence of one neural system exerts over another [Friston, 2011]. The method was originally developed for fMRI [Friston et al., 2003] modelling the hemodynamic response but later the huge potential for applying it to EEG data became clear because of the high temporal resolution that EEG offers. Within the EEG modality, DCM can be employed for ERP’s, induced responses, cross spectral densities and phase coupled responses. Here only DCM for ERPs will be described since it was used for ERPs in this thesis.
3.2.1 Hierarchical Neural Mass Models

DCM is build upon neural mass models of interacting cortical regions. A forward model then supplements the neural mass models of neural activity, transforming the neural activity into the measured EEG scalp data (here ERPs). The neural mass models are based on the model by [Jansen, Rit 1995] and described extensively in [David et al. 2005]. The models take into account the hierarchical organisation of the cortex wherein three subpopulations of neurons (pyramidal, spiny-stellate and inhibitory interneurons) are assigned to the three layers of the cortex. In the agranular layers the excitatory pyramidal cells and inhibitory interneurons are located whereas the excitatory spiny stellate cells are located in the granular layer. These three subpopulations of neurons and thereby cortical layers are connected with intrinsic connections.

Together, the three layers in a certain area make up a one source model that then can be used to construct a hierarchical network of sources that communicate via extrinsic connections. Within the hierarchical network of sources forward connections originate in the agranular layers and terminate in the granular layer, backward connections link agranular layers and finally lateral connections originate in agranular layers and target all layers. These connectivity rules are described in [David et al. 2005] and based on [Felleman, Van Essen 1991]. The concept of a single source DCM can be seen in figure 3.2a together with a four source DCM in figure 3.2b, where each cortical layer is represented in the rectangular boxes. From each of the cortical layers the state equations that are assigned to the subpopulations can be seen. Each equation is a first-order differential equation describing the rate of voltage change in the neural population, see equation (3.1).

\[
\begin{align*}
\dot{x}_7 &= x_8 \\
\dot{x}_8 &= \frac{H_e}{\tau_e} ( (A^B + A^L + \gamma_3 I) S(x_0)) - \frac{2x_8}{\tau_e} - \frac{x_7}{\tau_e^2} \\
\dot{x}_1 &= x_4 \\
\dot{x}_4 &= \frac{H_e}{\tau_e} ( (A^F + A^L + \gamma_1 I) S(x_0) + Cu) - \frac{2x_4}{\tau_e} - \frac{x_1}{\tau_e^2} \\
\dot{x}_0 &= x_5 - x_6 \\
\dot{x}_5 &= x_5 \\
\dot{x}_2 &= \frac{H_e}{\tau_e} ( (A^B + A^L) S(x_0) + \gamma_2 S(x_1)) - \frac{2x_5}{\tau_e} - \frac{x_2}{\tau_e^2} \\
\dot{x}_3 &= x_6 \\
\dot{x}_6 &= \frac{H_i}{\tau_i} \gamma_4 S(x_7) - \frac{2x_6}{\tau_i} - \frac{x_3}{\tau_i^2}
\end{align*}
\] (3.1)
Figure 3.2: (a) One source DCM with the neural mass models assigned to each sub-population (b) 4 source DCM, and the connectivity rules for the extrinsic as well as intrinsic connections. Figure inspired from [David et al., 2006; Kiebel et al., 2008]
Within a given source, the states \( x_0, ..., x_8 \), represents the mean transmembrane potentials. In equation (3.1) and in figure 3.2a, the matrices \( A^F, A^B, A^L \) contains the extrinsic forward, backward and lateral connections respectively, \( Cu \) contains the input connections. \( \gamma_{1,2,3,4} \), controls the strength of intrinsic connections between the three subpopulations and reflect the total number of synapses in each sub-population. The parameters \( H_{e,i} \) and \( \tau_{e,i} \) represents the maximum post-synaptic potential and the time rate constants for the synapses with the subscripts \( e, i \) referring to either excitatory or inhibitory. The average depolarisation of pyramidal cells in each source, \( x_0 \) includes potentials induced by both excitatory and inhibitory currents. Within the framework of this model, the potential \( x_0 \), is presumed to be the source of the observed EEG signal.

The final elements for describing the neuronal model underlying DCM are two operations that describe the dynamics of the synaptic potentials. The first translates the average of pre-synaptic input \( p \), into the average post synaptic potentials \( x \) by convolving with the kernel \( h \), \( x = h * p \) where \( h \) is defined in (3.2). Finally, the last operator \( S \), transforms the average membrane potential of the subpopulations, \( x \), into an average firing rate, see equation (3.3) where \( r \) is a parameter controlling its curvature.

\[
\begin{align*}
h(t) &= \begin{cases} 
Ht \exp(-t/\tau) / \tau & t \geq 0 \\
0 & t < 0 
\end{cases} \\
S(x) &= \frac{1}{1 + \exp(-rx)} - \frac{1}{2}
\end{align*}
\]  

(3.2) 

(3.3)

From figure 3.2 and the state equations in 3.1, it can be seen that the connectivity rules described earlier are obeyed. As an example \( \dot{x}_8, \dot{x}_4 \) and \( \dot{x}_5 \) obeys that the state dynamics are mediated by lateral connectivity in all three layers whereas the state dynamics are mediated by forward and lateral connection in the granular layer (see \( \dot{x}_4 \)) and backward and lateral connections in the agranular layer (see \( \dot{x}_5 \)).

In order to model perturbations caused by an event or stimulus, an input, \( u \), is needed. As mentioned, this is fed to the system via the input connections contained in \( Cu \), that is equivalent to forward connections with input delivered to the granular layer. The input is modelling the afferent activity from subcortical sources and given by equation (3.4), (David et al., 2006).

\[
u(t) = b(t, \eta_1, \eta_2)
\]  

(3.4)

Equation (3.4) models the event-related burst, delayed with respect to stimulus onset and the dispersion of subcortical synapses and conduction, given by a gamma density function with scale constants \( \eta_1 \) and \( \eta_2 \) (David et al., 2006).
important thing to note is that the event related input is the same for all stimuli, meaning that any effect of the experimental factors is caused by ERP-specific changes in connection strengths.

The difference in responses due to experimental stimuli can be mediated either by extrinsic connections or intrinsic connections (David et al., 2006). The extrinsic reflects the changes in coupling to other sources, whereas the intrinsic reflects changes within one source: i.e. mediating local adaptation. The effect of stimuli on the extrinsic connections is modelled by coupling gains as seen in (3.5).

\[
A_{i,j,k}^F = A_{i,j}^F B_{i,j,k} \\
A_{i,j,k}^B = A_{i,j}^B B_{i,j,k} \\
A_{i,j,k}^L = A_{i,j}^L B_{i,j,k}
\]

(3.5)

In (3.5), \(A_{i,j}\) includes the strength of connection from the \(j\)'th to the \(i\)'th source and \(B_{i,j,k}\) is the the gain for the \(k\)'th ERP. As in figure 3.2a, \(F, B, L\) in (3.5) represents forward, backward and lateral connections. The intrinsic connections is modelled by a gain on the amplitude of \(H_e\), where a gain greater than one means that the maximum response that can be observed from a given source is increased.

In brief, DCM is defined by its state equations given in (3.1) and summarised on compact form in (3.6) as well as an output function, \(y\), given by (3.7).

\[
\dot{x} = f(x, u, \theta) \\
y = L(\psi)x_0 + \epsilon
\]

(3.6) (3.7)

The spatial forward model linking the signal of the pyramidal subpopulation \(x_0\) to the scalp data \(y\), given by the lead field matrix \(L(\psi)\) in (3.7) is parametrized by the location and orientation of each source (Kiebel et al., 2006). This matrix gives the contribution of each source to the scalp level ERP data, hence the equation provides the relationship between the neuronal states and the measured ERP data. In the work of the current thesis it is assumed that the spatial expression of each source is modelled by one equivalent current dipole (ECD). The head model employed assumes that the brain, scalp, skull and cerebrospinal fluid can be approximated by 4 concentric spheres. Each sphere has a homogeneous and isotropic conductivity. The leadfield for each dipole becomes a function of orientations as well as locations of the dipoles.

In summary, by integrating the state equations and passing the states through the observer equation, the predicted measurement can be generated.
3.2.2 Model Estimation and Bayesian Model Selection

Each model is fitted to the EEG data by choosing the parameters of the model, \( \theta \), that minimises the difference between the observed and predicted EEG data when accounting for the model complexity (Kiebel et al., 2008; David et al., 2006). The parameters of DCM can be divided into six categories: 1) extrinsic coupling parameters, 2) intrinsic coupling parameters, 3) conduction delays, 4) synaptic parameters, 5) input parameters and 6) intrinsic and extrinsic coupling gain parameters (David et al., 2006). The intrinsic coupling parameters as well as conduction delay are fixed parameters. The rest of the parameters are estimated in the estimation procedure. This of course implies that prior assumptions about the parameters are made. A table of the prior for the parameters can be seen in (David et al., 2006).

The estimation procedure of the DCM is described extensively in (Friston, 2002a; Friston et al., 2003) and more briefly in the following.

For a given DCM model, \( m \), it is desired to approximate the posterior distribution which is given by Bayes rule in equation (3.8), where \( p(y|\theta, m) \) is the likelihood of observing the data conditioned on the parameters \( \theta \) of a given model \( m \). \( p(\theta|m) \) is the prior probability of the parameters \( \theta \).

\[
p(\theta|y, m) = \frac{p(y|\theta, m)p(\theta, m)}{p(y|m)} \tag{3.8}
\]

Since it is assumed that the posterior distribution is Gaussian, the estimation includes estimating the mean \( \mu \) and the covariance \( \Sigma \). Estimating \( \mu \) and \( \Sigma \) is carried out iteratively using a Variational Bayes scheme under a fixed-form Laplace approximation to the posterior density of the parameters \( q(\theta) = N(\mu, \Sigma) \) (Friston et al., 2007). This involves maximizing the variational free energy via an expectation-maximization algorithm (EM) with respect to the conditional moments (mean \( \mu \) and the covariance \( \Sigma \)) of the free parameters \( \theta \). The free energy \( F(q, \lambda, m) \), with \( \lambda \) being the error variance is minimized in the E-step with respect to the conditional moments \( q \). Hereafter the M-step is performed that minimises the free energy, now with respect to the error variance \( \lambda \). Below in equation (3.9) the two steps can be seen which is carried out until convergence of the algorithm.

\[
\begin{align*}
\text{E - step} & \quad q \leftarrow \min q F(q, \lambda, m) \\
\text{M - step} & \quad \lambda \leftarrow \min \lambda F(q, \lambda, m) \\
F(q, \lambda, m) & = \langle \ln q(\theta) - \ln p(y|\theta, \lambda, m) - \ln p(\theta|m) \rangle_q \tag{3.9}
\end{align*}
\]

In short, the parameters are updated in the E-step and the error term is updated in the M-step. As can be seen from (3.9), the free energy \( F(q, \lambda, m) \) is a function
of the log likelihood, the log prior and the conditional density $q(\theta)$. The free energy is equal to the Kullback-Leibler divergence, between the approximated and true conditional density, minus the log-likelihood. This means that by minimizing the free energy the log-likelihood is maximised and the difference between the true and approximated conditional density is minimized.

When models have been estimated, the next step is to compare different models in order to test a specific hypothesis. The comparison between models uses the model evidence as given in (3.10), where a higher model evidence is desirable. As can be seen from (3.10), the model evidence includes integrating out model parameters. As this is not straightforward to do, the model evidence is approximated by Variational approximation.

$$p(y|m) = \int p(y|\theta, m)p(\theta|m)d\theta$$  \hspace{1cm} (3.10)

When comparing models there are two approaches; fixed effect analysis and random effects analysis which are described in the following.

### 3.2.2.1 Fixed Effects Analysis

Dealing with neuroimaging data usually includes data from multiple subjects. The DCM models are fitted to each of these subjects, hence for each $n = 1, ..., N$ subjects, $m = 1, ..., M$ models are fitted. When comparing models using fixed effects analysis (FFX), it is assumed that each subject uses the same model (Stephan et al. 2009; Penny et al. 2010). This is the same as assuming the model structure is identical across subjects or simply that each subject is using the same strategy for processing the stimuli. If $Y$ is comprised of data for each subject $y_n$, the overall model evidence is given by equation (3.11). Assuming uniform prior on the models (i.e. each model is equally likely), the comparison between models $m = i$ and $m = j$ can then be carried out using the ratio between model evidences, known as Bayes factor, see (3.12).

$$\ln p(Y|m) = \sum_{n=1}^{N} \ln p(y_n|m)$$ \hspace{1cm} (3.11)

$$BF_{ij} = \frac{p(Y|m = i)}{p(Y|m = j)}$$ \hspace{1cm} (3.12)
3.2.2.2 Random Effects Analysis

A different strategy for comparing models is random effect analysis (RFX) (Stephan et al., 2009; Penny et al., 2010). Here, as opposed to the FFX, the assumption is that subjects do not necessarily use the same network to process the stimuli. This can be useful when you do not expect subjects to engage the same models, for example in clinical populations where a cognitive task might be solved using different strategies. Further, RFX is not as sensitive to outliers as FFX is. Put in short, the potential heterogeneity across a group is taking into account when performing RFX group level inference on model space. With RFX not only the model evidence is taken into account, but also the frequency $r_m$ at which model $m$ is used in the population. Hence $r_m$ can be perceived as the model probability. By adding a prior distribution over the model frequency $r_m$, treating the model as a random variable, a Dirichlet distribution is used to describe the probabilities for all models considered. For a randomly chosen subject, a multinomial distribution over the models space then allows to compute how likely it is that a particular model generated data from the drawn subject. When comparing the models against each other, exceedance probabilities can be used. The exceedance probability is the probability of one model being more likely than any other model. The exceedance probability can be computed from the conditional model probability (Stephan et al., 2009), see (3.13), where $\alpha$ is the parameter for the Dirichlet distribution and $K$ are the models tested.

$$\psi_k = p(r_k > r_j | y, \alpha)$$  \hspace{1cm} (3.13)

The exceedance probabilities observed from (3.13) sum to one over the models tested.

3.2.2.3 Family Inference

If the hypothesis of interest does not cover one particular parameter of the model but is more focused on the structure of the model space, inference can be made at the level of model families instead of the individual models themselves (Penny et al., 2010). An example of a hypothesis where it becomes obvious to do family level inference is: Is the responses modulated by changes in forward connections or both forward and backward connections? Here the models can be divided into two families; models with only forward connections and models with both forward and backward connections. This approach removes uncertainty about parts of model structure other than the parameters of interest. In this way brittle assumptions about the model structure can be avoided.
In order to carry out family level inference the specified models need to be assigned to a family. The families of models must be non-overlapping and their union must equal the whole model space investigated. In this way many models can be used to answer a specific question or hypothesis.

### 3.2.3 Inference on parameters

The last level of inference that can be carried out is inference on a specific parameter within a network (Stephan et al., 2010). This is particularly useful if differences in connectivity between two populations are of interest, i.e. differences between patients and controls. Comparison of a given parameter is straightforward to do if there is a clear winning model for both the patients and controls and that this model is the same for both groups. Then parameters can be entered in a simple two sampled t-test or ANOVA, depending on the question. However, if inference of the model structure is carried out separately for patients and controls, results might show that the model that fits the data best is different for patients and controls. In this case, inference at the parameter level is not as straightforward since parameters acquired from different models can not be compared across groups. This is due to the fact that parameters are conditioned on the specific model tested. There are several different ways to avoid this issue. One is to use Bayesian model averaging (BMA) (Penny et al., 2010). BMA weights the contribution of each model to the mean by its evidence. BMA can be carried out across the whole model space or across a family. In this way comparisons of parameters can be carried out even though the winning model in the two groups is not the same. However, it should be noted that the models averaged should be the same across groups. In equation (3.14), BMA is given within a family. $n$ represents a given subject and $f_k$ contains all models belonging to family $k$.

$$p(\theta_n|Y, m \in f_k) = \sum_{m \in f_k} q(\theta_n|y_n, m)p(m_n|Y) \tag{3.14}$$

$q(\theta_n|y_n, m)$ is the approximation to $p(\theta_n|Y, m)$ being the posterior of the parameters for subject $n$. Finally $p(m_n|Y)$ is the posterior probability that model $m$ is used by subject $n$.

Another way to avoid dealing with different winning models in two groups is to perform the model selection in a pooled group. In this way a common model is identified that fits the pooled group and parameter inference can be performed within that model. Third option is to define only one model and fit this to the patients and controls to enable connection-by-connection comparison. However,
the latter option requires that very strong hypothesis about the model structure
is present.

3.2.4 Model Space

When using DCM it is very important to carefully motivate the model space
that one wants to make inferences about \cite{Stephan:2010}. In principle
an infinite number of models exists and there is no such thing as a true model.
However, when comparing models against each other it is possible to say which
one performs best. The models are specified in terms of included sources that are
believed to account for the experimental effect of interest as well as how these
areas are connected to each other. One can then build models to test specific
hypotheses or questions about the network. A research question could be; is feed-
back connections within a given network necessary to explain the experimental
effect? Models with and without feedback connections can then be tested against
each other to see if models with feedback connections explain the data better
than models without the feedback connections. The anatomical structure of the
networks is usually guided by neuroimaging studies that have located the brain
areas involved in the task of interest. It is important to note that results obtained
via DCM crucially rely on the explored models.

3.3 Summary of Paper A and B

Two of the papers included in this thesis used the methods described in the
above sections, paper A and paper B. A summary of the two papers can be found
in the below two subsections and the full versions are found in Appendix A and B.

3.3.1 Reduced adaptation and top-down connectivity in
22q11.2 Deletion Syndrome

In this paper we investigated the underlying neural mechanism of change de-
tection in 22q11.2 deletion carriers. While 19 22q11.2 deletion carriers and 27
healthy controls engaged in a roving pitch MMN paradigm, we measured high
Since, as mentioned in section 3.1.2, it has been consistently found that MMN is reduced in schizophrenia, and that 22q11.2DS are a schizophrenia high-risk group, we hypothesized that the 22q11.2 deletion carriers would also express a reduction in MMN responses. In order to test this hypothesis we conducted a conventional analysis of MMN amplitudes in the two groups. Further, we conducted a spatio-temporal analysis searching for difference across all sensors as well as the whole peri-stimulus time of the two conditions; standard and deviant and groups; 22q11.2 deletion carriers and healthy controls respectively. While we found no group difference using the conventional approach comparing MMN amplitudes, the spatio-temporal analysis revealed a remarkable group difference in the time window of the N1 component. The effect was driven by 22q11.2 deletion carriers showing increased (negative) responses as compared to the healthy controls.

Given that schizophrenia has been associated with the disconnection hypothesis where especially top-down processing is impaired as compared to healthy controls, we hypothesized that this top-down processing would be limited in the 22q11.2 deletion carriers in the network underlying MMN processing. To test this hypothesis, we applied DCM to assess effective connectivity between pre-specified sources known to be involved in the generation of MMN. The regions included were bilateral primary auditory cortex (A1), bilateral superior temporal gyrus (STG) and finally bilateral inferior frontal gyrus (IFG). We formulated families of DCMs according to their type of connections and by comparing these families of models, we could test which of these families best explained the observed responses. We found that a family with both forward, backward and inter-hemispheric connections explained data best when pooling controls and 22q11.2 deletion carriers. Within this family we carried out Bayesian model averaging to compare connectivity parameters between the two groups. Here, results pointed towards a reduced intrinsic connectivity within right A1 as well as reduced top down connectivity from right IFG to right STG in the 22q11.2 deletion carriers when comparing to controls. We interpret this reduction in top down connectivity as 22q11.2 deletion carriers having a reduced ability to pass down predictions from higher hierarchical areas to lower level areas. Although the significance of the two connections did not survive correction for multiple comparison using the conservative Bonferroni, previous results have found the exact same two connections to be affected in schizophrenia patients. However, to make any conclusions, a follow up study is needed with a higher number of subjects.

We explored if the observed results were correlated with the total number of negative symptoms in the 22q11.2 deletion carriers. None of the results correlated with these.

Altogether, we showed in this study that there is no difference between the included 22q11.2 deletion carriers and healthy controls in frequency MMN responses.
at the ERP level. However, 22q11.2 carriers show an enhanced response to tones per se, as seen from larger N1 amplitudes. DCM suggested a trend towards a lack of predictive behaviour indicated by a reduction of top down connectivity.

3.3.2 Reduced repetition suppression in 22q11.2 deletion syndrome

In this paper we extended the analysis from paper [A] with a parametric DCM. Instead of focusing purely on the MMN and the standard and deviant leading to this, we here focused on the memory trace, i.e. all tones in the roving paradigm. Hence, the aim of this study was to look at the effect of repeated auditory stimuli; repetition suppression in the context of a roving MMN paradigm. Repetition suppression has been explained recently within the framework of predictive coding. Further, the processes involved in predictive coding appears to be disrupted in schizophrenia, especially at the level of top down processing (see section 3.1.2). Therefore, we hypothesised that responses to repeated tones would show a parametric modulation of repetition-dependent changes in effective connectivity in the form of a u-shaped function. Hence, a decrease within the first number of repetitions capturing changes due to habituation or adaptation, followed by an increase representing prediction of a new event, in accordance with predictive coding. Further, we hypothesised that this modulation is disrupted in 22q11.2 deletions carriers, reflecting a disruption of the ability to adapt to the environment.

The above mentioned hypotheses was tested by introducing three different parametric effects; u-shape, decaying exponential and growing exponential. By introducing these parametric effects, we formulated families of DCMs where each family tested one specific parametric effect. By comparing these families representing the parametric effect, we could test the hypothesis about repetition-dependent changes. Within each family, the same DCM models were defined as in study 1 [A]. We further looked at the scalp level how the 22q11.2 deletion carriers differed from controls in the responses to repeated tones.

DCM revealed that repetition-dependent changes in effective connectivity showed a favour for the family with the u-shaped modulation as compared to the two competing families; decaying exponential and growing exponential. Within the family with the u-shaped modulation, we compared the connectivity parameters obtained using BMA between the two groups. Results suggested that 22q11.2 deletion carriers have stronger modulation compared to controls in the forward connection from left STG to left IFG. Within the predictive coding framework, this indicates that 22q11.2 deletion carriers send more prediction errors than controls, meaning that they are less adaptive to the environment. However, the
significance of the connection did not survive correction for multiple comparison, which means that a follow up study with a larger cohort is needed to draw a definite conclusion.

The spatio-temporal analysis at the sensor level revealed that 22q11.2 deletion carriers showed an enhanced response to the repeated tones at 90 ms, whereas a reduction of responses to tones were found at 180 ms. The enhanced response at 90 ms suggests that 22q11.2 deletion carriers have a reduced ability to suppress the repeated stimuli, whereas the enhanced response at 180 ms, might indicated that 22q11.2 deletion carriers have a reduced ability to classify the stimuli. Both findings is in line with findings in schizophrenia patients. Altogether, results from the current study indicate that 22q11.2 deletion carriers might not process repeated auditory stimuli according to predictive coding as observed in controls, meaning that they have a reduced ability to suppress repeated stimuli.
Chapter 4

Evoked Gamma Oscillations

This chapter presents work related to study 3 regarding cortical integration of information assessed using an auditory steady state paradigm in 22q11.2 deletion carriers and healthy controls. In the first section, 4.1, the reader will be provided with an introduction to the auditory paradigm used, whereafter a description of the methods used will be provided in section 4.2. Finally, the chapter is rounded off by describing the findings of the third contribution of the thesis; paper C.

4.1 Auditory Steady State Responses

When auditory stimuli are presented periodically with constant frequency and amplitude content, the brain is able to generate auditory steady state responses (ASSRs) (Plourde et al., 1991; Picton, 2010). The ASSR has its maximum around 40 Hz, which indicates that the brain has an optimal resonance frequency for neurophysiological processes (Galambos et al., 1981; Azzena et al., 1995). One way to evoke ASSRs is by repetitive stimulation with a click train at a certain frequency. This means that for a click train of for example 40 Hz, 40 clicks are delivered in 1 second. In figure 4.1, the stimuli used in the work of this thesis
Figure 4.1: Experimental design of the ASSR used to evoke steady state gamma responses. The click trains were applied either at a regular ISI of 25 ms (run 1) or an ISI jittered around 25 ms (run 2). Stimulation lasted for 1 s, followed by a pause of 2 s (i.e. SOA = 3 seconds).

is shown, representing a 40 Hz click train. As can be seen from the figure, the stimulation was applied with a stimulus onset asynchrony (SOA) of 3 seconds. Here, an irregular 40 Hz click train was applied as well testing whether temporal regularity of the 40 Hz train was critical to evoke ASSR. In this way we could test for differences in steady state as well as transient (non-steady state) responses.

4.1.1 Underlying Mechanisms

In order to be able to capture network oscillations, neuronal regular and synchronised activity is required. If several neurons fire regularly and synchronously with each other, a fluctuating field potential will be generated which is measurable with electrodes on the scalp (Bartos et al., 2007). The synchronous activity has shown to be crucial for sensory binding and temporal encoding (Buzsáki, Chrobak, 1995). The underlying mechanisms for the ability to fire regularly and synchronously
have been widely studied where one of the key ingredients has shown to be GABA receptor mediated inhibition (Buzsáki, Wang 2012). The GABAergic interneurons exerts a finely timed inhibition onto the pyramidal cells constituting inhibitory interneurons (Traub et al., 2003; Bartos et al., 2007; Sohal et al., 2009). Hence, the presence of the neurotransmitter GABA is believed to be crucial for the generation of gamma oscillations. This has been further clarified by showing reduced gamma oscillations and cognitive impairment when a loss of GABA-mediated inhibition was present, see (Gonzalez-Burgos et al. 2011) for a review.

Parvalbumin is a calcium binding protein present in GABAergic interneurons (Cowan et al., 1990). On the fast-spiking parvalbumin positive GABAergic interneurons, NMDA receptors are located. Those receptors have recently been shown to play a crucial role in the generation of cortical gamma oscillations (Carlén et al., 2012). Sivarao, and colleges (Sivarao 2015; Sivarao et al. 2016) suggest that the ASSR may be used as a biomarker for cortical NMDA function.

4.1.2 ASSR and Schizophrenia

It is consistently found that the ASSR is reduced in schizophrenia (Brenner et al., 2003; Light et al. 2006; Krishnan et al., 2009; Spencer et al., 2009; Uhlhaas, Singer 2010). A pivotal study by (Kwon et al., 1999) showed that the ASSR was selectively reduced at 40 Hz in schizophrenia patients, but not at 20 Hz and 30 Hz. Recently it has also become evident that the ASSR is already affected in first-episode psychosis (Symond et al., 2005; Spencer et al., 2008), and even in non-affected first degree relatives (Hong et al., 2004; Rass et al., 2012). A very recent meta analysis assessed the stability of the 40 Hz ASSR impairment in schizophrenia (Thuné et al., 2016) concluding that both power and phase locking are robust deficits in schizophrenia.

It is suggested that GABAergic neurotransmission is altered in schizophrenia (Lewis et al., 1999; 2005). Different studies have assessed the levels of GABA in schizophrenia patients where in (Marsman et al. 2014) lower levels of prefrontal GABA levels were reduced in patients with schizophrenia as compared to healthy controls. Further, the study by (Chen et al., 2014) showed a correlation between prefrontal GABA levels and peak gamma frequency, when using both EEG for measuring gamma oscillations and magnetic resonance spectroscopy to measure prefrontal GABA levels. Altogether, this suggests that the robust finding of reduced cortical gamma oscillatory activity in schizophrenia could be explained by a reduction of the GABA levels.

No studies, have to my knowledge, been investigating ASSR in 22q11.2DS.
4.2 Time-frequency Analysis

The most common approach to study event related brain oscillations is to do a spectral decomposition of the EEG signal (Roach, Mathalon, 2008). With this approach, the EEG signal is decomposed into both magnitude and phase information for each frequency and time point. The oscillatory patterns of the brain are non-stationary and to overcome this issue, the signal can be split into windows where the signal is then assumed stationary.

There are many ways to decompose the signal into time-frequency components, including the short time Fourier transform (STFT) (Goswami, Chan, 2010; Gabor, 1946) and the continuous wavelet transform (Mallat, 1989; Goswami, Chan, 2010). The STFT uses the same window length for all frequencies resulting in a poor trade-off between resolution in time and frequency across frequencies. A way to overcome this poor trade-off between resolution in time and frequency is the wavelet transform where the size of the windows are varied across frequencies. Again different kinds of wavelets exists, however, the most common used in time-frequency analysis of EEG signals is the complex Morlet wavelet (Roach, Mathalon, 2008; Herrmann, Grigutsch, 2005) since these are well suited for identifying frequency information at a specific time (Cohen, 2014).

4.2.1 Complex Morlet Wavelet

In order to compute the wavelet transform of a signal $x(t_n)$, the signal $x(t_n)$ is convolved with a mother wavelet function. This convolution is given in (4.1), where $\hat{\psi}(t_n)$ is the conjugated mother wavelet given in (4.2), (Herrmann, Grigutsch, 2005). In (4.1), $a$ is a scaling parameter controlling the width of the wavelet and $b$ is the time instance at which the wavelet is estimated. $f$ in (4.2) represents the center frequency of the wavelet.

\[
X(b,a) = \frac{1}{\sqrt{a}} \sum_n \hat{\psi}(t_n - b/a) x(t) 
\]  
\[
\psi(t) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp^{i2\pi ft} \exp^{-\frac{t^2}{2\sigma^2}} 
\]

As can be seen from (4.2), the mother wavelet is a Fourier transform multiplied with a Gaussian window. This means that the wavelet has its maximum value at its center and then decaying towards the edges. The standard deviation of the Gaussian window $\sigma$, is reciprocally related to the frequency. Because of this, the
Figure 4.2: Effect of the scaling parameter \( a \). In the top row the the scaling parameter is high, resulting in a stretch of the wavelet, thereby catching low frequencies. In the bottom the scaling parameter is low, resulting in a compressing of the wavelet which thereby catches higher frequencies. Note that for simplicity reasons only the real part of the wavelet is shown in this plot.

The number of wavelet cycles is kept constant for all frequencies and given by \( 6\sigma f \), (Herrmann, Grigutsch 2005). The EEG signal of interest is wavelet transformed by shifting the wavelet along the signal while extracting the wavelet coefficients i.e. a convolution between the wavelet and the EEG signal. This is then carried out for various values of the scale parameter to cover the frequency range of interest. The scale parameter is inversely proportional to the frequency which is also evident from figure 4.2. Increasing the scaling parameter results in a stretch of the wavelet. The stretch of the wavelet makes the frequency resolution good because of the many time points used in the calculation. However, this also results in a lower time resolution since the cycles of the wavelet are spread out in time. Conversely, decreasing the scaling parameter narrows the wavelet and therefore results in a good time resolution but poorer frequency resolution.
With a fixed number of cycles, and thereby varying window lengths, it is possible
to obtain a good trade-off between resolution in time and frequency with the
wavelet transform. This takes advantage of the fact that bursts of high frequencies
vary rapidly in time as compared to low frequencies.

4.2.2 Inter Trial Phase Coherence

It is believed that phase synchrony plays a central role in cortical information
processing \cite{Varela2001, Herrmann2005}. Therefore extraction
of this information can give an indication if this quality is impaired in a disease
group as compared to a healthy control group. The inter trial phase coherence
(ITPC), first introduced as the phase locking factor by \cite{Tallon-Baudry1996}, is given in (4.3) for a given channel \((ch)\), frequency \((f)\) and time \((t)\).

\[
ITPC(ch, f, t) = \frac{1}{N} \left| \sum_{n=1}^{N} \frac{X(ch, f, t, n)}{|X(ch, f, t, n)|} \right| (4.3)
\]

In (4.3), \(n\) refers to a single epoch and \(N\) to the total number of epochs. ITPC

gives the distribution of phases for each frequency and time for a specific channel.
Values of ITPC ranges between 0 and 1, with 1 being perfectly synchrony
between trials and the time-locked events, and 0 being no synchrony at all across
trials \cite{Delorme2004}. Compared to power, ITPC is less sensitive to
noise. Furthermore, the ITPC is not affected by the \(1/f\) relationship that exists
describing high energy at low frequencies and low energy at higher frequencies.

4.2.3 Power

Event related changes in spectral power for a specific channel \((ch)\), frequency \((f)\)
and time \((t)\) can be assessed using (4.4).

\[
Power(ch, f, t) = \frac{1}{N} \sum_{n=1}^{N} |X(ch, f, t, n)|^2 (4.4)
\]

The power is highly affected by the \(1/f\) relationship, which is why the power is
usually baseline corrected. In the work of this thesis, the power is corrected by
dividing with power of the baseline.
4.3 Summary of Paper C

In paper C, we investigated the ASSR in a cohort of 18 22q11.2 deletion carriers and 27 healthy controls without the deletion. Since ASSR at 40 Hz has been consistently found to be reduced in schizophrenia (see section 4.1.2), we hypothesised that the 40 Hz ASSR would be attenuated in the 22q11.2 deletion carriers as compared to healthy controls.

In order to test this hypothesis, we recorded cortical ASSR to 40 Hz train of clicks in 22q11.2 deletion carriers and healthy controls comparable in age distribution and sex ratio. The trains of 40 Hz clicks were given either at a fixed inter-stimulus-interval (ISI) or at a jittered ISI where the jittered trains of clicks served the purpose of a control stimuli for temporal regularity. Both power and ITPC of the ASSR were assessed using conventional time-frequency approaches in the form of a wavelet transform. While the healthy controls expressed a stable ASSR at 40 Hz, the 22q11.2 deletion carriers showed reduced values of both power and ITPC of the ASSR. In addition, we found that the individual values of ITPC correlated with the expression of negative symptoms in the 22q11.2 deletion carries. To my knowledge it is the first time that ASSR has shown to be reduced in 22q11.2DS. The results therefore highlight the emerging importance of gamma-band oscillations in understanding the neurophysiological characteristics of 22q11.2DS and schizophrenia. A full version of the paper can be found in Appendix C.
Discussion and Conclusion

The main objective of the work covered in this thesis was to study electrophysiological differences between 22q11.2 deletion carriers, a genetic high-risk group for schizophrenia and healthy non carriers. The search for differences in electrophysiological signatures was performed using two different auditory paradigms; MMN and ASSR while measuring EEG. The main objectives were divided into three studies.

Study 1 aimed at looking for differences between MMN responses in the two groups as well as looking at the underlying effective connectivity network of change detection. Study 2, then extended study 1 to look at the underlying network of repetition suppression. In both study 1 and 2 DCM was used to assess effective connectivity. The use of DCM imposes some methodological considerations. One very important thing when employing DCM is the motivation of the investigated model space. In principle an infinite amount of models one can set up exists and it is therefore important to have clear hypotheses about what you want to test and then build models to test these hypotheses. This implies that the results you are getting when using DCM, completely relies on the models tested. However, if the model space is carefully motivated, DCM is a very unique tool to test specific hypotheses of an underlying system.
The roving MMN paradigm used in study 1 and 2 was a frequency roving paradigm meaning that the break in regularity is caused by a change in the frequency of the sinusoidal tones used. Frequency MMN has been shown to be a robust finding in chronic schizophrenia (Umbricht, Krljesb 2005). However, more and more evidence points to duration MMN as a more promising candidate when searching for biomarkers in schizophrenia, since duration MMN is reduced in first-episode schizophrenia whereas pitch MMN is not, according to the meta analysis (Haigh et al., 2016). In line with this, duration MMN has been found to be reduced in 22q11.2 deletion carriers, see (Baker et al., 2005), although this was not replicated in (Zarchi et al., 2013). Therefore, it would have been very interesting if a duration MMN paradigm was tested on the 22q11.2 deletion carriers included in this thesis. In fact, as can be seen from figure 1.1 in the introductory chapter, the test battery also included a multiplex MMN paradigm. In that paradigm both frequency and duration deviants were present. However, the full battery of the tests that subjects had to go through were quite extensive for the 22q11.2 deletion carriers and therefore only a few of the 22q11.2 deletion carriers made it through all paradigms. Because of the low number of subjects in the multiplex paradigm, including the duration deviant, this paradigm was not part of the current thesis. The abovementioned results concerning the duration MMN as a more promising candidate for a biomarker, are focused on conventional approaches for assessing MMN responses, i.e. assessing the amplitudes or latencies of the MMN responses and comparing these across groups. The two studies using the roving frequency MMN paradigm in the current thesis, assessed effective connectivity. While we did not observe group differences in the amplitudes of the frequency MMN response, results indicated that 22q11.2 deletion carriers have alterations in effective connectivity. Hence, even though the responses observed at the scalp level do not seem to differ between groups, the underlying processes generating these might differ. The search for a biomarker for schizophrenia using the MMN paradigm might therefore call for more advanced types of analyses.

This also goes in line with one of the hypotheses about the underlying pathologies of schizophrenia; The disconnection hypothesis (Friston 1998). The disconnection implies that the ability to properly integrate functionally specialized systems is impaired. This functional integration between brain areas relies on the influence those areas have on each other. Since effective connectivity is an expression of the influences one neural system exerts over another, it is clear that effective connectivity is a useful measure in relation to schizophrenia.

In study 1 and 2, group differences in responses to tones were found at the fronto-central electrodes at 90 ms, falling within the usual timing of the N1 component. The effect was driven by more negative responses for the 22q11.2 deletion carriers as compared to the controls. This has previously been found in a 22q11.2DS
and our results can therefore be seen as a replication of this. Relating this to what is seen in studies in schizophrenia patients the N1 component has been found to be reduced in schizophrenia, as well as first episode and first-degree relatives (Foxe et al., 2011; Umbricht et al., 2003). However, several studies have also failed to show this reduction, see (Rosburg et al., 2008) for a review. One of the explanations why the findings of the N1 component are not consistent are factors such as; inter stimulus interval, medication and attention which all play a crucial role in the results of the N1 findings. The finding of an enhanced N1 component in the 22q11.2 deletion carriers might suggest a general impairment in the processing of sensory information and a reduced ability to adapt to the environment. However, future studies are needed to delineate this.

In study 3 we used an ASSR paradigm to assess information about evoked oscillations within the gamma range (40 Hz) in 22q11.2 deletion carriers as compared to healthy controls. We used the complex Morlet wavelet transform to assess both power and ITPC for the ASSR and found a reduction in these measures in the 22q11.2 deletion carriers as compared to the controls. Crucially, the ITPC correlated with the individual expression of negative symptoms in the 22q11.2 deletion carriers. The results from this study confirm and extend previous studies investigating the ASSR in non-psychotic first-degree relatives of patients with schizophrenia (Hong et al., 2004; Rass et al., 2012). Our finding, together with the existing literature, suggest that the ASSR is impaired even prior to psychosis. Since GABA_A receptor-mediated inhibition plays a substantial role in the underlying mechanisms of gamma oscillations (Buzsáki, Wang, 2012), this might indicate that the reduced ASSR observed in 22q11.2 deletion carriers could be due to a loss of GABA mediated inhibition. The levels of GABA have previously been shown to correlate with gamma peak frequency (Chen et al., 2014). However, a study elucidating the levels of GABA would be needed in order to test if the GABA levels in 22q11.2DS are reduced as well as correlated with the gamma oscillations.

19 22q11.2 deletion carriers were included in study 1 and 2 whereas study 3 comprised 18 deletion carries. One could argue that the reliability of the presented results would have benefited from larger sample sizes, especially the correlation analysis applied in study 3. However, with this being said, it should be mentioned that the ASSR investigated in study 3 showed a really strong signal, even though artefact rejection was kept at a minimum level. The MMN responses however, were a bit more noisy. Hence, if these results should be investigated in a future study on a single subject level, the ASSR seems more reliable. Though, this was not quantified in the current thesis. Future studies should aim at including higher
The main objective of identifying functional abnormalities in 22q11.2DS using the two paradigms MMN and ASSR has been met. A potential candidate for a biomarker for schizophrenia according to the results presented in this thesis is the reduced power and ITPC of the ASSR. The reasoning for implying these is that ITPC showed an association with negative symptoms in the 22q11.2 deletion carriers. The results of the current thesis therefore contribute with knowledge about the use of those measures in future studies searching for biomarkers. However, it is very important to point out that in order to confirm that these could potentially be used as biomarkers for schizophrenia, this deficit should be present in all of the (max 41%) 22q11.2 deletion carriers that will develop psychosis. Hence, a follow up study is needed to see if there exist a correlation between those found measures and who actually converts to psychosis.

The connectivity alterations found in study 1 and 2 are interesting and suggestive, but since none of these survived correction for multiple comparison, these can not be suggested to use as a candidate for a biomarker at this point. More studies looking at effective connectivity in 22q11.2DS are needed.

In conclusion, the results presented in this thesis contribute to increasing the understanding of 22q11.2DS and the electrophysiological abnormalities associated with the syndrome. Further, the results can hopefully with time and more studies, contribute in the search of biomarkers for schizophrenia.
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Abstract

22q11.2 deletion syndrome (22q11.2DS) is one of the most common copy number variants and confers a markedly increased risk for schizophrenia. Therefore, 22q11.2DS is a homogeneous genetic liability model which enables studies that intent to identify functional abnormalities that may precede disease onset. The mismatch negativity (MMN), a brain marker of change detection, is known to be reduced in people with schizophrenia compared to healthy controls. Using dynamic causal modelling (DCM), previous studies showed that top-down (i.e. from higher order areas to lower order areas) effective connectivity is reduced in schizophrenia relative to healthy controls in tasks that involve formulation of predictions. In addition, top-down connections have shown to be crucial in oddball tasks. In the search for potential early neural risk markers for schizophrenia we investigated the neural basis of change detection in a group with 22q11.2DS. We recorded high-density EEG from 19 non-psychotic 22q11.2 deletion carriers in the age range 12-25 years, as well as from 27 healthy non-carriers with comparable age distribution and sex ratio, while they listened to a sequence of sounds arranged in a roving oddball paradigm. Whole-scalp spatiotemporal analysis of responses to the tones revealed a greater fronto-temporal N1 component in the 22q11.2 deletion carriers, which suggest a failure to suppress responses to repeated stimuli. Dynamic causal modelling pointed to group differences in the intrinsic connection within right primary auditory cortex as well as in the backward connection from right inferior frontal gyrus to right superior frontal gyrus. Critically, the disruption of the very same connections has been implicated in patients with schizophrenia. Our findings suggest that connectivity reductions in intrinsic and backward connections, which are associated with deficits in adaptation and predictive mechanisms, respectively, may be already apparent prior to illness onset.

Keywords: 22q11 Deletion Syndrome, Dynamic causal modelling, EEG, Mismatch negativity, N1 component

Abbreviations: DCM = Dynamic Causal Modelling, MMN = Mismatch Negativity, 22q11.2DS = 22q11.2 deletion syndrome
Introduction

The search for a biomarker for schizophrenia has received remarkable attention during the last decades. Identification of an early risk marker could have a great impact by both leading to an early diagnosis of the disease as well as a more effective treatment. However, the complex underlying pathology of schizophrenia poses big challenges to this endeavor. Early disease diagnosis and thereby early treatment is clinically valuable as it has shown a positive effect on clinical outcomes and everyday functioning in schizophrenia patients (Larsen et al., 2010). The 22q11.2 deletion is one of the most common copy number variants (CNV) with a prevalence of 1:2000 to 1:4000 (Goodship et al., 1998; Oskarsdóttir et al., 2004; Robert J. Shprintzen, 2005). The 22q11.2 deletion syndrome (22q11.2DS) is characterized by multiple somatic disorders, cognitive deficits and learning disabilities (Karayiorgou et al., 2010; Robin and Shprintzen, 2005). Further, the syndrome is associated with hearing loss (Jiramongkolchai et al., 2016). Recent studies have shown that people carrying the deletion are at a higher risk for several neurodevelopmental disorders including autism, ADHD, and schizophrenia (Bassett et al., 2008; Karayiorgou et al., 2010; Purcell et al., 2009; Schneider et al., 2014; Stefansson et al., 2008). In addition, results from a new nationwide Danish study show that people diagnosed with 22q11.2DS had approximately eight times higher risk of developing schizophrenia spectrum disorders as compared to the general population (Vangkilde et al., 2016). For this reason, investigating the neurobiology of 22q11.2 deletion carriers can provide important insights into the pathogenesis of schizophrenia and potential disease risk markers.

It is very well established that people with schizophrenia show a reduced mismatch negativity (MMN) at fronto-central electrodes over the scalp when assessed with electroencephalography (EEG) (Catts et al., 1995; Michie, 2001; Näätänen and Kähkönen, 2009; Umbricht and Krljesb, 2005). In addition, a reduced MMN response is observed in first episode psychosis, (Atkinson et al., 2012; Hsieh et al., 2012), first degree relatives (Jessen et al., 2001; Michie et al., 2002) and further shown to be a promising biomarker for psychosis prediction (Bodatsch et al., 2015). Only a limited number of studies have investigated the MMN in 22q11.2 deletion carriers (Baker et al., 2005; Zarchi et al., 2013). Baker and colleagues (Baker et al., 2005) found that duration MMN was reduced at frontal electrodes and intact at temporal sites, which is consistent with findings in the schizophrenia literature (Baldeweg et al., 2002). In contrast, Zarchi and colleagues (Zarchi et al., 2013) failed to replicate this finding but found that Gap-MMN amplitudes in the 22q11.2DS group predicted the negative symptoms scores (from the Positive and Negative Syndrome Scale, PANSS) where smaller MMN amplitudes were associated with higher scores of the PANSS. Notably, the disease states of the 22q11.2DS groups in the two mentioned studies deviate from each other. In (Baker et al., 2005) no subjects met criteria for a diagnosis of psychotic disorder, whereas in (Zarchi et al., 2013) a proportion of the subjects (14.63%) were diagnosed with psychotic disorders and three of these met the DSM-IV-TR for schizophrenia.

The MMN is evoked in oddball paradigms, whereby standard stimuli form a rule that is occasionally violated by oddball events. MMN is believed to reflect an index of change-detection
Approaches to modelling MMN using Dynamic Causal Modelling (DCM) have accommodated two competing hypotheses for the underlying mechanism of MMN: model-adjustment and adaptation (Garrido et al., 2008). Predictive coding (Rao and Ballard, 1999) has unified these views and reframed MMN in terms of an interplay between current inputs and predictions based on a learnt regularity (Garrido et al., 2009a). The network implementation of these processes involve bottom-up and top-down connections that link lower-level sensory areas with higher-order cortical areas (Friston, 2003). This interplay appears to be disrupted in schizophrenia (Adams et al., 2013; Dima et al., 2010, 2012; Fogelson et al., 2014) as well as in unaffected relatives (Ranlund et al., 2016) especially at the level of top-down processing, i.e., connections from higher order areas to lower order areas. Further, functional disintegration among brain regions phrased as “The disconnection hypothesis” is believed to be one of the core pathologies of psychosis (Friston, 1998), which motivates the use of DCM in addition to conventional MMN analysis in sensor space, i.e., electrode level, in the present study.

In this study, the neuronal connectivity underlying change detection was assessed in a group of young non-psychotic 22q11.2 deletion carriers as well as in a healthy age- and sex-comparable control group using DCM. Given that schizophrenia patients show reduced MMN responses, and that 22q11.2DS are a schizophrenia high-risk group, we hypothesized that the 22q11.2 deletion carriers would also express a reduction in MMN responses. Based on previous identified neural generators of MMN, we formulated families of DCMs according to their type of connections, to test the hypothesis that 22q11.2 deletion carriers would express less top down predictions within the network accounting for MMN, compared to healthy non-carriers. Finally, we explored the possibility that effective connectivity in 22q11.2 deletion carriers as well as MMN amplitudes is associated with the individual negative symptoms score in the 22q11.2 deletion carriers.

Materials and Methods

Participants
We included 19 22q11.2 deletion carriers without a current or previous history of schizophrenia. All carriers had a verified deletion within the 3 Mb region at chromosome 22q11.2. Our control group included 27 healthy individuals without the 22q11.2 deletion. Groups were comparable with respect to sex ratio (male/female controls: 18/9, carriers: 13/6, χ² = 0.02, p = 0.90) and age distribution (controls age range: 12-25 years; mean age: 15.96, standard deviation (SD) = 2.71 years; 22q11.2 mean age: 15.47, SD 2.41 years, t_{44}=-0.63 p = 0.53). All participants were evaluated for the presence of current psychiatric disorders according to the International Classification of Diseases (ICD-10) system. Diagnoses of affective disorder, anxiety, and disturbance of activity and attention/attention deficit disorder without hyperactivity were
provided by use of the Mini International Neuropsychiatric Interview (Sheehan et al., 1998) or the Mini International Neuropsychiatric Interview for Children and Adolescents (Sheehan and Shytle, K. Milo, J. Janavs, 2013). Reynolds Intellectual Screening Test (RIST) was used to determine intellectual functioning (Reynolds and Kamphaus, 2011). IQ below 70 was used to index intellectual disability. We used the clinical cut-off of 15 derived from the Social Communication Questionnaire lifetime form to indicate the presence of autism spectrum disorders (Rutter et al., 2003, 2005). The Structured Interview for Prodromal Symptoms (SIPS) (McGlashan et al., 2012; Miller et al., 2003) was used to evaluate the presence of schizophrenia-related symptoms within four domains: positive, negative, disorganized and general symptoms. All clinical interviews were conducted by two experienced and certified clinicians.

The following exclusion criteria were applied to controls: a) schizophrenia, schizotypal and delusional disorders (ICD10 DF20-29); b) bipolar disorder (ICD10 DF30-31); c) depression (ICD DF32-33) except for a past episode of mild or moderate depression (ICD10 DF 32.0 or 32.1); d) substance abuse; or e) a first degree relative with a psychotic illness.

This study was approved by the Regional Ethical Committee of Copenhagen (project id: H-3-2012-136) and the Danish Data protection Agency (project id: 2007-58-0015). All participants underwent a verbal and written informed consent process. Participants under the age of 18 provided a verbal assent while their parents completed written consent. This study is part of a larger Danish nationwide study and an extensive description of the recruitment of participants is described in (Schmock et al., 2015). As a part of this larger study, participants also underwent extensive cognitive, genetic, and clinical testing.

Stimuli
Subjects were presented with an auditory roving mismatch negativity paradigm adapted from (Garrido et al., 2008). The roving paradigm in this study comprised of roving sequences of sounds with the number of repetitions ranging from 1 to 9 within each sequence, and drawn from a discrete uniform distribution. The first tone in each new sequence represents a change and therefore has the role of a deviant. With repetition, however, this tone then becomes the new standard (see Figure 1). An important advantage of this paradigm, compared to classic oddball designs, is that here standards and deviants are identical and hence any differences in brain responses to these tones cannot be attributed to the stimulus itself, but to its perception. The tones comprised of pure sinusoidal tones with pitch frequency 1000 and 1200 Hz, each of 50 ms duration with a 5 ms rise and fall time. The stimuli were delivered binaurally via insert-earphones (E-A-RTONE 3A Indianapolis, US), at 85 dB Sound Pressure Level (SPL), generated with the Cogent toolbox (http://www.vislab.ucl.ac.uk/cogent_2000.php) running in Matlab. During the 15 minutes of recording, subjects sat in a comfortable chair and watched a silent movie displaying underwater scenery free of any sudden or salient visual events and were instructed to ignore the sounds. Prior to the experiment, audiometric testing was performed to confirm that participants were able to hear the tones used for eliciting the event related potentials (20dB random test Oscilla USB-310
Tablet screening audiometer, Aarhus, Denmark). At 1000 Hz the observed threshold levels were (mean = 20.1, SD = 0.5) for controls and (mean = 23.4, SD = 4.0) for 22q11.2.

Figure 1: Experimental design of the roving paradigm. The first tone in each sequence is the deviant (indicated with a D) which then becomes the new standard after repetitions. S1 represents the first tone after the deviant, S2 the second tone etc. The maximum number of tones after the deviant is 8 (corresponding to the 9th tone in total). The sequences of tone vary by having a frequency of either 1000Hz or 1200Hz. The stimulus onset asynchrony is fixed at 500ms.

Data acquisition and pre-processing
EEG data was recorded using a 128 channel ActiveTwo Biosemi System (BioSemi, Amsterdam, Netherlands) at a sampling frequency of 4096 Hz. Pre-processing was carried out using EEGLAB (Delorme and Makeig, 2004), which included referencing to the nose, bandpass filtering between 0.5Hz - 40Hz using a second order Butterworth filter, downsampling to 500Hz, and finally epoching with a peristimulus window of -100ms to 400ms. The epochs were baseline corrected using the average over the time window -100ms to -10ms. The epoched data were then exported to SPM12b where the artefact removals, mass-univariate spatiotemporal analysis as well as the DCM analysis were performed (http://www.fil.ion.ucl.ac.uk/spm/). The artefact removal was performed using a simple threshold approach, where epochs were rejected if their values exceeded ±100 µV. One of the subjects (belonging to the 22q11.2 group) was discarded because the majority of epochs were rejected with this approach (above 80%).
Trials were sorted according to their tone repetition number and collapsed across the two frequencies (i.e. pitch frequencies 1000 and 1200 Hz). In other words, trial number one represented the first presentation of a tone in each sequence; trial number two represented the second presentation of the tone, and so forth up until the ninth presentation. Responses to the standard were subtracted from the response to the deviant (D). This was done for the first standard (S1) up until the fifth standard (S5) in order to estimate which standard tone would produce the highest MMN response. This tone was then used as the standard tone for further analysis. We stopped at S5 since S6 to S8 had fewer than 100 trials and we wanted to guarantee a good signal to noise ratio comparable to that afforded by S1 to S5.
To enable a spatio-temporal analysis in sensor space, the epoched EEG data were converted into scalp-map images of dimension 64x64. These were obtained using interpolation followed by smoothing using a Gaussian kernel specified by a FWHM of 8 mm² in the spatial dimension and 10 ms in the temporal dimension ([8 8 10]). Single-channel MMN responses were extracted from channel C21, corresponding to Fz in the 10-20 system. We chose Fz because we had a priori knowledge that MMN produces the highest responses over fronto-central areas, (Garrido et al., 2009a; Näätänen et al., 2007). Before the DCM analysis was performed, data was re-referenced to the average over sensors to ensure proper source reconstruction.

Dynamic Causal Modelling

To assess causality and directionality of the neural networks underlying tone processing DCM was conducted. DCM is a hypothesis driven method that estimates effective connectivity between specified brain areas and how this is affected by experimental factors, where effective connectivity is the influence one brain area exerts over another (David et al., 2006; Friston et al., 2003). DCM builds upon neural mass models that describe changes in neural activity at the source (i.e. brain area) level (Jansen and Rit, 1995). An output function, based on an electromagnetic forward model, describes how the activity at the source level is related to scalp EEG data. This can be seen in equation (eq. 1) and (eq. 2) where \( x \) represents the neural states, \( u \) is the input stimulus, and \( \theta \) are the connectivity parameters that parameterize the state and output equations. Hence, \( \theta \) includes intrinsic, extrinsic, forward, backward and lateral coupling strength. In (eq. 2), \( y \) represents the scalp EEG data, which is a function of the lead-field, \( L \) of a linear electromagnetic forward model and the averaged depolarization of the pyramidal cells in each source, \( x_0 \). Finally, a Gaussian error term \( \varepsilon \) is included to account for noise.

\[
\dot{x} = f(x, u, \theta) \quad \text{(eq. 1)},
\]

\[
y = L(\varphi) x_0 + \varepsilon \quad \text{(eq. 2)}.
\]

Each source in the network is modelled as an equivalent current dipole. The locations and orientations of these are parametrized in \( \varphi \) in the electromagnetic forward model. Estimating the DCM is carried out using variational Bayesian inference (Friston et al., 2007) using the Laplace approximation. The approximation to the posterior probability of the parameters, \( p(\theta|m,y) \) in (eq. 3) is carried out iteratively where the lower bound on the log-evidence \( \ln p(y|m) \) is maximized using a Newton search on the (negative) free energy \( F \), see (eq. 4) where \( q(\theta) \approx p(\theta|y,m) \).

\[
p(\theta|y,m) \propto p(y|m,\theta)p(\theta|m) \quad \text{(eq. 3)},
\]

\[
F = \int q(\theta) \ln p(y,\theta)d\theta - \int q(\theta) \ln q(\theta)d\theta \quad \text{(eq. 4)}.
\]

\( F \) is decomposed into an accuracy term describing how well the model fits the data (first term) and a complexity term describing how complex the model is (second term). Having established this, different models can be compared using the free energy, which takes into account how well the
model fits the data as well as how complex the model is. Hence, using the free energy in the comparison of models in principle protects against overfitting to the data using a highly complex model. Inference can be made at the level of model families instead of the individual models themselves (Penny et al., 2010). In the comparison of families we used random effects (Penny et al., 2010) which allows for the possibility that subjects use different cognitive strategies and brain networks. Exceedance probabilities, expressing how likely it is that a particular family is more likely than any of the other tested families, was used to compare families. Within the winning family, inference on the parameter level can be done using Bayesian model averaging (BMA). BMA weights the contribution of each model to the mean by its evidence (Penny et al., 2010).

**DCM model specification**

The network architecture of the roving MMN paradigm has been studied previously in healthy controls (Boly et al., 2011; Garrido et al., 2007, 2008, 2009b) using DCM, where the authors motivated the proposed models by previous results on MMN generators (Doeller et al., 2003; Grau et al., 2007; Opitz et al., 2002; Rinne et al., 2000). It is suggested that MMN generation include bilateral sources in the superior temporal gyrus (STG) and inferior frontal gyrus (IFG), with the IFG usually being most consistent in the right side. In order to model standard and deviant stimuli individually, we have also included bilateral primary auditory cortex (A1) as the first station of subcortical input.

Although the functional anatomy of MMN generation has been widely studied in healthy people it remains unknown in the 22q11.2 deletion carriers. In order to explore the network structure we therefore defined 16 models starting with a very parsimonious model comprising of bilateral A1 and STG with only forward connections. The remaining models where then build by adding hierarchical levels with increasing complexity until we had a full network comprising six sources: bilateral A1, STG and IFG (see Figure 2). Forward (F) and backward (B) connections were added at all levels of the hierarchy as well as lateral connections linking left and right STG, see Figure 2. With this model space we ensured that the three hypotheses of the underlying mechanisms of MMN were captured, namely the adaptation hypothesis, the model-adjustment hypothesis, and finally the predictive coding hypothesis (see (Garrido et al., 2009a) for a review).

Since we hypothesized that the 22q11.2 deletion carriers would express less top-down predictions when compared to the healthy non-carriers, we divided the models into families according to their type of connection. An overview of the families can be seen in Figure 2, where the four families encompass **Forward only**; including models with forward connections only, **Forward backward**; including models with forward and backward connections, **Forward only I**; models with forward connections and lateral connections between bilateral STG. **Forward backward I**; models with forward and backward connections and lateral connections between bilateral STG.
Statistical analysis
We used two sample t-test and Wilcoxon rank sum test to test for carrier-control differences in IQ and SIPS scores, respectively.

Mismatch negativity responses
The peak for the extracted MMN waveforms was detected on the grand average difference waveform for the pooled group (22q11.2 carriers and controls). This peak was then used to extract individual MMN mean amplitude values (±30 ms around the peak) for each individual subject. Group differences in the MMN responses were assessed using a one-way ANCOVA with group as a factor (22q11.2 deletion carriers and controls) and age and sex as covariates. p-values are reported significant if p<0.05.

Spatio-temporal maps in sensor space
Spatio-temporal analysis was performed over the whole sensor-space (i.e. all electrodes) and time (-100 ms to 400 ms) using a full factorial 2x2 design with factors group (controls and 22q11.2DS) and condition (standard and deviant). Further, age and sex was included as covariates. With this approach we could do an unbiased assumption-free search for differences (main effects and interactions) over the entire sensor-time volume and use random field theory to correct for
multiple comparison testing (Kilner and Friston, 2010). All p values reported are thresholded using $p=0.05$ FWE corrected at cluster level.

**DCM**
Each of the 16 DCM models was fitted to each subject individually with the standard and deviant responses in the same model. The between trial effect was set to $[0 \ 1]$, meaning that the standard response is modelled as the baseline. In this way DCM can give differences in the connections that are necessary to fit the deviant responses. Random effects Bayesian model selection was performed in the pooled group (carriers and controls) to test the competing families in Figure 2. Within the family with highest exceedance probability, BMA was carried out. As mentioned, BMA is used to calculate the parameter estimates by weighting the contribution of each model to the mean by its evidence. In this way brittle assumptions about the model structure can be avoided. Group differences in the parameters were assessed using a one-way ANCOVA with group as a factor (22q11.2 deletion carriers and controls) and age and sex as covariates. Since 22q11.2DS is associated with hearing loss (Jiramongkolchai et al., 2016) as well as lower levels of IQ (Vorstman et al., 2015), we post-hoc correlated the results obtained on sensor level and the connectivity parameters from the DCM analysis with hearing thresholds obtained at 1000 Hz as well as IQ scores within the 22q11.2 group. Pearson correlation coefficient was used. Further, we explored if the MMN amplitudes as well as connectivity parameters correlated with the expression of individual negative symptoms.

**Results**

**Clinical scores**
The 22q11.2DS group had IQ (median = 82.0, 90th percentile = 94.4, 10th percentile = 63.8) below the control group (median 108.0, 90th percentile = 127.0, 10th percentile = 95.2, $t_{44}=-7.01$, $p < 0.001$). The raw sum of negative symptoms in the 22q11.2 carriers ranged from 1-16 (mean = 6.7, SD = 3.7), from 0-12 for positive symptoms (mean = 2.7, SD = 3.1), from 0-6 for disorganized symptoms (mean = 1.7, SD = 1.8), and from 0-7 for generalized symptoms (mean = 0.9, SD = 1.9). None of the participants had psychosis but the 22q11.2DS group had significantly elevated SIPS scores for all four SIPS symptom domains; negative ($W = 497.5$, $p < 0.001$), positive ($W = 376$, $p = .004$), disorganized ($W = 416.5$, $p < 0.001$) and generalized ($W = 324.5$, $p=0.037$) symptoms, relative to the control group, see also Table 1 for a summary of clinical and demographic data. Among the 22q11.2 deletion carriers, one was diagnosed with affective disorder, two with disturbance of activity/attention deficit disorder without hyperactivity, seven with anxiety or phobia and one with both autism spectrum disorder and anxiety or phobia. One of the 22q11.2 deletion carriers was taking 20 mg of retalin. Apart from this, no subject took medication acting on the central nervous system.
Table 1. Summary of group data for demographical and clinical data

<table>
<thead>
<tr>
<th>Measures</th>
<th>Control group</th>
<th>22q11.2 group</th>
<th>Group statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Mean 15.96 SD = 2.71</td>
<td>Mean 15.47 SD = 2.41</td>
<td>t_{44} = -0.63, p = 0.53</td>
</tr>
<tr>
<td>Sex</td>
<td>18 males / 9 females</td>
<td>13 males / 6 females</td>
<td>X^2 = 0.54, p = 0.46</td>
</tr>
<tr>
<td>IQ</td>
<td>Median = 108.0 90th percentile = 127.0</td>
<td>Median = 82.0 90th percentile = 94.4</td>
<td>t_{44} = -7.01, p &lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>10th percentile = 95.2</td>
<td>10th percentile = 63.8</td>
<td></td>
</tr>
<tr>
<td>SIPS - subscales</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>Mean 0.59 SD = 1.04 Range 0-4</td>
<td>Mean 6.68 SD = 3.67 Range 1-16</td>
<td>W = 477, p = &lt;0.001</td>
</tr>
<tr>
<td>Positive</td>
<td>Mean 0.81 SD = 1.49 Range 0-6</td>
<td>Mean 2.74 SD = 3.07 Range 0-12</td>
<td>W = 305.5, p = 0.008</td>
</tr>
<tr>
<td>Disorganized</td>
<td>Mean 0.11 SD = 0.42 Range 0-2</td>
<td>Mean 1.68 SD = 1.83 Range 0-6</td>
<td>W = 404, p &lt; 0.001</td>
</tr>
<tr>
<td>Generalized</td>
<td>Mean 0.15 SD = 0.46 Range 0-2</td>
<td>Mean 0.95 SD = 1.90 Range 0-7</td>
<td>W = 312.5, p = 0.027</td>
</tr>
</tbody>
</table>

Mismatch negativity responses

Figure 3A, B and E shows the grand average data for the conventional MMN analysis. Responses to the standard were subtracted from the response to the deviant (D). This was done for the first standard (S1) up until the fifth standard (S5) in order to estimate which standard tone would produce the highest MMN response in the pooled group. The mean amplitude values of the MMN responses as a function of tone repetition followed the shape of a parabola (see Figure 3A) for the pooled group, i.e., averaged across both the carriers and control. This indicates that surprise builds up until S3, after which it decreases, possibly because a change starts to be expected. Given that S3 produces the highest MMN in the pooled group, S3 was used as the standard for subsequent analysis. Figure 3B shows the mean amplitude and the standard error for the MMN responses as a function of tone repetition separately for the two groups. Tone S3 (or standard), deviant tone, and MMN responses for both groups can be seen in Figure 3C, D and E, respectively. Differences in mean MMN amplitudes between 22q11.2 and controls failed to reach significance (F_{1,41} = 0.584, p = 0.449). No effect of the covariates sex (F_{1,41} = 0.005, p = 0.946) or age (F_{1,41} = 1.480, p = 0.231) was observed.

The post-hoc correlation of MMN amplitudes in the 22q11.2DS group with hearing levels and IQ revealed no correlation with hearing (p = 0.24, p = 0.335) levels but a significant correlation with IQ (p = 0.65, p = 0.004). There was no significant correlation between the MMN amplitudes and the sum of total negative symptoms.
Figure 3: Grand average responses obtained in the roving paradigm. A) Mean amplitude around peak MMN in a window of ±30ms as a function of standards in the roving paradigm. Note only up until 5 standards are shown since the following standards (S6, S7 and S8) contained less than 100 trials. The standard (S3) is selected according to the criteria; highest (most negative) MMN in the pooled group with at least 100 trials. B) Same as in A), just shown separately for each group (carriers in orange and controls in cyan) C) The response to S3 in blue and deviant D in red for the control group. D) The response to S3 in blue and deviant D in red for the carriers. The shaded area around the curve illustrates one standard error of the mean. E) The MMN waveform for controls (turquoise) and 22q11.2 (orange) using the third tone as the standard (S3). F) Channel locations on the scalp, Fz is marked with a black ellipse which is used for all subfigures.

Spatiotemporal maps in sensor space

Statistical parametric mapping was employed to run a full factorial 2x2 ANCOVA design with factors group (22q11.2 deletion carriers and healthy controls) and condition (standard and deviant), and age and sex as covariates. We found a significant main effect of group (see Figure 4) peaking at 90 ms ($F_{1,84}=20.21$, $p = 0.001$, FWE corrected at the cluster level) in the fronto-central areas. This effect was driven by a more negative N1 component in the 22q11.2 deletion carriers (see Figure 3C and D), indicative of a failure to suppress responses to repeated stimuli in carriers compared to controls. No main effect of condition (standard and deviant) or group by condition interaction effect was observed at the reported corrected threshold. Post-hoc analysis within the 22q11.2DS group revealed no correlation with hearing thresholds. There was a correlation between the EEG responses and IQ, similar for the MMN amplitudes, seen in the left side at the
fronto-temporal electrodes at time 80ms, an area and time different from the group effect observed in Figure 4.

**Figure 4**: Statistical t-maps showing results from the full factorial design. Main effect of group (p=0.05 FWE corrected) over the entire scalp and time. There is a significant cluster in the fronto-central area peaking at 90 ms.

**DCM**

Figure 5 shows model exceedance probabilities using random effects Bayesian model selection for the four families of models. The family with both forward and backward connections as well as lateral connections linking bilateral STG had the greatest exceedance probability. BMA within the family with highest exceedance probability was carried out and each connection within the network (12 connections) was tested for differences between 22q11.2 carriers and controls. The intrinsic connection within right A1 was reduced in 22q11.2 relative to controls ($F_{1,41} = 5.443$, $p = 0.025$). This finding suggests decreased adaptation within right A1 for carriers, and adds to the notion of failure to suppress responses to repeated stimuli as revealed by greater N1 responses (at the scalp level) for carriers compared to controls. In addition, we found reduced extrinsic connection from right IFG to STG ($F_{1,41} = 4.280$, $p = 0.045$) in the carriers compared to controls, which suggests a disruption of top-down processes, or predictive processes in the 22q11.2. No effect of age was observed for either of the two connections ($F_{1,41} = 0.012$, $p = 0.915$ for intrinsic connection, $F_{1,41} < 0.001$, $p = 0.984$ for backward connection). We did not find an effect of sex on the intrinsic connection ($F_{1,41} = 0.263$, $p = 0.811$). However, we found that males had a reduced modulation of the backward connection ($F_{1,41} = 4.396$, $p = 0.042$) compared to females. While
these effects are suggestive, they did not survive correction for multiple comparisons using a conservative Bonferroni correction for 12 tests.

Post-hoc correlations within the 22q11.2DS group of the two connections that differed between groups revealed no correlation with observed hearing thresholds and IQ (all p > 0.05). There was no correlation between the two connections and the total sum of negative symptoms in the 22q11.2 carriers. Further, BMA analysis across the whole model space without model selection did not reveal group difference in the connectivity parameters.

![Figure 5: Model exceedance probabilities for the four families.](image)

The sum of the exceedance probabilities equals one. The family including models with forward, backward and lateral connections has the highest exceedance probability.

**Discussion**

In this study, we investigated the responses elicited by a roving auditory MMN paradigm in a group of young 22q11.2 deletion carriers. While we found no indication of group differences between the MMN responses per se, the spatiotemporal analysis of responses to tones (standards and deviants) revealed a main effect of group in the fronto-central areas peaking at 90ms. This group difference was due to the 22q11.2 deletion carriers exhibiting larger negative responses at the N1 component, which suggests a failure to suppress neuronal responses to repeated stimuli. The dynamic interactions of the network structures underlying MMN were investigated with DCM and pointed to effective connectivity reductions in the backward connection linking right IFG and STG, as well as the intrinsic connection within right A1. The reduction in top-down connectivity suggest a disruption in predictive processes in 22q11.2, which is in keeping with the dysconnection hypothesis of schizophrenia (Friston et al., 2016). In addition, reduced modulation within right A1 together with a greater N1 component in 22q11.2, suggests reduced adaptation, or a failure to suppress responses to repeated stimuli.
The fact that the 22q11.2 deletion carriers in the present study show a mismatch negativity response at the scalp level suggests that the change detection system is still functioning in this group. The results are in line with previous studies (Baker et al., 2005; Zarchi et al., 2013), where authors also report MMN responses in 22q11.2 deletion carriers and controls but no significant difference in the amplitude of frequency MMN between the two groups. However, Baker and colleagues (Baker et al., 2005) found reduced duration MMN in a 22q11.2 sample which suggests that the system for generating MMN responses in 22q11.2 can be activated but is not functioning optimally. Although (Zarchi et al., 2013) failed to find significant differences in the MMN responses to frequency, intensity, directionality, and duration deviants between groups, they did find that gap-MMN amplitudes were associated with increased severity of negative symptoms and reductions in executive functions in the 22q11.2 sample.

We found group differences in the responses to tones at fronto-central electrodes at 90 ms. The timing of this effect fell within the usual time window of the N1 component. The effect was driven by responses that were greater (or more negative) for the 22q11.2 deletion carriers as compared to the controls. This is in line with what Rihs and colleagues (Rihs et al., 2013) found in a 22q11.2 cohort whereby an enhanced N1 component was explained by a greater activation in the medial frontal cortex and the dorsal anterior cingulate. The N1 component has previously been found to be reduced in schizophrenia, as well as in first episode and first-degree relatives (Foxe et al., 2011; Umbricht et al., 2003). However, several studies have also failed to show this reduction, see (Rosburg et al., 2008) for a review. Different factors such as inter stimulus interval, medication and attention play a crucial role in the results of the N1 findings in schizophrenia (Rosburg et al., 2008) which might explain why results are not always consistent.

A failure to adapt to repeated (or learnt) stimuli could also explain the observed N1 enhancement in 22q11.2. It is important to remember that, in this study, the standards and deviants have the exact same physical properties and so differences in brain responses evoked by these conditions can only be due to context. It has been suggested that psychosis is a state of aberrant salience, whereby common events have enhanced salience (Kapur, 2003; Roiser et al., 2009, 2013). The lack of N1 adaptation in the 22q11.2 deletion carriers, suggests that the salience in standards and deviants is likely to be perceived the same. In other words, standards and deviants might be equally surprising. Importantly, the 22q11.2 deletion carriers included in the present study did not have any signs of psychosis, which points to the promising possibility of using such ERP signals as potential early biomarkers for schizophrenia that arise prior to disease onset. While this finding is promising and exciting, further work is required to corroborate this idea, potentially in a follow-up longitudinal study.

Results pointed towards group differences in the effective connectivity in the backward connection from IFG to STG in the right hemisphere as well as the intrinsic connection in right A1, where the 22q11.2DS for both connections show a reduced modulation between standards and deviants as compared to the controls. Critically, differences within these two connections have been previously found in patients with schizophrenia (Dima et al., 2012), although they found a stronger modulation within the schizophrenia group for the backward connection from right IFG to right STG compared to the control group. According to theoretical accounts of predictive coding,
the forward or bottom-up connections convey information about the incoming stimuli and how well it matches expectations based on a learnt context (Friston, 2003). Expectations or predictions, on the other hand, are conveyed by top-down or backward connections. In light of this theory, we speculate that controls are able to efficiently send down predictions indicated by the positive modulation from right IFG to right STG. This modulation was reversed for the 22q11.2 carriers which suggest that this process is somehow reduced. However, caution is need in interpreting these findings as these effects did not survive Bonferroni correction for multiple comparisons. A follow-up study including a larger cohort would be needed to draw a more definite conclusion. Previous studies investigating differences in connectivity between schizophrenia and healthy controls have shown that people with schizophrenia exhibit disrupted connectivity especially within the backward connections (Adams et al., 2013; Dima et al., 2010; Fogelson et al., 2014). The reduction of backward connections and thereby reduced ability to pass down predictions in the 22q11.2 deletion carriers is therefore consistent with findings reported in the schizophrenia literature.

In summary, we show that young non-psychotic 22q11.2 deletion carriers show a failure to suppress neuronal responses, or adapt, to repeated stimuli, as well as a trend towards a reduced ability to pass predictions down the hierarchy. We suggest that such deficits, also found in schizophrenia, may be already apparent prior to illness onset.
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Abstract
Early risk markers for schizophrenia are highly desirable since results on early disease diagnosis and early treatment have shown positive effect on clinical outcomes and everyday functioning in patients. One of the most common copy number variants, the 22q11.2 deletion syndrome, confers a markedly increased risk for schizophrenia. Therefore, the 22q11.2DS is a homogeneous genetic liability model which enables studies that intent to identify functional abnormalities that may precede disease onset. Recent results have shown evidence that repetition suppression, i.e., responses to repeated stimuli, can be interpreted in the framework of predictive coding as a failure to suppress prediction errors. A process requiring bottom-up and top-down processing. Here, we investigated repetition-dependent changes in effective connectivity underlying repeated auditory stimuli. We recorded high-density EEG from 19 22q11.2 deletion carriers in the age range of 12-25 years, as well as from 27 healthy non-carriers with comparable age and sex distribution, while they listened to a sequence of sounds arranged in a roving oddball paradigm. Using dynamic causal modelling results indicate that repetition-dependent changes are parametrically modulated by a u-shaped function. Further, 22q11.2 deletion carriers showed a trend for increased forward connectivity. Scalp data showed that 22q11.2 deletion carriers failed to adapt to the repeated stimuli as shown by enhanced N1 amplitudes. Further, reduced responses in the N2 component were observed in 22q11.2 deletion carriers compared to controls. In summary, our findings suggest that 22q11.2 deletion carriers have reduced repetition suppression, which might be associated with an increased forward connectivity.

Keywords: 22q11 Deletion Syndrome, Dynamic causal modelling, EEG, Mismatch negativity, repetition suppression

Abbreviations: DCM = Dynamic Causal Modelling, MMN = Mismatch Negativity, 22q11.2DS = 22q11.2 Deletion Syndrome
Introduction

22q11.2 deletion syndrome (22q11.2DS) is one the most common copy number variants in humans and has a prevalence of 1:2000 to 1:4000 (Goodship et al., 1998; Oskarsdóttir et al., 2004; Shprintzen, 2005). The syndrome is associated with a high frequency of several neurodevelopmental disorders, including autism, ADHD and schizophrenia (Bassett et al., 2008; Karayiorgou et al., 2010; Purcell et al., 2009; Schneider et al., 2014; Stefansson et al., 2008). The 22q11.2DS is clinically presented with a highly variable phenotype, including a range of somatic disorders, learning problems, cognitive deficits (Karayiorgou et al., 2010; Robin and Shprintzen, 2005), and hearing problems (Jiramongkolchai et al., 2016). The prevalence of schizophrenia-spectrum disorder is 24% in adolescent and 41% in adult 22q11.2 deletion carriers (Schneider et al., 2014). A recent nationwide Danish Registry study showed that the risk of developing a schizophrenia-spectrum disorder in individuals previously diagnosed with 22q11.2DS was approximately eight times higher than in the general population (Vangkilde et al., 2016). Carriers of 22q11.2DS therefore offer the possibility to study functional abnormalities that precede clinical onset of schizophrenia and therefore to reveal important insight into the pathogenesis of the disease.

The ability to adapt to the environment and react to deviation within it is something the normal brain masters on a daily basis. However, patients with schizophrenia show reduced ability to adapt to the environment expressed as a state of aberrant salience (Kapur, 2003) via a loss of precise top-down predictions (Adams et al., 2013). An example of this are the typically reduced neural responses to repeated stimuli as a function of number of repetitions a process called repetition suppression, which is often depicted as a consequence of neural fatigue (Grill-Spector et al., 2006). Recent evidence, however, suggests that repetition suppression may be caused by sensory predictions (Baldeweg, 2007; Summerfield et al., 2008; Todorovic et al., 2011; Todorovic and de Lange, 2012). Repetition suppression can therefore be interpreted in the framework of predictive coding (Auksztulewicz and Friston, 2016; Friston, 2005), where the brain is seen as a device constantly making inference and predictions about future events. From this perspective repetition suppression is a consequence of minimizing prediction errors by constantly adapting to the environment through changes in predictions about the sensory inputs. It has been shown that repetition-dependent changes in responses to repeated stimuli are due to experience-dependent changes in effective connectivity (Garrido et al., 2009a). Repetition suppression has shown to be reduced in schizophrenia and in people at clinically high risk for schizophrenia (Gonzalez-Heydrich et al., 2016), as expressed in a reduction of N1 adaptation, that is a larger N1 component. Further, decreased amplitudes to mismatch negativity (MMN) responses are consistently found in patients with schizophrenia (Catts et al., 1995; Michie, 2001; Näätänen and Käkönen, 2009; Umbricht and Krüeseb, 2005), which is likely to reflect a reduced ability to learn and adapt to a changing environment. MMN is elicited in oddball paradigms where an established rule in a statistical
regular environment is violated. According to hierarchical inference or predictive coding (Friston, 2003; Rao and Ballard, 1999) MMN is a failure to suppress prediction errors (Garrido, et al., 2009b). MMN can also be elicited in roving paradigms that besides from studying MMN per se, gives the unique possibility to study responses to repeated tone, where oddballs, or deviants, eventually become a standard due to repetition.

Only a limited number of studies on N1 amplitudes and MMN responses in 22q11.2DS have previously been reported. N1 amplitudes have been reported to be enhanced in 22q11.2DS (Larsen et al., 2017 in prep; Rihs et al., 2013), whereas duration MMN has been found to be reduced (Baker et al., 2005). However, (Zarchi et al., 2013) and (Larsen et al., 2017, in prep) failed to show reduced MMN amplitudes in 22q11.2DS. It should though be noted that (Larsen et al., 2017, in prep) only studied frequency MMN whereas (Zarchi et al., 2013) studied frequency, intensity, directionality, duration and a silent gap deviants. To our knowledge, there is no study focusing on repetition suppression in 22q11.2DS, which is relevant to study since this has been found to be reduced in schizophrenia.

Here we employ a parametric DCM approach using the roving MMN paradigm from (Larsen et al., 2017, in prep), to study connectivity changes underpinning repeated auditory stimuli in 22q11.2 deletion carriers. We hypothesized that responses to repeated stimuli would show a parametric modulation with decreasing connectivity within the first repetitions, followed by an increase reflecting the prediction of new stimuli, in accordance with the predictive coding theory. We test this by introducing three different effects; u-shaped, which is in accordance with redictive coding; decaying exponential, which accounts for effects due to hapituatuion or adaptation and finally growing exponential which would accounts for purely predictive effects. We further tested how this relates to the scalp data by performing spatiotemporal analysis across time and space.

Materials and Methods
Included participants and stimuli presented were the same as described in (Larsen et al., 2017, in prep) but are summarized here for clarity.

Participants
This study is part of a larger Danish nationwide study and an extensive description of the recruitment of participants is described in (Schmock et al., 2015). 19 non-psychotic 22q11.2 deletion carriers with a verified deletion within the 3 Mb region at chromosome 22q11.2 were included. All 22q11.2 deletion carriers did not have a current or previous history of schizophrenia. We further included 27 matched healthy individuals without the 22q11.2 deletion as a control group with comparable age distribution (controls age range: 12-25 years; mean age: 15.96, standard deviation (SD) = 2.71 years; 22q11 mean age: 15.47, SD 2.41 years, t_{44}=-0.63 p = 0.53) and sex ratio (male/female controls: 18/9, cases: 13/6, χ² = 0.02, p = 0.90). The International Classification of Diseases (ICD-10) system was used to evaluate the presence of current psychiatric disorders. Intellectual functioning was assessed using Reynolds Intellectual Screening Test (RIST)
(Reynolds and Kamphaus, 2011). Using the Mini International Neuropsychiatric Interview (Sheehan et al., 1998) or the Mini International Neuropsychiatric Interview for Children and Adolescents (Sheehan D, Shytle, K. Milo, 2013) diagnosis of anxiety, affective disorder and disturbance of activity and attention/attention deficit disorder without hyperactivity were given. The Social Communication Questionnaire lifetime was used with a clinical cut-off of 15 to indicate presence of autism spectrum disorders (Rutter et al., 2003, 2005). To screen for current psychosis and to rate the severity of schizophrenia-related symptoms the Structured Interview for Prodromal Syndromes was used (McGlashan et al., 2012; Miller et al., 2003). The schizophrenia-related symptoms were assessed within the four domains: positive (i.e. delusional ideas, persecutory ideas, grandiosity, hallucinations, and disorganized communication), negative (anhedonia or withdrawal, avolition, decreased expression of emotions, decreased experience of emotion or self, impoverished thinking, and deterioration of role functioning), disorganized (odd behavior and appearance, bizarre thinking, trouble with focus and attention, and personal hygiene), and general symptoms (sleep disturbance, dysphoric mood, motor disturbances, impaired tolerance to normal stress). All clinical interviews were conducted by two experienced and certified clinicians.

The following exclusion criteria were applied to controls: a) schizophrenia, schizotypal and delusional disorders (ICD10 DF20-29); b) bipolar disorder (ICD10 DF30-31); c) depression (ICD DF32-33) except for a past episode of mild or moderate depression (ICD10 DF 32.0 or 32.1); d) substance abuse; or e) a first degree relative with a psychotic illness. The regional Ethical Committee of Copenhagen (project id: H-3-2012-136) and the Danish Data protection Agency (project id: 2007-58-0015) approved the study. All participants underwent a verbal and written informed consent process. Participants under the age of 18 provided a verbal assent while their parent’s completed written consent.

Stimuli
The roving paradigm was adapted from (Garrido et al., 2008) and comprised of roving sequences of sounds, see Figure 1. The number of repetitions within each sequence ranged from 1 to 9 and was drawn from a discrete uniform distribution. With this paradigm it is possible to study the responses to repeated stimulation and thereby the parametric effect of repetition. Each tone was a pure sinusoidal tone with frequency 1000 Hz or 1200 Hz and had a duration of 50 ms with a 5 ms rise and fall time. Tones were delivered binaurally via insert-earphones (E-A-RTONE 3A Indianapolis, US), at 85 dB SPL, generated with the Cogent toolbox running in Matlab (http://www.vislab.ucl.ac.uk/cogent_2000.php). Participants sat in a comfortable chair and watched a silent movie displaying underwater scenery free of any sudden or salient visual events during the 15 minutes of recording. Participants were instructed to ignore the sounds. In order to ensure that participants could hear the stimuli, audiometric testing was performed prior to the experiment (20dB random test Oscilla USB-310 Tablet screening audiometer, Aarhus, Denmark).
At 1000 Hz the observed threshold levels were (mean = 20.1, SD = 0.5) for controls and (mean = 23.4, SD = 4.0) for 22q11.2.

Figure 1: Experimental design of the roving paradigm. The tone repetition, \( R_n \), varies randomly between 0 and 8 (corresponding to a maximum of 9 tones). The sequences of tones vary by having a frequency of either 1000 Hz or 1200 Hz. The stimulus onset asynchrony is fixed at 500ms.

Data acquisition and pre-processing
EEG data were recorded using a 128 channel ActiveTwo Biosemi System (BioSemi, Amsterdam, Netherlands), with a sampling frequency of 4096 Hz. Pre-processing included; referencing to the nose, bandpass filtering between 0.5Hz - 40Hz using a second order Butterworth filter, downsampling to 500Hz and finally epoching with a peristimulus window of -100ms to 400ms. The preprocessing was carried out using EEGLAB (Delorme and Makeig, 2004). Baseline correction was applied using the average over the time window -100ms to -10ms. Artefact removal, scalp analysis, and the DCM analysis were performed using SPM12b (http://www.fil.ion.ucl.ac.uk/spm/). For artefact removal, a simple threshold approach was applied, where epochs were rejected if their values exceeded ±100 µV. One of the participants (belonging to the 22q11.2 group) was discarded because the majority of epochs were rejected with this approach (above 80%). For the spatio-temporal analysis in sensor space, the epoched EEG data were converted into scalp-map images of dimension 64x64 obtained using interpolation. After the conversion to scalp-map images smoothing using a Gaussian kernel specified by a FWHM of 8 mm2 in the spatial dimension and 10ms in the temporal dimension ([8 8 10]) was performed. Before the DCM analysis was carried out the data was re-referenced to the average of all sensors to enable proper source reconstruction.

Dynamic Causal Modelling
DCM is a method to estimate effective connectivity by explaining measured data using a hierarchical network of interacting sources. Effective connectivity is the influence one neural system exerts over another (David et al., 2006; Friston et al., 2003).

DCM for ERPs is specified by state equations and an output function. The state equations build upon neural mass models, describing neural activity at the source level based on the model by (Jansen and Rit, 1995) and connectivity rules described in (Felleman and Van Essen, 1991), see equation 1.
The output function then relates the activity at the source level, to the activity at the scalp level. This is done by an electromagnetic forward model, with leadfield matrix $L(\varphi)$, coupling the average depolarization of pyramidal cells in each source $x_0$, to the scalp data, $y$, see equation 2.

$$\dot{x} = f(x, u, \theta) \quad (eq \ 1)$$

$$y = L(\varphi) \ x_0 + \epsilon \quad (eq \ 2)$$

The spatial forward model, given by the lead field matrix $L(\varphi)$, is parametrized by the location and orientation of each source (Kiebel et al., 2006). Each source in the network is modelled as an equivalent current dipole. Finally a Gaussian error term $\epsilon$ is included to account for noise. By inverting the DCM, using Bayesian model inversion, the effective connectivity within a given model is estimated.

In the comparison of models we used random effects (Penny et al., 2010) allowing for the possibility that participants use different cognitive strategies and brain networks. In the same way as making inference on model structures, it is possible to make inferences on general properties of network structure by dividing the model space into family partitions (Penny et al., 2010). Exceedance probability is an expression of how likely it is that a particular family is preferred over another family of models. We used this measure in our comparisons of families.

**Model space specification**

We have previously used the same paradigm to study MMN responses in 22q11.2DS (Larsen et al., 2017, in prep) where we formulated a set of models motivated by previous studies on MMN generators (Doeller et al., 2003; Grau et al., 2007; Opitz et al., 2002; Rinne et al., 2000) as well as previous model comparisons on MMN (Boly et al., 2011; Garrido et al., 2007, 2008, 2009c). This network includes bilateral sources in the primary auditory cortex (A1), superior temporal gyrus (STG) and inferior frontal gyrus (IFG), with the IFG usually being most consistent in the right side. The bilateral sources in A1 receive the input. Repetition suppression in a roving MMN paradigm has been previously studied using DCM (Garrido et al., 2009a) with bilateral A1 and STG sources being included. The purpose of that study was to assess whether repetition dependent changes in responses to repeated stimuli is due to connectivity changes in such network. Here, we explore other possible networks which may underly repetition dependent changes. We therefore defined 16 models starting with the right and left A1 and building the remaining models by adding hierarchical levels until we had a full network comprising the six sources: bilateral A1, STG and IFG (see Figure 2). By using this model space we ensured that the three hypotheses of the underlying mechanisms of MMN were captured, namely the adaptation hypothesis, the model-adjustment hypothesis, and finally the predictive coding hypothesis (see (Garrido et al., 2009b) for a review).
**Repetition-dependent effects**

Each DCM model (Figure 2) was estimated for each participant individually with all nine tones in the same model. Since we were interested in the repetition dependent changes in effective connectivity, we explored three different between trial effects, given below for tone $r = 1, ..., 9$.

\[
\text{U-shape: } x_1(r) = (r - 5)^2 \\
\text{Decaying exponential: } x_2(r) = \exp(-r) \\
\text{Growing exponential: } x_3(r) = \exp(r)
\]

Using these three parametric forms we could test three different hypotheses for the repetition-dependent changes in effective connectivity. The u-shaped function is a combination of the decaying and growing exponential and is in line with the predictive coding theory. Hence, the first decay will capture changes due to habituation or adaptation whereas the growing part in the end will capture formation of an expectation, or prediction, that a new event will occur. The decaying exponential function then models the connectivity as a decrease throughout the number of repetitions, meaning that repetition suppression can be explained purely by habituation or adaptation. Conversely, the growing exponential function models the changes in connectivity with an increase most pronounced for the last repetitions, indicating formation of an expectation, or prediction, that a new event will occur. We defined each of these parametric forms as families where these families only deviate in the specific parametric effect.
Figure 2: The three different repetition effect families. Each family consists of the same models, but deviates in the parametric modulation between the conditions (repetitions of tones). The three different modulations tested are; u-shape, decaying exponential and growing exponential.
Statistical analysis

Clinical scores
To test for carrier-control differences in SIPS scores we used Wilcoxon rank sum test. A two sample t-test was used to test for differences in IQ levels between carriers and controls.

DCM
Random effects Bayesian model selection was used for the pooled group (carriers and controls) to test which of these effects best described the data. Exceedance probabilities were used to compare families. BMA was carried out within the family with highest exceedance probability. With BMA the connectivity parameters are estimated by weighting the contribution of each model to the mean by its probability. In this way brittle assumptions about the model structure can be avoided.

To test for differences in the connectivity modulation parameters (B-parameters), a one-way ANCOVA with group as a factor (carriers and controls) and age and sex as covariates was performed for each of the parameters. Results are reported both uncorrected as well as corrected for multiple comparison using Bonferroni.

Spatiotemporal analysis
Spatio-temporal analysis was performed over the whole sensor-space (i.e. all electrodes) and time (-100 ms to 400 ms) using a full factorial 2x9 design with factors group (controls and carriers) and condition (nine repetitions of the tone). Further, age and sex was included as covariates. With this approach we could do an unbiased assumption-free search for differences (main effects and interactions) over the entire sensor-time volume and use random field theory to correct for multiple comparison testing (Kilner and Friston, 2010). Importantly, we could test the parametric effect of tone repetition relating the results obtained in the DCM analysis to the sensor data. All p values reported are thresholded using p<0.05 FWE corrected at cluster level.

Results
Of the 19 22q11.2 deletion carriers included in the study, one was diagnosed with affective disorder, two with disturbance of activity/attention deficit disorder without hyperactivity, seven with anxiety or phobia and one with both autism spectrum disorder and anxiety or phobia. Only one 22q11.2 deletion carriers took medication acting on the central nervous system at the time of examination (20 mg retalin). None of the participants had psychosis but the 22q11.2DS group had significantly elevated SIPS scores for all four SIPS symptom domains; negative (W = 497.5, p < 0.001), positive (W = 376, p = .004), disorganized (W = 416.5, p < 0.001) and generalized (W =
324.5, p=.037) symptoms, relative to the control group. The raw sum of negative symptoms in the 22q11.2 carriers ranged from 1-16 (mean = 6.7, SD = 3.7), from 0-12 for positive symptoms (mean = 2.7, SD = 3.1), from 0-6 for disorganized symptoms (mean = 1.7, SD = 1.8), and from 0-7 for generalized symptoms (mean = 0.9, SD = 1.9).

The 22q11.2DS group had an IQ (median = 82.0, 90th percentile = 94.4, 10th percentile = 63.8) below the control group (median 108.0, 90th percentile = 127.0, 10th percentile = 95.2, t_{44}=-7.01, p < 0.001).

We have previously confirmed the presence of repetition dependent responses in this paradigm in the form of a detectable MMN response, see results in (Larsen et al., 2017, in prep). Figure 3 shows responses to each tone repetition.

![Figure 3: Grand average responses for controls and 22q11.2 deletion carriers from channel Fz. To the left, responses to each tone repetition can be seen for the controls. Corresponding responses for the 22q11.2 deletion carriers can be seen to the right.](image)

**Repetition-dependent changes – a parametric DCM**

Figure 4 shows exceedance probabilities for the three parametric effects tested; u-shape, decaying exponential, and growing exponential for the pooled group (controls and 22q11.2). The family with the u-shaped function as parametric modulation outperforms both the growing exponential modulation as well as the decaying exponential modulation. The fact that the u-shaped function shows the highest exceedance probability suggests that repetition-dependent changes in effective connectivity can be interpreted within the framework of predictive coding. This implies that the first repetitions are explained by habituation or adaptation whereafter expectations build up towards the last repetitions.
The 22q11.2 deletion carriers showed a stronger modulation than controls in the extrinsic connection from left STG to left IFG ($F_{1,41} = 8.057$, $p = 0.007$). The connection decreased with age ($F_{1,41} = 7.314$, $p = 0.010$) indicating that older showed a stronger modulation than younger. There was no effect of the covariate sex observed. While this effect is suggestive, it did not survive correction for multiple comparisons using a conservative Bonferroni correction for 12 tests ($\alpha = 0.05/12 = 0.004$). We post-hoc tested if the group effect of this connection was driven by hearing levels and IQ and none of these variables correlated with the connection.

Within the u-shaped family we performed a new model selection using random effect analysis in the pooled group (carriers and controls) to see which models best described the data. However, in the absence of a clear winning model (i.e. a flat profile) we decided to keep the inference at the family level.

**Spatiotemporal analysis**
Analysis of the scalp maps of the repeated stimuli revealed a significant main effect of group (see Figure 5, left) peaking at 90 ms in the fronto-central areas. This effect was driven by a more negative N1 amplitude in the 22q11.2 deletion carriers, indicative of a failure to suppress responses to repeated stimuli in carriers compared to controls. Further, there was a main effect of group peaking at 180 ms in a small cluster of electrodes in the fronto-central area. This effect was
driven by 22q11.2 deletion carriers showing reduced responses around 180 ms, suggesting that the early N2 component is reduced in carriers as compared to controls. No main effect of repetition or group by repetition interaction effect was observed at the reported corrected threshold.

Assuming that the repetition dependent changes in connectivity was modulated by a u-shaped function, we looked at the contrast u-shape controls > u-shape carriers to see if this effect was more present in the controls than the carriers. Having a greater u-shaped effect would mean greater prediction error responses when a change occurs followed by a decay as the deviant becomes a standard and then a gradual increase again in prediction error, as the expected change does not occur. This showed a cluster peaking at 90 ms, see Figure 5, right.

Since 22q11.2DS is associated with hearing loss (Jiramongkolchai et al., 2016) and lower IQ levels (Gothelf et al., 2007; Vorstman et al., 2015) we did a post-hoc analysis to test if these variables could explain any main effect of group observed in the spatio-temporal analysis. We found that IQ correlated with the EEG data, however, this effect was located on different spatiotemporal regions than the observed group effect and we therefore conclude that the lower levels of IQ in the 22q11.2 deletion carriers did not drive the main effect of group. We did not find an effect of hearing levels. There was no correlation between the EEG responses as well as the connectivity from left IFG to left STG and the raw sum of negative symptoms.

**Discussion**

In this study we investigated the responses to repeated auditory stimulation arranged in a roving MMN paradigm, in a group of young 22q11.2 deletion carriers and a group of age and sex comparable healthy controls. The parametric effect underlying repetition-dependent changes of
effective connectivity were investigated with DCM. Results suggest that repetition-dependent changes in effective connectivity are modulated by a u-shaped function, and a trend for a stronger modulation on 22q11.2 carriers than controls in the forward connection from left STG to left IFG. Spatiotemporal analysis revealed a group difference in the responses to tones in the fronto-central areas peaking at 90 ms. This effect was due to the 22q11.2 carriers showing a more negative response around 90 ms, suggesting that the ability to suppress the tones in the same manner as controls is disrupted. Further, we found a reduction of responses to tones in the fronto-central area at 180 ms for the 22q11.2 carriers as compared to controls, suggesting that the early N2 component is reduced in 22q11.2 carriers.

Within the framework of predictive coding, repetition suppression is understood in terms of perceptual inference and learning where changes in repetition-dependent activity are mediated by synaptic communication (Auksztulewicz and Friston, 2016; Friston, 2005). In this context, the brain constantly updates expectations and predictions, by passing prediction errors up the hierarchy to optimize predictions that are passed back or down the hierarchy. If predictions match incoming inputs, the prediction errors will be low and therefore only small updates of expectations takes place. Our analysis points to repetition-dependent changes in connectivity can be explained with a u-shaped function. Hence, for the first half of tone repetitions (R0-R4) the connectivity decreases whereas for the second half (R4-R8) the connectivity strength increases. This indicates that participants are able to learn the statistical regularity of the roving MMN paradigm by starting to predict that a new event is likely to happen after the fourth repetition of the tone. This is in line with the notion that repetition suppression is not only caused by simple mechanisms as neural fatigue, but is likely to be caused by fulfilled expectations (Auksztulewicz and Friston, 2016; Summerfield et al., 2008; Todorovic et al., 2011) including forward message passing of prediction error and backward message passing of predictions or expectations. Comparing connectivity parameters between groups indicated an increase in the modulation between tones for the 22q11.2 carriers from left STG to left IFG where carriers show an increased modulation compared to controls. According to predictive coding this indicates that 22q11.2 carriers have greater prediction errors, meaning that they are more surprised. However, this connection did not survive correction for multiple comparison, meaning that caution should be taken when interpreting this.

Repetition suppression has previously been shown to be reduced in schizophrenia (Gonzalez-Heydrich et al., 2016) in reduced N1 adaptation, or failure to suppress N1. In the present study we found an enhanced response at the N1 component in the 22q11.2 carriers compared to controls. This indicates that 22q11.2 carriers have a reduced ability to suppress the responses to tones through a reduced adaptation, similarly to patients with schizophrenia. This is supported by the theory of psychosis as a state of aberrant salience, where common events have enhanced salience (Kapur, 2003; Roiser et al., 2009, 2013). Crucially, it is important to note that 22q11.2 deletions carriers included in the present study do not show any sign of psychosis and therefore our findings indicate that such failure to suppress N1 responses to repeated stimuli may be apparent prior to disease onset.
22q11.2 carriers showed a reduction in responses to tones at 180 ms as compared to controls. This indicates that the early N2 component is reduced in 22q11.2 carriers. N2 amplitudes have previously been found to be reduced in schizophrenia (Ethridge et al., 2015; Javitt et al., 1995; O’Donnell et al., 1993, 2004), a component that has been associated with the process of stimulus classification.

In conclusion, this study supports that repetition-dependent changes in effective connectivity is modulated by a u-shaped function, in accordance with the predictive coding theory of repetition suppression and prediction formulation. Our findings add to the current literature on repetition suppression in the healthy human brain perceived as a consequence of fulfilled expectations. We further show that 22q11.2 deletion carriers lack the ability to adapt to the environment by showing a reduced adaptation to the repetition of tones. In addition to this, N2 amplitudes were reduced in 22q11.2 deletion carriers, which is consistent with previous findings in patients with schizophrenia. In sum, we suggest that the typical N1 enhancement and N2 reduction observed in schizophrenia are also present in 22q11.2 deletion carriers prior to psychosis onset. These alteration could potentially be associated with plastic changes in a fronto-temporal network.
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Abstract

Background. The 22q11.2 deletion syndrome confers a markedly increased risk for schizophrenia. 22q11.2 deletion carriers without manifest psychotic disorder offer the possibility to identify functional abnormalities that precede clinical onset. Since schizophrenia is associated with a reduced cortical gamma response to auditory stimulation at 40 Hz, we hypothesized that the 40 Hz auditory steady-state response (ASSR) may be attenuated in non-psychotic individuals with a 22q11.2 deletion.

Methods. 18 young non-psychotic 22q11.2 deletion carriers and an control group of 27 non-carriers with comparable age range (12-25 years) and sex ratio underwent 128-channel EEG. We recorded the cortical ASSR to a 40 Hz train of clicks, given either at a regular inter-stimulus interval of 25 ms or at irregular intervals jittered between 11 and 37 ms.

Results. Healthy non-carriers expressed a stable ASSR to regular but not in the irregular 40 Hz click stimulation. Both gamma power and inter-trial phase coherence of the ASSR were markedly reduced in the 22q11.2 deletion group. The ability to phase lock cortical gamma activity to regular auditory 40 Hz stimulation correlated with the individual expression of negative symptoms in deletion carriers (ρ = -0.487, p = 0.041).

Conclusions. Non-psychotic 22q11.2 deletion carriers lack efficient phase locking of evoked gamma activity to regular 40 Hz auditory stimulation. This abnormality indicates a dysfunction of fast intracortical oscillatory processing in the gamma-band. Since ASSR was attenuated in non-psychotic deletion carriers, ASSR deficiency may constitute a pre-morbid risk marker of schizophrenia.
Keywords: 22q11.2 Deletion Syndrome, Gamma band, EEG, Oscillations, Schizophrenia

Introduction

The 22q11.2 deletion is the most common copy number variant in humans with an estimated prevalence of 1:2000 to 1:4000\(^1\)-\(^3\). 22q11.2 deletions are associated with a highly variable clinical phenotype, including a range of somatic disorders, learning problems, cognitive deficits\(^4\),\(^5\) and hearing loss\(^6\). Individuals carrying a 22q11.2 deletion have an increased risk of developing schizophrenia and other psychiatric disorders such as autism spectrum disorder and attention deficit hyperactivity disorder\(^7\)-\(^9\). According to the International Consortium on Brain and Behavior in 22q11.2 Deletion Syndrome (22q11.2DS), the prevalence of schizophrenia-spectrum disorder is 24% in adolescent and 41% in adult 22q11.2 carriers\(^8\). A recent nationwide Danish Registry study showed that the risk of developing a schizophrenia-spectrum disorder in individuals previously diagnosed with 22q11.2DS was approximately eight times higher than in the general population\(^10\).

Since the 22q11.2DS confers a substantial risk for schizophrenia, the identification of neurophysiologic abnormalities in non-psychotic 22q11.2 deletion carriers may reveal important insights into the pathogenesis of schizophrenia and assist the search of early markers. Investigations of high-risk groups are very appealing from a clinical perspective as they not only can provide a better knowledge of the disease evolution, but potentially can lead to strategies for prevention or early treatment.

Auditory steady-state responses (ASSRs) evoked by brief tones or clicks at a repetition rate of 40 Hz provide a readily available, non-invasive means of probing impaired neural gamma synchrony in the auditory system\(^11\). A seminal ASSR study showed that the ASSR was selectively reduced in patients with schizophrenia when auditory stimulation was applied at 40 Hz, but not at 20 Hz or 30 Hz\(^12\). Later studies reported reduced expression and phase locking of steady-state gamma
oscillations in patients with schizophrenia\textsuperscript{13–16}. A recent meta-analysis concludes that decreased 40 Hz ASSR is a robust finding in schizophrenia\textsuperscript{17}. The ASSR is further observed reduced in first-episode psychosis\textsuperscript{18,19}, as well as in non-affected first degree relatives\textsuperscript{20,21}. So far, there have been no studies looking at ASSR in 22q11.2DS. However, one study has shown reduced ASSR in an ultra-high-risk group (UHR)\textsuperscript{22}, where subjects who met criteria for attenuated psychotic symptoms, brief intermittent psychotic symptoms and genetic risk deterioration were included in the study based on the structured interview for prodromal symptoms (SIPS).

Linking ASSR and clinical symptoms in schizophrenia, inter-trial phase coherence (ITPC) has shown to be positive correlated with the presence of positive symptoms\textsuperscript{19}. The same group also reported a positive correlation between left-hemispheric ITPC and the expression of auditory hallucination\textsuperscript{15}. Moreover, a negative correlation between the ASSR amplitude at 80 Hz and negative symptoms has been shown\textsuperscript{23}. In the UHR-study\textsuperscript{22}, the power of the ASSR at 40 Hz was negatively correlated with the individual PANSS scores for positive symptoms, but not for negative symptoms.

In schizophrenia, impaired neural processing in cortical circuits has been attributed to dysfunctional oscillatory cortical activity in the gamma-band (30–100 Hz) and underlying abnormalities in GABAergic and glutamatergic neurotransmission\textsuperscript{12,24–26}. Cortical gamma oscillations rely on the integrity of fast-spiking GABAergic interneurons which exert a finely timed inhibition onto the pyramidal cells and other inhibitory interneurons\textsuperscript{27–29}. Disturbed interactions of these circuits are thought to critically contribute to pathogenesis and cognitive impairment in schizophrenia\textsuperscript{30,31}. In agreement with the notion of a GABAergic dysfunction, magnetic resonance spectroscopy revealed that gamma-aminobutyric acid (GABA) levels in visual cortex are reduced by 13% in patients with schizophrenia as compared to healthy controls\textsuperscript{32}. Likewise,
prefrontal GABA levels were reduced in patients with schizophrenia as compared to controls using magnetic resonance spectroscopy at 7 T\(^3^3\). Accordingly, post-mortem studies of 22q11.2 carriers have shown reduced levels of GABA\(^3^4\) at cites of cortical malfunction. Recent studies have provided converging evidence that cortical gamma oscillatory activity critically depend on the function of N-methyl-D-aspartate (NMDA) receptors located on parvalbumin-positive, fast-spiking, GABAergic interneurons\(^3^5\)\(^-^4^0\). The emerging links between abnormal cortical gamma oscillatory activity and specific cellular and subcellular mechanisms constitute a potential target for future treatments of schizophrenia\(^2^4,2^8,4^1\).

In murine models of 22q11.2DS, a disruption of glutamatergic synaptic transmission within the auditory cortex has been found\(^4^2\). Further, in a mouse model of 22q11.2DS increased acoustic startle response as well as pre-pulse inhibition (PPI) deficits was found\(^4^3\). Since no difference in auditory brain stem responses were found, the deficits in PPI could not account for this. One study investigated auditory gating in 22q11.2DS\(^4^4\). While P50 was found to be normal, 22q11.2DS carriers showed increased amplitudes of the first N1 component at central electrodes, suggesting abnormal higher order processing.

Using a neurogenetically informed approach, we recorded the ASSR in non-psychotic carriers of a 22q11.2 deletion and healthy controls without such deletion with comparable age range and sex ratio. The auditory stimulation was applied regularly and irregularly, testing whether temporal regularity of the 40 Hz train was critical to evoke ASSR. In this way we could test for differences in steady state as well as transient (non-steady state) responses. We expected that the 22q11.2 deletion carriers express a reduced cortical gamma response to regular auditory stimulation at 40 Hz as a potential risk marker of schizophrenia, showing a reduction in power and reduced phase
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synchronization of the ASSR relative to healthy non-carriers. Further, we expected the response to irregular stimulation to be matched between groups. We further explored whether the ASSR alterations in 22q11.2 deletion carriers were correlated with symptom severity.

Methods and Materials

Subjects

18 young individuals 12 to 25 years with a verified 3 MB deletion at chromosome 22q11.2 and 27 healthy individuals without a 22q11.2 deletion participated in the study. Groups were comparable with respect to sex ratio (controls: 18 males and 9 females, carriers: 13 males and 5 females, \(\chi^2 = 0.54, p = 0.46\)) and age distribution (controls: mean age = 15.96 years, standard deviation (SD) = 2.71 years; carriers: mean age = 15.39 years, SD = 2.45 years, \(t_{43} = 0.72, p = 0.47\)). All participants were evaluated for the presence of current psychiatric disorders and diagnoses were given according to the ICD-10 diagnostic system if clinical criteria were met. For more information on diagnose criteria, see supplementary material. Carriers of the 22q11.2 deletion with a known history of schizophrenia were excluded. The Structured Interview for Prodromal Syndromes (SIPS)\(^{45,46}\) was used to rate the severity of: positive, negative, disorganized, and general symptoms, see supplementary materials for detailed information.

The following exclusion criteria were applied to controls: a) schizophrenia, schizotypical and delusional disorders (ICD10 DF20-29); b) bipolar disorder (ICD10 DF30-31); c) depression (ICD10 DF32-33) except for a past episode of mild or moderate depression (ICD10 DF 32.0 or 32.1); d) substance abuse; or e) a first degree relative with a psychotic illness. All participants underwent a
verbal and written informed consent process. Participants under the age of 18 provided a verbal assent while their parent’s completed written consent. The study was approved by the Regional Ethical Committee of Copenhagen (project id: H-3-2012-136) and the Danish Data protection Agency (project id: 2007-58-0015). All participants are part of a larger nationwide study and underwent extended cognitive, genetic and clinical testing, described in detail by Schmock et al. (2015). Since 22q11.2DS is associated with hearing loss, audiometric testing was performed prior to the experiment to confirm that participants were able to hear the click stimuli (20dB random test Oscilla USB-310 Tablet screening audiometer, Aarhus, Denmark), see supplementary materials for more details.

ASSR paradigm

To evoke steady-state gamma activity, subjects were presented with a train of short clicks delivered at a mean click-repetition frequency of 40 Hz. Each click lasted 1 ms and each click train lasted 1 s, followed by a pause of 2 s, resulting in a stimulus onset asynchrony of 3 s (Figure 1). The stimuli were delivered binaurally via insert-earphones at a sound pressure level of 85 dB (E-A-RTONE 3A Indianapolis, US), using the MatLab-based Cogent 2000 toolbox as presentation software (http://www.vislab.ucl.ac.uk/cogent_2000.php). We used an external soundcard (RME Babyface 22-Channel, 192kHz Bus-powered, Haimhausen, Germany). During ASSR recording, subjects sat in a comfortable chair, were instructed to relax and to constantly look at a fixation cross on the screen in front of them without paying particular attention to the sounds.

We applied regular and irregular 40 Hz trains. In the regular condition, clicks had a constant inter-click interval of 25 ms (i.e. regular 40 Hz train). In the irregular condition, the inter-click interval was randomly jittered between 11 and 37 ms while maintaining a mean click frequency of 40 Hz. We introduced this condition to record the cortical response evoked by click stimulation that was
matched for all acoustic features except regularity. Thus, the irregular condition served as a control condition testing whether the temporal regularity of the 40 Hz train was critical to evoke abnormal auditory cortical processing restricted to ASSR. The temporal structure of the irregular click train was kept constant within subjects, but changed randomly across subjects. For regular and irregular 40 Hz stimulation, ASSR were recorded in two separate runs, consisting of 120 trials (Figure 1). A single run lasted six minutes.

**EEG recordings and pre-processing**

EEG data was recorded using a 128 channel ActiveTwo Biosemi System (BioSemi, Amsterdam, Netherlands) at a sampling frequency of 4096 Hz. Pre-processing and analysis were carried out using the fieldtrip toolbox\(^{48}\). The preprocessing steps consisted of: referencing to the average of the two mastoids, band-pass filtering using the interval [1-130] Hz, notch filtering using the interval [48-52] Hz to attenuate 50 Hz line noise, down-sampling to 1024 Hz, and finally epoching with a peri-stimulus window of -1000ms to 2000ms. Epochs were baseline corrected using the average over the time window -1000ms to -300ms. Artifact removal was performed using a simple threshold approach where epochs were rejected if their values exceeded ±100 µV. No channels were discarded.

**Time-frequency analysis**

The epoched data were wavelet-transformed using a Complex Morlet wavelet with 12 cycles, as implemented in the Fieldtrip toolbox\(^{48}\). The frequency band of interest covered frequencies from 10 to 60 Hz at 1Hz resolution. The inter-trial phase coherence (ITPC) and power were extracted from the wavelet coefficients. The amplitude of the ITPC reflects the phase consistency across trials for a given channel, time and frequency point and can take values between 0 (no phase
consistency) and 1 (perfect phase consistency). The ITPC and power amplitude as recorded from Cz were averaged in the 300-700ms time window of auditory stimulation over the frequencies 36-44 Hz.

**Statistical analysis**

Two Sample t-test and Wilcoxon rank sum test was used to test for case-control differences in IQ and the four domain scores obtained from the SIPS interview, respectively. Group differences in ASSR were assessed using a hypothesis-driven approach testing for differences in raw ITPC amplitude as well as power values between groups from one single EEG channel (Cz according to the international 10-20-system, see Figure 2 where channel Cz is marked). We chose Cz because we had *a priori* knowledge that the sensors of the mid-central regions express the highest gamma response to regular click stimulation at 40 Hz. Two separate repeated-measures analysis of covariance (rm-ANCOVA) were therefore computed with ITPC or power as dependent variables. The rm-ANCOVA included the factors group (two levels: deletion carriers and non-carriers) and the within-subject factor condition (two levels: regular and irregular), as well as age and sex as covariates. We post-hoc added hearing thresholds observed as a mean over frequencies from the 20dB random test as covariate. Information regarding post-hoc test for diagnosis and IQ can be found in the supplementary material.

Greenhouse-Geisser correction for non-sphericity was applied if necessary. Follow-up t-tests were performed for significant interactions. If equality of variance where not met (assessed with Levene’s test), separate variance t-tests were performed when necessary. Bonferroni correction for multiple comparisons was applied if necessary and significance levels were corrected accordingly.
Two subjects belonging to the 22q11.2 group completed only the regular condition because of exhaustion after this session. One healthy non-carrier had to be discarded from the regular condition due to problems with the trigger. The results are thus based on the ASSR of 18 deletion carriers for the regular condition, 16 deletion carriers for the irregular condition, 26 healthy non-carriers for the regular condition and 27 healthy non-carriers for the irregular condition. For the rm-ANCOVA the results are based on 16 deletion carriers and 26 non-deletion carriers.

Non-parametric Spearman’s rank correlations analysis was performed to test for correlations between individual ASSR measures and negative symptoms score. Only correlations with negative symptoms were carried out since the presentation of positive, disorganized and generalized symptoms were skewed in the present group (5 out of 18 (28%) of the 22q11.2 deletion carriers had a score of 0 in the positive symptoms, 5 out of 18 (28%) in the disorganized and 11 out of 18 (61%) in generalized symptoms). For all analyses, significance threshold was set at p < 0.05.

Results
The 22q11.2DS group had an IQ (median = 82.0, 90th percentile = 94.8, 10th percentile = 63.6) that was significantly lower than the IQ in the control group (median = 108.0, 90th percentile = 127, 10th percentile = 95.2, t43=-7.05, p < 0.001). The included raw sum of negative symptoms for the 22q11.2 carriers ranged from 1 to 16 (mean = 7 and SD = 3.5), from 0 to 12 for positive symptoms (mean = 2.7, SD = 3.1), from 0 to 6 for disorganized (mean = 1.8, SD = 1.8) and from 0 to 7 for generalized symptoms (mean = 1.0, SD = 1.9).

Within the 22q11.2 deletion carriers, one was diagnosed with affective disorder, two with disturbance of activity/attention deficit disorder without hyperactivity, six with anxiety or phobia and one with both autism spectrum disorder and anxiety or phobia. None of the participants had
psychosis, but the 22q11.2DS cohort had significantly elevated raw SIPS scores for negative ($W = 477, p < 0.001$), positive ($W = 350.5, p = .008$), disorganized ($W = 404, p < 0.001$) and generalized ($W = 312.5, p = .027$) symptoms, relative to the control group. 15 of the 22q11.2 deletion carriers had negative symptoms within the attenuated level (3-5) in one or more of the negative symptoms categories, but only three individuals had one or more psychotic and/or disorganized symptoms within the attenuated level. Generalized symptoms at the attenuated level were only seen in two of the 22q11.2 deletion carriers. Apart from one subject taking 20 mg of retalin, none of the carriers took medication acting on the central nervous system.

The 20 dB random test, revealed that subjects were able to detect the tones used for eliciting ASSR. Across frequencies the observed threshold levels were (mean = 20.5, SD = 0.7) for controls and (mean = 24.6, SD = 3.6) for 22q11.2. In two 22q11.2 deletion carriers, the dB level of the click trains was decreased from 85 dB to 80 dB because they reported that the stimulus was uncomfortable at 85 dB.

Mean ITPC and power frequency plots of the ASSR for healthy 22q11.2 deletion carriers and non-carriers are shown in Figure 2 A and B respectively. Healthy controls without a 22q11.2 deletion showed a clearly discernible ASSR at around 40 Hz which was temporally confined to the time of regular click stimulation (Figure 2). This response critically relied on the regularity of the 40 Hz acoustic train, because jittering the frequency around 40 Hz, as expected reduced the ASSR (Figure 2 and Figure 3). Non-psychotic carriers showed a clear attenuation of the ASSR to regular 40 Hz click stimulation (Figure 2 and Figure 3) when comparing to the healthy non-carriers. The response to the irregular 40 Hz click train stimulation was similar in both groups.
Inter-trial phase coherence

Repeated-measures-ANCOVA revealed that mean ITPC across the two conditions was significantly lower for the 22q11.2 group compared to the non-carrier group ($F_{1,38} = 7.1, p = 0.011$, Figure 3A). Moreover, we observed a significant effect of condition ($F_{1,38} = 6.3, p = 0.016$), showing that the regular condition was overall much more effective than the irregular. There was no significant group-by-condition interaction ($F_{1,38} = 2.4, p = 0.127$). Overall the mean value of ITPC in the regular condition was reduced by 28% in the deletion carriers compared to the non-carriers and by 21% in the irregular condition (Figure 3A). ITPC decreased with age ($F_{1,38} = 6.4, p = 0.016$) and age showed a significant interaction with condition ($F_{1,38} = 4.7, p = 0.037$) attributable by younger participants having a higher ITPC score in the regular condition compared to older participants while younger and older participants showed similar values for the irregular condition. No effect of sex ($F_{1,38} = 2.0, p = 0.169$) or interaction (condition-by-sex, $F_{1,38} = 1.6, p = 0.209$) was observed. Adding hearing threshold as covariates the group effect did not change significance.

Power

Repeated-measures-ANCOVA also showed a significant group difference in power ($F_{1,38} = 7.6, p = 0.009$) which reflected a relative reduction of the ASSR power in deletion carriers (Figure 3B). There was also a main effect for condition ($F_{1,38} = 4.6, p = 0.038$) and a significant interaction between group and condition ($F_{1,38} = 6.1, p=0.018$) which was due to a stronger decrease in power for the regular condition in deletion carriers relative to non-carriers (Figure 3B). Post-hoc pair-wise comparisons confirmed that 22q11.2 deletion carriers had a lower power for the regular condition as compared to healthy non-carriers ($t_{40}=2.4, p=0.022, α = 0.025$), while power did not differ from healthy non-carriers in the irregular condition ($t_{40}=2.9, p=0.770$). Overall the mean value of power...
in the regular condition was reduced by 24% in the deletion carriers compared to the non-carriers, but only by 4% in the irregular condition.

We also found a significant effect for age with lower ASSR power at higher age ($F_{1,38} = 5.7, p = 0.022$). The age effect interacted with condition ($F_{1,38} = 5.3, p = 0.027$). Inspection of the individual data revealed that younger participants expressed a higher power in the regular condition compared to older participants, while power was not influenced by age in the irregular condition. There was no effect of sex ($F_{1,38} = 0.8, p = 0.368$) or interaction between sex and condition observed ($F_{1,38} = 1.2, p = 0.283$).

For post-hoc tests on diagnosis and IQ, see supplementary material.

**Correlation with negative symptoms**

In carriers with a 22q11.2 deletion, individual ITPC for the regular condition showed a negative correlation with the individual SIPS scores of negative symptoms (Spearman: $\rho = -0.487, p = 0.041$). The correlation remained significant after including age as covariate ($\rho = -0.493, p = 0.045$).

For comparison, we also calculated the correlation between ITPC for the irregular condition and negative symptom scores and found no correlation ($\rho = -0.146, p = 0.591$). No correlation was found between ASSR power and negative symptom scores (Spearman: $\rho = -0.245, p = 0.326$).

**Discussion**

This study, to our knowledge, provides first-time evidence that the cortical steady-state response to auditory 40 Hz stimulation is impaired in a genetically defined group with a markedly increased risk for schizophrenia. In non-psychotic 22q11.2 deletion carriers, the gamma power of the ASSR
was significantly reduced by 24% during regular 40 Hz click stimulation relative to healthy controls without 22q11.2 deletion. We further detected a reduced phase precision of the ASSR in non-psychotic 22q11.2 deletion carriers who showed on average a relative reduction of 28% in trial-to-trial phase synchronization as compared to the control group. The ability to phase lock the auditory evoked gamma activity to the 40 Hz click train stimulation was negatively correlated with the negative symptom scores of the 22q11.2 carriers. The results confirm and extend previous ASSR studies in non-psychotic first-degree relatives of patients with schizophrenia\textsuperscript{20,21}. Together, these findings show that a deficient ASSR may be a useful premorbid risk marker for schizophrenia. In carriers with a 22q11.2 deletion, reduced trial-to-trial phase synchronization correlated with the presence of elevated negative symptoms. Since negative symptoms represent an important facet of the symptomatology in schizophrenia these findings corroborate the notion that abnormal synchronization of gamma-band activity may play an important role in the generation of the negative symptoms in schizophrenia.

GABA\textsubscript{A} receptor-mediated inhibition plays a substantial role in the underlying mechanisms of gamma oscillations\textsuperscript{50}. GABA-mediated inhibition results in decreased gamma oscillations and cognitive impairment, for a review see\textsuperscript{30,51}. Recent studies in rodents point to a critical functional role of NMDA receptors located on fast-spiking parvalbumin positive, GABAergic interneurons\textsuperscript{39,40,52,53} in the generation of cortical gamma oscillations, suggesting that the ASSR may be used as biomarker for cortical NMDA function\textsuperscript{37}.

The ASSR is reduced in schizophrenia\textsuperscript{14–16} as well as in first-episode psychosis\textsuperscript{18,19}. This might be caused by a reduced concentration of GABA or dysfunctional GABA release\textsuperscript{24,54} or a dysfunction of the NMDA receptors controlling the fast-spiking GABAergic interneurons\textsuperscript{55}. In addition, electrophysiological findings have indicated that evoked gamma power increases during
childhood and adolescence\textsuperscript{56–58}. It is thus believed that neural synchrony continues to develop until early adulthood\textsuperscript{58}, which might be linked to a gradual developmental switch in expression of the gamma-1 relative to the gamma-2 subunit of the GABA receptors, causing a more rapid and precise inhibition of pyramidal target cells\textsuperscript{59}. It therefore remains to be clarified, whether the abnormal ASSR in 22q11.2 deletion carriers is caused by a GABA-related or NMDA receptor related dysfunction or both.

Although we speculate that the present finding of a reduced ASSR in 22q11.2 deletion carriers could be due to a reduced level of GABA as observed in schizophrenia, 22q11.2DS results in a wide range of neurobiological abnormalities. Other neurobiological sequelae, such as hearing loss\textsuperscript{6}, PRODH deletion effects on glutamatergic transmission\textsuperscript{60}, and ZDHHC8 deletion effects on development of neural function\textsuperscript{60,61}, might also affect the ASSR in 22q11.2 deletion carriers. At variance with two previous reports\textsuperscript{56,57}, we found that the power and ITPC of ASSR decreased with age. However the age range in the present study (12-25 years, with the majority being between 12-18 years) differs markedly from the age ranges in previous reports. In one study, three groups were tested at an age of 10, 11.5 and 19-45 years\textsuperscript{56}. In a MEG study on the age effect on ASSR, age distribution was large, ranging from 5-52 years\textsuperscript{57}. Since our statistical analysis revealed group differences in ITPC and power in a model that controlled for the effect of age, the observed abnormality in ASSR in deletion carriers cannot be attributed to the age of our participants. Since it can be expected that a proportion of 22q11.2 carriers will develop schizophrenia at a later time in life\textsuperscript{8}, repeated measurements of ASSR in the same subjects during adolescence and early adulthood might provide more fine-grained insights into age-related developmental trajectories of ASSR abnormalities and their relation to the clinical manifestation of schizophrenia.
The reduction of ITPC in 22q11.2 deletion carriers was observed across the two conditions; regular and irregular. However, the reduction of power was observed only in the regular condition. This is an interesting finding, showing that even transient gamma responses during irregular broad-band gamma stimulation are less efficiently aligned in deletion carriers. ITPC correlated negatively with the negative symptoms of the 22q11.2 deletion carriers. However, given the exploratory nature of the correlational analyses and the relatively small sample size this finding should be considered preliminary and needs to be replicated in larger studies before any strong conclusions can be drawn. The small sample size of non-psychotic 22q11.2 deletion carriers is a limitation of the study. The abnormalities in ASSR found in 18 deletion carriers warrant replication in larger cohorts.

In conclusion, this study presents first time evidence that young non-psychotic 22q11.2 carriers lack the auditory steady state gamma response. This highlights the emerging importance of gamma-band oscillations in understanding the neurophysiological characteristics of schizophrenia. Further, the observed results in a non-psychotic high risk group indicate that dysfunctional gamma responses from an auditory steady state gamma paradigm could potentially serve as an early risk marker for schizophrenia if confirmed by longitudinal studies. Reliable functional risk markers that can support early diagnostics may assist clinical decision-making for targeted therapy. This is relevant because recent results found a positive effect of early treatment on clinical and function status.\textsuperscript{62,63}
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Figure 1

Temporal structure of the auditory stimulation paradigm to evoke 40 Hz auditory steady-state responses. Regular (run 1) and irregular (run 2) 40 Hz click trains were given in separate experimental blocks. Each click train had duration of 1 s, followed by a pause of 2 s. Clicks were applied every 25 ms at a constant frequency of 40 Hz in the regular condition and randomly jittered from 11 to 37 ms in the irregular condition. An epoch covered the period of 40 Hz stimulation and a peristimulus window of -1000 to 2000 ms.

Figure 2

Group time frequency plots of the ASSR within the 10-60 Hz range from electrode Cz. (A) Group ITPC of the ASSR for the regular (top) and irregular (bottom), for both non carriers (left) and 22q11.2 carriers (right). (B) Group power of the ASSR, again shown for both conditions and groups. In both (A) and (B), the time stamp 0 indicates the onset of the click train. Duration of the click train is illustrated by the grey box. In the time-frequency response a cut-off can be seen (i.e. white area without data in the color plots) due to the length of the wavelet being longer for the lower frequencies as compared to higher frequencies. Consequently not all time point values can be estimated. (C) Topographical maps for ITPC presented for controls, 22q11.2 and both conditions as in A in the time window 300ms-700ms and frequency window 36 Hz- 44 Hz. (D) Topographical maps for power presented for controls, 22q11.2 and both conditions as in B in the time window 300ms-700ms and frequency window 36 Hz- 44 Hz.
Figure 3

Group data of the ASSR. Mean ITPC (A) and mean gamma power (B) of the ASSR evoked by regular or irregular 40 Hz click trains in 22q11.2 carriers (light grey) and healthy non-carriers (dark grey).

Asterisks indicate significant between-group difference (* p < 0.05, ** p < 0.01). Error bars equal SEM (standard error of the mean). (C) and (D) shows ITPC and power as a function of SIPS negative sub-scale scores respectively. Since the non-parametric spearman rank correlation was used, there is no regression line.
Figure 1: Electroencephalogram (EEG) waveforms and scalp maps for controls and individuals with 22q11.2 deletion syndrome (22q11.2DS). (A) Topographical maps showing the difference between regular and irregular stimuli for controls and 22q11.2DS. (B) Topographical maps showing the difference between regular and irregular stimuli for controls and 22q11.2DS. (C) Scalp maps showing the difference between regular and irregular stimuli for controls and 22q11.2DS. (D) Scalp maps showing the difference between regular and irregular stimuli for controls and 22q11.2DS.
Supplementary materials

Diagnosis

Diagnoses of affective disorder (F30-F33), anxiety and phobias (F4x), and disturbance of activity and attention/attention deficit disorder without hyperactivity (F90.0/98.8C) were given based on the Mini International Neuropsychiatric Interview\(^1\) or the Mini International Neuropsychiatric Interview for Children and Adolescents\(^2\). IQ below 70 determined from Reynolds Intellectual Screening Test (RIST)\(^3\) was used as an indication of intellectual disability and indications of autism spectrum disorders were obtained from the Social Communication Questionnaire lifetime form using the clinical cut-off of 15\(^4\),\(^5\).

Symptomatology

The Structured Interview for Prodromal Syndromes (SIPS)\(^6\),\(^7\) was used to rate the severity of: positive, negative, disorganized, and general symptoms. SIPS ratings are given on a 0 (absence of symptoms) - 6 (extremely severe symptoms) point scale where scores of 3–5 are within the attenuated range. The total positive symptoms raw score (0-30) covers; delusional ideas, persecutory ideas, grandiosity, hallucinations, and disorganized communication. The total negative symptoms raw score (0-36) is a composite measure of anhedonia or withdrawal, avolition, decreased expression of emotions, decreased experience of emotion or self, impoverished thinking, and deterioration of role functioning. The disorganized composite raw score (0-24) includes: odd behavior and appearance, bizarre thinking, trouble with focus and attention, and personal hygiene. The total score of generalized symptoms (0-25) include: sleep disturbance, dysphoric mood, motor disturbances, and impaired tolerance to normal stress. The SIPS interviews were conducted by two experienced and SIPS certified clinicians who demonstrated good inter-rater-reliability.

20 dB-random test

In the 20 dB-random test (Oscilla USB-310 Tablet screening audiometer, Aarhus, Denmark), subjects were asked to detect tones presented at 20 dB via headphones to the right or left ear at different frequencies (125, 250, 500, 750, 1000, 1500, 2000, 3000, 4000, 6000, 8000, 125, 250, 500, 750, 1000, 1500, 2000, 3000, 4000, 6000 and 8000 Hz). The sound pressure was increased in 5 dB steps if subjects did not respond.

Artifact removal

On average the percentage of trials rejected was less than 6% and did not differ significantly between groups and stimulation conditions (Control group – regular stimulation : 2.5%, Control group – irregular stimulation: 2.5%, 22q11.2 group – regular stimulation: 5.2%, 22q11.2 group – irregular stimulation: 6.0%; p>0.05 consistently using a two-sample t-test.).
Time-frequency analysis

The inter-trial phase coherence (ITPC) for each channel, frequency- and time bin were extracted from the wavelet coefficients \( X_{ch,f,t,n} \) by

\[
\text{ITPC}_{ch,f,t} = \frac{1}{n} \sum_{n=1}^{N} \frac{|X_{ch,f,t,n}|}{|X_{ch,f,t}|}
\]

where \( n \) refers to a single epoch. The amplitude of the ITPC reflects the phase consistency across trials for a given channel, time and frequency point and can take values between 0 (no phase consistency) and 1 (perfect phase consistency). Thus, the higher the ITPC, the more consistent and the more stable were the gamma steady-state responses to 40 Hz click stimulation. The gamma power was extracted taking the wavelet coefficients, multiplying with the conjugated and normalizing relative to baseline separately for each epoch.

Post-hoc tests

Within the 22q11.2DS group we did two post-hoc 2-way rm-ANOVA (power of ASSR and ITPC of ASSR) testing for effect of present psychiatric diagnosis on the ASSR, with factors group (diagnosis and non-diagnosis) and condition (regular irregular). Similarly we divided the 22q11.2 deletion carriers in half according to IQ (low IQ vs. high IQ) and post-hoc tested the effect on ASSR. The rm-ANOVA testing for the effect of present psychiatric diagnosis as well as IQ on ASSR within the 22q11.2DS group revealed no group effect (diagnosis vs no-diagnosis and low IQ vs. high IQ) and no interaction (group and condition).

Demographical, clinical and EEG data summarized
Table 1. Summary of group data for demographical, clinical and EEG data

<table>
<thead>
<tr>
<th>Measures</th>
<th>Control group</th>
<th>22q11.2 group</th>
<th>Group statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>Mean 15.96 SD = 2.71</td>
<td>Mean 15.39 SD = 2.45</td>
<td>$t_{43} = 0.72$, $p = 0.47$</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td>18 males / 9 females</td>
<td>13 males / 5 females</td>
<td>$X^2 = 0.54$, $p = 0.46$</td>
</tr>
<tr>
<td><strong>IQ Median</strong></td>
<td>108.0</td>
<td>82.0</td>
<td>$t_{43} = -7.05$, $p &lt; 0.001$</td>
</tr>
<tr>
<td><strong>IQ 90th percentile</strong></td>
<td>127</td>
<td>94.8</td>
<td>$W = 477$, $p &lt; 0.001$</td>
</tr>
<tr>
<td><strong>IQ 10th percentile</strong></td>
<td>95.2</td>
<td>63.6</td>
<td>$W = 305.5$, $p = 0.008$</td>
</tr>
<tr>
<td><strong>SIPS subscales</strong></td>
<td></td>
<td></td>
<td>$W = 404$, $p &lt; 0.001$</td>
</tr>
<tr>
<td>Negative</td>
<td>Mean 0.59 SD = 1.04</td>
<td>Mean 7.00 SD = 3.50</td>
<td>$W = 312.5$, $p = 0.027$</td>
</tr>
<tr>
<td>Positive</td>
<td>Mean 0.81 SD = 1.49</td>
<td>Mean 2.70 SD = 3.10</td>
<td>$W = 477$, $p &lt; 0.001$</td>
</tr>
<tr>
<td>Disorganized</td>
<td>Mean 0.11 SD = 0.42</td>
<td>Mean 1.80 SD = 1.80</td>
<td>$W = 305.5$, $p = 0.008$</td>
</tr>
<tr>
<td>Generalized</td>
<td>Mean 0.15 SD = 0.46</td>
<td>Mean 1.00 SD = 1.90</td>
<td>$W = 404$, $p &lt; 0.001$</td>
</tr>
<tr>
<td><strong>EEG - readouts</strong></td>
<td></td>
<td></td>
<td>$W = 312.5$, $p = 0.027$</td>
</tr>
<tr>
<td>ITPC regular</td>
<td>Mean 0.46 SD = 0.19</td>
<td>Mean 0.33 SD = 0.15</td>
<td>$W = 477$, $p &lt; 0.001$</td>
</tr>
<tr>
<td>ITPC irregular</td>
<td>Mean 0.24 SD = 0.11</td>
<td>Mean 0.19 SD = 0.05</td>
<td>$W = 305.5$, $p = 0.008$</td>
</tr>
<tr>
<td>Power regular</td>
<td>Mean 1.56 SD = 0.59</td>
<td>Mean 1.18 SD = 0.44</td>
<td>$W = 404$, $p &lt; 0.001$</td>
</tr>
<tr>
<td>Power irregular</td>
<td>Mean 1.09 SD = 0.25</td>
<td>Mean 1.05 SD = 0.12</td>
<td>$W = 312.5$, $p = 0.027$</td>
</tr>
</tbody>
</table>
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