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Abstract – Localized surface plasmons (LSP) in semiconductor particles are expected to exhibit spatial nonlocal response effects as the geometry enters the nanometer scale. To investigate these nonlocal effects, we apply the hydrodynamic model to nanospheres of two different semiconductor materials: intrinsic InSb and n-doped GaAs. Our results show that the semiconductors indeed display nonlocal effects, and that these effects are even more pronounced than in metals. In a 150 nm InSb particle at 300 K, the LSP frequency is blueshifted 35%, which is orders of magnitude larger than the blueshift in a metal particle of the same size. This property, together with their tunability, makes semiconductors a promising platform for experiments in nonlocal effects.
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Introduction. – It has been known for a while that the Drude model for metals is only applicable when the geometry is sufficiently large compared to intrinsic length scales of the electron gas. When analyzing nanoscale structures, the model becomes less accurate and a different or augmented model becomes necessary. A model which has successfully described metal structures on the nanoscale is the hydrodynamic Drude model (HDM) [1–5], where wave vector dependence is added to the Drude dielectric function. Due to this, the model has been able to explain observable nonlocal effects, such as longitudinal waves inside the metal and a size-dependent shift of the resonance frequency of localized surface plasmons (LSP) [6].

However, the HDM is not necessarily restricted to metals, but could be relevant for other nanoscale structures with a free-electron–like plasma as well. In this paper, we consider the application of the HDM to semiconductors, where the charge carriers are electrons and/or holes. This leads to new predictions, different from the well-known insights obtained by application of the usual Drude model to semiconductors [7]. Among the most notable differences between metals and semiconductors are the densities and the effective masses of the charge carriers. Metals have large free-carrier concentrations and effective masses roughly equal to that of the free electron. Semiconductors on the other hand mostly have lower charge carrier densities, and these furthermore depend strongly on doping level and temperature. The effective masses will vary from material to material, and usually the effective masses of holes and electrons are different.

As briefly mentioned by Hanham et al. [8], these characteristics can be exploited to investigate nonlocal effects in ways that are not immediately possible in metals. By using semiconductors, the frequency of operation shifts from the optical spectrum to the infrared or THz bands because the plasma frequency, which depends on the charge carrier density, is lower than in metals. As we predict here, the size-dependent nonlocal effects will simultaneously manifest themselves in larger structures than in metals, which is good news for both fabrication and observation.

The optical properties of semiconductors have already been described by many semiclassical and quantum-mechanical models (see for example [9]). In particular, semiconductors are known to exhibit quantum
confinement when the size of the structure is on the nanometer scale, such as in quantum wells and dots [10]. But in some cases, the plasma description is more suitable. An example is InSb which is characterized by an extremely small band gap (\(E_g \sim 0.17\) eV) and a high charge carrier density at room temperature. This material was used by Hanham et al., as well as in earlier papers on plasmonics [11–13], and in all cases the charge carriers were treated as a plasma. Another example is doped semiconductors where additional charge carriers have been supplied by the donors or acceptors. Plasmonics in doped semiconductors has additional advantages such as tunability [14], and plasmonic experiments with both n- and p-doping have been conducted [15–21].

In the region between semiconductors described by a plasma model (such as the Drude model) and quantum dots is a transition zone, where neither macroscopic nor microscopic theories are ideal. This region, which is defined by the size of the structures as well as the number of charge carriers, has been the subject of both experimental [22–27] and theoretical [28–32] studies. In this paper we will investigate semiconductor particles that are large enough to contain sufficient charge carriers to be described by a plasma model, yet small enough to display nonlocal effects (implying that the Drude model becomes inaccurate). We will focus on spherical particles of intrinsic InSb and n-doped GaAs and use the HDM to calculate the optical properties. To set a lower limit of our model, we use the results from Zhang et al. [29] who estimated the onset of quantum confinement effects in semiconductors using first-principles calculations. Although they find no hard transition, their results show that for a nanoparticle with a radius of 2.5 nm and only a few charge carriers, the plasma model is able to reproduce the DFT calculations reasonably well. But to make sure we are in the plasma regime, we will only consider particles containing more than 50 charge carriers (and, as seen in the results section, radii much larger than 2.5 nm).

We will mainly look at intraband transitions, as these affect the properties of the plasma directly, while interband transitions for simplicity are ignored. This is a reasonable assumption as long as the energies considered are smaller than the band gap. Another kind of excitations characteristic of semiconductors is excitons, which give rise to energy levels inside the band gap and modifications to the conduction band edge. However, for materials with a very narrow band gap, like InSb, the excitons are bound so weakly that they usually can be neglected [9]. Similarly for doped semiconductors, the screening effect of the high charge carrier density weakens the excitonic bond. For the materials that we study here, it is therefore a reasonable approximation to ignore exciton effects.

Given the assumptions above, the hydrodynamic equations of motion can be rederived for charge carriers in semiconductors, and in the next section, the key expressions in the model will be presented. These expressions will then be applied to spherical nanoparticles, and finally the results of the numerical simulations will be discussed.

**The model.**

**Dielectric functions.** The hydrodynamic Drude model is characterized by a nonlocal longitudinal dielectric function [33,34]

\[
\epsilon_L(k, \omega) = \epsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\gamma \omega - \beta^2 k^2},
\]

where \(\omega_p\) is the plasma frequency, \(\gamma\) is the damping rate, \(\epsilon_\infty\) is the background dielectric constant, and \(\beta\) is a parameter that describes the strength of nonlocality. In this paper, \(\epsilon_\infty\) is chosen to be constant in \(\omega\), which is a good approximation for energies smaller than the band gap.

For the degenerate electron gas in metals, \(\beta\) is directly related to the Fermi velocity \(v_F\) (see refs. [5,6]), but for semiconductors, the parameter depends on several conditions. The most obvious complication in semiconductors compared to metals is the presence of more than one kind of moving charge carrier, including electrons and heavy and light holes. The electrons, however, have a much smaller effective mass than the holes for a typical semiconductor, and therefore they will determine the optical properties almost entirely. This means that the holes can be ignored as a first approximation whenever electrons are present as majority charge carriers, as they are in this paper. Semiconductors also differ from metals in the sense that changes in charge carrier densities can be created by different means. If the electrons are thermally excited to the conduction band, and the bands are assumed to be parabolic, one can derive the expression for the dielectric function using a simple quantum-mechanical model similar to the Lindhard model (see the Supporting Information Supplementarymaterial.pdf). In this derivation, \(\beta\) is given by

\[
\beta^2 = \frac{3 k_B T}{m_e^*},
\]

where \(m_e^*\) is the effective mass of the electron, \(T\) is the temperature, and \(k_B\) is the Boltzmann constant. This expression is only valid for low temperatures where the Fermi-Dirac distribution can be approximated with the Boltzmann distribution. If this is not the case, the value of \(\beta\) can be found with numerical methods.

If the semiconductor instead is n-doped (and we neglect electrons thermally excited from the valence band to the conduction band), then \(\beta\) is given by

\[
\beta^2 = \frac{3}{5} \frac{e^2}{\hbar^2} = \frac{3}{5} \frac{\hbar^2}{m_e^*} \left(3\pi^2 n\right)^{\frac{2}{3}},
\]

where \(n\) is the electron density. Equation (3) can also be used if the charge carriers are created by an external energy source, e.g. a laser pulse that can excite carriers across the band gap. This situation would of course be complicated by the relaxation of the charge carriers over time, and assumptions about a quasi-equilibrium would
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have to be made (and we will not consider this here). Note, that the two expressions for $\beta$ also can be found in [12].

The equations for the plasma frequency $\omega_p$ and the damping rate $\gamma$, however, are independent of the excitation method and in all cases are given by

$$\omega_p^2 = \frac{ne^2}{\epsilon_0m_e}, \quad \gamma = \frac{m_e^*}{m_e,\text{cond}}\epsilon_e,$$

where $\mu_e$ is the mobility of the electron. Here $m_e^*$ is the conductivity effective mass of the electron, and this is in general different from $m_e^*$ (which is called the density-of-states effective mass). Only for isotropic and perfectly parabolic bands are they identical [35].

For doped semiconductors, $n$ is equal to the doping concentration $N_d$ if the donors are completely ionized (which is a good approximation at room temperature). For thermally excited electrons in intrinsic semiconductors, $n$ is given by [35]

$$n = 2 \left( \frac{2\pi k_B T}{\hbar^2} \right)^{\frac{3}{2}} m_e^* m_h^* \exp \left( -\frac{E_g}{2k_B T} \right),$$

where $m_h^*$ is the density-of-states effective mass of the holes. The equations is valid when the Boltzmann distribution is accurate, but numerical methods can be used to find $n$ if this is not the case.

While the longitudinal dielectric function in eq. (1) is nonlocal in the HDM, the transversal dielectric function is local [33,34], i.e.

$$\epsilon_T(\omega) = \epsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\gamma\omega}. \quad (7)$$

**The hydrodynamic equations.** The two dielectric functions together with Maxwell’s equations produce the following equations in real space [6,36,37]:

$$-\nabla \times \nabla \times \mathbf{E} + \frac{\omega_p^2}{c^2} \epsilon_\infty \mathbf{E} = -i\mu_0 \omega \mathbf{J}, \quad (8a)$$

$$-\frac{\beta^2}{\omega^2 + i\gamma\omega} \nabla (\nabla \cdot \mathbf{J}) + \mathbf{J} = \frac{i\epsilon_0 \omega_p^2}{\omega^2 + i\gamma\omega} \mathbf{E}, \quad (8b)$$

where the first is the classical wave equation, and the second is the linearized nonlocal hydrodynamic equation. These equations provide a relation between the electrical field $\mathbf{E}$ and the induced current density $\mathbf{J}$. In a local approximation ($\beta \approx 0$), eq. (8b) would reduce to Ohm’s law, i.e. $\mathbf{J} \propto \mathbf{E}$ with the constant of proportionality given by the usual Drude conductivity $\sigma_D = i\omega_p \omega_p^2 / (\omega^2 + i\gamma\omega)$.

The relation between these equation and $\epsilon_L(k,\omega)$ and $\epsilon_T(\omega)$ is easily seen for an infinite medium by using a Fourier transform [6,33].

Equations (8a) and (8b) can be solved for various geometries when provided with the necessary boundary conditions, using either analytical approaches or numerical methods [5,34,37–40]. The continuities of $\mathbf{E}_\parallel$ and $\mathbf{B}_\parallel$ across the boundary are the natural first two boundary conditions. However, an additional third boundary condition is needed in the case of the HDM. Under the assumption of an infinite work function, the boundary condition is $\mathbf{J}_\perp = 0$, i.e. the charge carriers cannot escape the material (see [6] for a discussion). This choice implies that the spill-out of electrons at the interface is ignored [4].

**The Mie coefficients.** Given the boundary conditions, the solutions for $\mathbf{E}$ and $\mathbf{J}$ are found for spherical symmetry. This was originally done by Mie for transversal waves [41], and then later Ruppin added the longitudinal component which is present for the HDM [42]. The final result is contained in two transversal coefficients denoted by $a_n^r$ and $b_n^r$, and one longitudinal coefficient denoted by $\epsilon_n^l$. Here $n$ is an integer, and $j$ indicates whether the field is reflected from the sphere ($j = r$) or transmitted into the sphere ($j = t$). The coefficient $\epsilon_n^l$ is zero as the surrounding medium is assumed to be a dielectric and unable to support longitudinal waves.

However, because our additional boundary condition is different from Ruppin’s, we will instead of his results use the solution from David et al. [38] where the reflection coefficients are given by

$$a_n^r = \frac{-j_n(x_D)[x_T j_n(x_T)]'}{h_n^{(1)}(x_D)[x_T j_n(x_T)]'} + j_n(x_T)[x_D j_n(x_D)]', \quad (9a)$$

$$b_n^r = \frac{-\epsilon_{D,j_n(x_D)}(\Delta_n + [x_T j_n(x_T)]') + \epsilon_{T,j_n(x_T)}[x_D j_n(x_D)]'}{\epsilon_{D,h_n^{(1)}(x_D)}(\Delta_n + [x_T j_n(x_T)]') - \epsilon_{T,j_n(x_T)}[x_D h_n^{(1)}(x_D)]'}, \quad (9b)$$

Here, $x_D = R k_D = \sqrt{\epsilon_T} R \omega / c$ and $x_T = R k_T = \sqrt{\epsilon_T} R \omega / c$. The parameter $\epsilon_D$ is the dielectric constant of the surrounding dielectric and $\epsilon_T$ is given by eq. (7). The function $j_n$ is the spherical Bessel function of the first kind, and $h_n^{(1)}$ is the spherical Hankel function of the first kind. The differentiation (denoted with the prime) is with respect to the argument. The nonlocal parameter $\Delta_n$ is given by [38]

$$\Delta_n = \frac{j_n(x_T) j_n(x_L) n(n + 1)}{x_L j_n(x_L)} \left( \frac{\epsilon_T}{\epsilon_\infty} - 1 \right), \quad (10)$$

where $x_L = R k_L$ and the longitudinal wave vector is [38]

$$k_L = \frac{1}{\beta} \sqrt{\omega^2 + i\gamma\omega - \frac{\omega_p^2}{\epsilon_\infty}} \quad (11)$$

The coefficients $a_n$ and $b_n$ are related to oscillations of the magnetic and electric type, respectively. Note that the expression for $a_n$ is identical to the classical local solution, while the expression for $b_n$ is not [43]. Setting $\Delta_n = 0$, however, reduces the $b_n$ coefficients to their classical local-response counterparts as well.
are taken from [44] and [45], respectively. For GaAs, $m_0^*$ and $m_0^*$ are taken from [46], and $m_0^*$ is from [47]. $\mu_e^*$ for InSb is taken from [48], and $\mu_e^*$ and $\mu_h^*$ for GaAs are from [49]. The rest of the data are taken from [50]. Note that for InSb, the conductivity effective mass is assumed to be identical to the density-of-states effective mass.

Table 1: Properties of GaAs and InSb. The intrinsic charge carrier density is denoted by $n_i$. The masses $m_e^*$ and $m_h^*$ for InSb are taken from [44] and [45], respectively. For GaAs, $m_e^*$ and $m_h^*$ (which depends on the doping level $N_d$) are from [46], and $m_0^*$ is from [47]. $\mu_e^*$ for InSb is taken from [48], and $\mu_e^*$ and $\mu_h^*$ for GaAs are from [49]. The rest of the data are taken from [50]. Note that for InSb, the conductivity effective mass is assumed to be identical to the density-of-states effective mass.

<table>
<thead>
<tr>
<th>Material</th>
<th>GaAs (300 K)</th>
<th>InSb (300 K)</th>
<th>InSb (200 K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_\infty$</td>
<td>10.9</td>
<td>15.7</td>
<td>15.7</td>
</tr>
<tr>
<td>$E_0^*$ (eV)</td>
<td>1.42</td>
<td>0.17</td>
<td>0.20</td>
</tr>
<tr>
<td>$n_i$ (cm$^{-3}$)</td>
<td>$2.1 \times 10^9$</td>
<td>$1.9 \times 10^{16}$</td>
<td>$8.6 \times 10^{14}$</td>
</tr>
<tr>
<td>$\mu_e$ (cm$^2$V$^{-1}$m$^{-1}$)</td>
<td>2900$^a$</td>
<td>1100$^b$</td>
<td>77000</td>
</tr>
<tr>
<td>$\mu_h$ (cm$^2$V$^{-1}$s$^{-1}$)</td>
<td>190$^a$</td>
<td>80$^b$</td>
<td>850</td>
</tr>
<tr>
<td>$m_e^*/m_0$</td>
<td>0.0636</td>
<td>0.0118</td>
<td>0.0126</td>
</tr>
<tr>
<td>$m_h^*/m_0$</td>
<td>0.53</td>
<td>0.48</td>
<td>0.44</td>
</tr>
<tr>
<td>$m_e^*_{cond}/m_0$</td>
<td>0.0695$^a$</td>
<td>0.101$^b$</td>
<td>0.0118</td>
</tr>
<tr>
<td>$N_d$</td>
<td>$10^{18}$ cm$^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$ (nm)</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Once the $a_n^*$ and $b_n^*$ coefficients are known, the extinction cross-section for single particles can be found with [43]

$$\sigma_{ext} = \frac{2\pi}{k_D^2} \sum_{n=1}^{\infty} (2n+1) \text{Re}(a_n^*+b_n^*).$$  (12)

Results. – Using eq. (12), the extinction spectra for spherical semiconductor nanoparticles will now be determined. To begin with, we will look at intrinsic InSb with thermally excited charge carriers. The data for InSb at $T = 300$ K is given in table 1, and using eqs. (2), (4) and (5) we find $\beta = 1.07 \times 10^3$ m/s, $\omega_p = 6.94 \times 10^{13}$ s$^{-1}$ and $\gamma = 1.94 \times 10^{12}$ s$^{-1}$. From the plasma frequency it is immediately seen that excitation of the plasmon must take place in the infrared domain.

In fig. 1(a), the extinction cross-section for an InSb nanoparticle at $T = 300$ K in vacuum with $R = 150$ nm is plotted. The dashed line is the local-response approximation obtained by setting $\Delta_n$ equal to zero in eq. (9b). This curve only has a single visible peak which can be recognized as the classical dipole plasmon peak with a frequency close to $\omega_{\text{dipole}} = \omega_p/(\epsilon_\infty + 2\epsilon_D)^{1/2}$. Peaks from higher-order poles also exist, but are too faint to see here. The full line in the figure is the hydrodynamic solution, and it differs from the classical local-response result in several ways. The first thing we notice is that the dipole peak is shifted towards higher frequencies, and secondly we see that new peaks above the plasma frequency have appeared. The new peaks and the blueshift are clear signatures of nonlocality, and are well known phenomena in metals [5,6,36,51,52]. There, the peaks are known to be associated with confined bulk plasmons, and the blueshift of the dipole peak is found to increase as the particle gets smaller [5]. The existence of such nonlocal effects in semiconductors has, to our knowledge, not been predicted before. Furthermore, the blueshift in fig. 1(a) is significant, thus facilitating the experimental verification by, for instance, systematically measuring the peak position as a function of particle size.

By using doping, wide-gap semiconductors can also be used as plasmonic materials. To investigate the predictions of the HDM for doped semiconductors, we will consider $n$-doped GaAs with a donor (e.g. silicon [15]) concentration of $N_d = 10^{18}$ cm$^{-3}$. The data for GaAs is shown in table 1, and using eqs. (3), (4) and (5) we find $\beta = 4.36 \times 10^3$ m/s, $\omega_p = 2.24 \times 10^{14}$ s$^{-1}$ and $\gamma = 8.72 \times 10^{12}$ s$^{-1}$. In fig. 1(b) the extinction spectrum for a doped GaAs nanoparticle with $R = 50$ nm is plotted. Once again we see oscillations above the plasma frequency and a clear blueshift.

Although the results in fig. 1(a) and 1(b) appear promising, it should be noted that the amplitudes of the signals are about a hundred times weaker than the signal from, for example, a silver particle of the same size. Experimental sensitivity is improving, however, and at least one group has already measured signals of the same magnitude as the ones predicted here [53].

For particles of intrinsic InSb, the temperature will have a significant impact on the optical properties as it affects the charge carrier density and thereby the resonance frequency (as shown experimentally for a planar system.
As expected, the resonance frequency increases with the small effective electron mass in InSb, which according to eq. (2) serves to increase \( \omega_{\text{dipole}} \). The red and orange lines in fig. 3 show the blueshift for InSb at \( T = 200 \) K and 300 K, respectively (see the material parameters in table 1). We see that the blueshift increases as the semiconductor particle becomes smaller, quite analogous to what happens for noble metals [5]. But unlike for metals, the curves in fig. 3 also show that a lower temperature gives larger blueshifts for all semiconductor particle sizes. It has to be remembered, though, that the amplitude of the signal also decreases when the temperature is lowered, making detection harder. The “×” at the end of each line indicates the radius where the particle contains 50 free electrons (this was the chosen lower limit of the model).

The possibility of observing nonlocal effects in semiconductors was mentioned by Hanham \textit{et al.} in [8] where they studied the optical response of InSb disks with diameters of 20 \( \mu \)m. However, for the simulation of their results they only used the local Drude model. From fig. 3, we now see that this was justified for individual InSb particles at 300 K, as the nonlocal blueshift is negligible for radii larger than 1 \( \mu \)m.

The blue and pale blue lines in fig. 3 show the blueshifts for GaAs particles with doping levels of \( 10^{18} \text{cm}^{-3} \) and \( 10^{19} \text{cm}^{-3} \), respectively. Although the blueshifts are smaller than for InSb, the tendency is the same.

Finally, the black line in fig. 3 shows the blueshift for silver particles with the parameters \( \beta = 1.08 \times 10^6 \text{m/s} \), \( \omega_p = 1.36 \times 10^{16} \text{s}^{-1} \) and \( \gamma = 3.80 \times 10^{13} \text{s}^{-1} \) [6], as shown as a function of particle radius for various materials. The curves were calculated by subtracting the dipole frequency in the local model from the dipole frequency in the HDM and dividing the result by \( \omega_p \).

### Fig. 2

(a) Dipole resonance frequency as a function of temperature for an InSb nanoparticle in vacuum with \( R = 150 \text{nm} \). The strong blueshift is primarily explained by the small effective electron mass in InSb, which according to eq. (2) serves to increase \( \omega_{\text{dipole}} \). The blue and pale blue lines in fig. 3 show the blueshifts for GaAs particles with doping levels of \( 10^{18} \text{cm}^{-3} \) and \( 10^{19} \text{cm}^{-3} \), respectively. Although the blueshifts are smaller than for InSb, the tendency is the same.

Finally, the black line in fig. 3 shows the blueshift for silver particles with the parameters \( \beta = 1.08 \times 10^6 \text{m/s} \), \( \omega_p = 1.36 \times 10^{16} \text{s}^{-1} \) and \( \gamma = 3.80 \times 10^{13} \text{s}^{-1} \) [6], as shown as a function of particle radius for various materials. The curves were calculated by subtracting the dipole frequency in the local model from the dipole frequency in the HDM and dividing the result by \( \omega_p \).
where $\epsilon_\infty(\omega)$ is found using the method from [38] and data from [60]. We here see that the relative blueshift is smaller than for the semiconductors and occurs for much smaller particles.

The hydrodynamic model is simple both conceptually and computationally, and yet it has showcased an extraordinary predictive power for the optical properties of metals. Semiconductors, however, represent a new group of materials were the HDM has not yet been tested, and the situation might be more complicated. As mentioned in the introduction, semiconductors may support excitons, an effect we have ignored here. Another phenomenon relevant for especially binary and ternary semiconductors is optical phonons which may couple to the plasmon if the resonance frequency is in the same region. This has been investigated for InSb [61,62] and GaAs [18,63], and the mechanism could be included in the dielectric function as an extra term (as is done in [12]).

For InSb there is yet another effect that may have to be taken into account, namely the presence of a space charge layer. This charge carrier depleted layer stretching a few hundred angstrom into the material has been discussed in earlier papers [12,64–66]. Such a layer would be significant for the optical properties of the InSb particle, and the question of how it would affect the nonlocal effects is still to be answered.

The size-dependent nonlocal effects which have been investigated here would be relevant when making experimental predictions for semiconductor nanostructures in general. But semiconductors could also be used specifically for research in nonlocal effects, as the required particle sizes are much larger in semiconductors than in metals. This will be an advantage in experimental studies where the extremely small sizes of metal nanoparticles has been a challenge. Another material that also permits observation of nonlocality in larger structures than with metals is graphene. Indeed, blueshifts in arm-chair–terminated graphene nanoflakes could be identified as hydrodynamic nonlocal blueshifts [67]. Very recently, tunable nonlocal response of graphene has been observed in near-field imaging experiments [68]. Both graphene and semiconductors are therefore suited for research in nonlocality, as they allow the experimentalists to explore larger structures and still be able to see deviations from the local response model.

**Conclusions.** – We have shown that size-dependent nonlocal effects are present in semiconductor particles that contain enough charge carriers to be described by the hydrodynamic Drude model. These particles are too big to behave as quantum dots, yet too small for bulk theory to apply. Moreover, we find that the blueshift relative to the plasma frequency is much larger than what is seen in metals and that it occurs in larger particles. This finding makes semiconductors interesting and suitable candidates for further experimental explorations of nonlocal electrodynamic effects: if the required structures can be upscaled, then the fabrication is correspondingly simplified, and investigations of new, more complex geometries become realistic.

In addition, semiconductors provide the possibility of tuning the optical response by changing the charge carrier density, for instance by temperature control and doping as investigated here. If nanoscale semiconductor structures in the future will be used in new plasmonic experiments and devices, proper modeling of the materials becomes crucial. Based on our results from the hydrodynamic model, we have clarified when nonlocality is not important and the Drude model provides sufficient description, but also when nonlocal effects should be taken into account.
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