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Abstract: High-sensitivity cardiac troponin assay development enables determination of biological variation in healthy populations, more accurate interpretation of clinical results and points towards earlier diagnosis and rule-out of acute myocardial infarction. In this paper, we report on preliminary tests of an immunoassay analyzer employing an optimized LED excitation to measure on a standard troponin I and a novel research high-sensitivity troponin I assay. The limit of detection is improved by factor of 5 for standard troponin I and by factor of 3 for a research high-sensitivity troponin I assay, compared to the flash lamp excitation. The obtained limit of detection was 0.22 ng/L measured on plasma with the research high-sensitivity troponin I assay and 1.9 ng/L measured on tris-saline-azide buffer containing bovine serum albumin with the standard troponin I assay. We discuss the optimization of time-resolved detection of lanthanide fluorescence based on the time constants of the system and analyze the background and noise sources in a heterogeneous fluoroimmunoassay. We determine the limiting factors and their impact on the measurement performance. The suggested model can be generally applied to fluoroimmunoassays employing the dry-cup concept.
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1. Introduction

Cardiac troponin (cTn) is the preferred biomarker for aid in the diagnosis of acute myocardial infarction (AMI) [1]. The recommended decision limit for the myocardial injury is the 99th percentile of the healthy reference population. However, recent studies suggest that the troponin values in healthy individuals are sex and age dependent [2–5]. Determining the biological variation has not been possible with contemporary cTn assays because the assays cannot reliably measure and quantify the cTn concentrations of a healthy population, most of the assays only detect measurable values in <15% of healthy individuals [6]. Measurement of troponin variations in healthy populations will allow for adjustment of the 99th percentile values, assist to determine accurate decision limits and thus help in the clinical interpretation of the results leading to earlier and improved diagnosis and rule-out of AMI [6–9].

For these reasons there has been a need for development of a high-sensitivity troponin (hsTn) assay [7,10]. There are two criteria for hsTn (can be troponin I or T) assays: first, the coefficient of variation (CV) at the 99th percentile value has to be smaller than or equal to 10%. Secondly, troponin values of at least 50% (ideally >95%) of the healthy population have to be measurable, i.e. above the limit of detection (LoD) [6]. Contemporary cTn assays do not satisfy these criteria [6]. Recently, Abbott [5,6,8,10], Siemens Healthcare Diagnostics [2] and Roche [4,6,9] have been developing assays which potentially meet these hsTn assay criteria. However, these assays are only intended for laboratory use.

Point-of-care (PoC) immunoassay instruments, in contrast to central laboratory, are employed in testing performed near the patient (e.g., in emergency units and intensive care departments), with the focus on a short turnaround time and automated testing [11,12]. PoC test instruments have approached the performance of central laboratories in terms of sensitivity with equal or marginally inferior performance [13,14].

Most fluoroimmunoassay instruments are based on time-resolved fluorescence detection utilizing lanthanide chelates which are commonly employed due to their long fluorescence lifetime and large Stokes shift [15,16]. The widely employed excitation light sources for lanthanide chelates were until recently Xenon flash lamps [17,18]. UV LEDs at 365 nm have been implemented for flow cytometry [19,20] and fluorescence microscopy [21,22] however these do not match the excitation spectra of lanthanides well. 340 nm LEDs have recently been used for immunoassay detection with a performance similar to that of flash lamp based systems [23]. In that work, the improvement could be achieved only by increasing the excitation energy, and with measurements performed manually on a bench-top setup to exclude instrument-inherent noise sources e.g. cup-to-cup variation.

To our knowledge, this is the first report of UV LED optical excitation based point-of-care immunoassay analyzer outperforming state-of-the-art flash lamp based instruments and preliminarily satisfying the hsTn assay criteria when used with a research hsTnI assay. We report and compare the test results on a standard TnI assay to a novel point-of-care research hsTnI assay. We compare the results to the Radiometer AQT90 FLEX TnI assay with a known LoD of 9.5 ng/L, 99th percentile of 23 ng/L, 22 ng/L, 26 ng/L for combined whole blood (WB) and plasma, WB alone, and plasma alone, respectively. The 99th percentile was determined with WB samples from 231 individuals and plasma samples from 298 individuals in a healthy reference population [24]. Using data from the prototype hsTnI assay on the Dimension Vista 1500 System (Siemens Healthcare Diagnostics) [2] which meets the hsTn criteria and has a ratio of 60 between its 99th percentile value and its LoD, we estimate a required LoD of 0.43 ng/L for plasma in order to fulfill the hsTn criteria. We have obtained a LoD of 1.9 ng/L on tris-saline-azide buffer containing bovine serum albumin (BSA-TSA) for the standard TnI assay and 0.22 ng/L on plasma with the research hsTnI assay, thus improving the LoD by factors of 5 and 3 when compared to the flash lamp, respectively. Reaching this value is an important step towards hsTnI development for PoC immunoassay analysis. Improving the LoD to a level satisfying the hsTn assay criteria will enable detection of cTn in >90% of healthy population leading towards early diagnosis of AMI.
In section 2, we describe the optimized optical setup that utilizes decreased illumination area compared to [23] in order to match the chemically active area of the assays, and list the assays employed. In section 3, we first compare the optimized LED based immunoassay instrument with state-of-the-art flash lamp based instruments for the standard TnI assay analysis. Secondly, we report on the performance of the LED based instrument on a research hsTnI assay and compare to the flash lamp based instrument. We show that combining the optimized LED based excitation system and the research hsTnI assay we achieve a performance preliminarily meeting the hsTn assay criteria. In section 3, we also provide a simple model describing the background and noise contributions based on time decay constants, which can be generally applied to PoC fluoroimmunoassay instruments. We discuss limiting factors in the PoC immunoassay instruments such as cup-to-cup variation and its impact on measurement performance. Moreover, we discuss that increasing the excitation energy the performance improvement cannot be achieved in an automated measurement due to dominating cup-to-cup variation, inevitably appearing in an automated PoC instrument, in contrast to benchtop measurements. Finally, in section 4 we conclude the paper.

2. Methods and materials

2.1 Optical setup

The optical system is a reflection-type fluorimeter which includes two subsystems. In the excitation subsystem, a single chip UV LED (manufactured by Seoul Viosys Co., Ltd) is used as a light source with output power up to 55 mW at 500 mA. An image of the LED is formed at the bottom of a test cup with a magnification of 4. The image is 4x4 mm² in size and takes up 45% of cup bottom area which is 6.7 mm in diameter, as shown in Fig. 1, left. The design of the excitation optics was modified to obtain smaller magnification at the cost of less collected light compared to [23]. In our previous work, the fluorescence signal was lower by 30% when excited by the LED compared to the flash lamp due to non-optimal overlap of the UV illumination area and chemically active area. Considering the conclusions of our previous work the illumination area was decreased by 36% to increase the detected fluorescence signal. The size of the active fluorescent area was estimated with a scanning fluorimeter to be approximately 4 mm in diameter. With the optimized LED system, the fluorescent signal was increased by a factor of 2, compared to the first LED system (measured on BSA-TSA samples with TnI concentration of 139 ng/L). The detection optical path remains unchanged. The emitted fluorescence is detected by a photomultiplier tube (PMT). The two optical paths are separated by a dichroic beam splitter and two sets of filters. The LED emission spectrum has an intensity peak at 343 nm and a FWHM (defined at half maximum) of 10 nm, which is 4.8 times narrower than the filtered flash lamp spectrum, as shown in Fig. 1, right. The LED based optical units (OU) are compatible with the flash lamp based immunoassay analyzers and can be integrated for automated measurements in a standard PoC environment. The excitation energy of the LED based instruments is equal to that of the flash lamp based instruments. A single measurement consists of 3x861 excitation pulses at a repetition frequency of 250 Hz giving a total measurement time of 10.3 s.

2.2 Assays

The single wells are prepared according to the all-in-one dry cup technology [25] with europium chelate as a fluorescence marker. The long fluorescence lifetime of europium, in the range of hundreds of microseconds up to a millisecond [16], allows for the implementation of long excitation LED pulses. The assays used in the experiments are described below.

- Assay 1: standard TnI assay of Radiometer AQT90 FLEX [24,26] used to determine the improvement of LoD obtained by the LED excitation source compared to the standard
flash lamp based system. The europium chelate used for the tracer antibody in the standard TnI has an excitation peak at 325 nm.

- **Assay 2**: hsTnI research assay utilizing three biotinylated capture antibodies and one europium-labelled tracer antibody.

- **Assay 3**: hsTnI research assay used in the optimization study is similar to Assay 2 but with two tracer antibodies binding to separate epitopes on the TnI molecule.

The research hsTnI assays 2 and 3 have been developed with the standard TnI assay (Assay 1) as a starting point by modifying the chemical components in order to increase analytical sensitivity. The research hsTnI assays are also based on the all-in-one dry cup technology.

The TnI assay excitation spectrum is shown in Fig. 1, right (yellow). Both hsTnI assays have their excitation peak at 355 nm, as shown in Fig. 1, right (green). The emission peak of all assays is at 615 nm. The hsTnI assays have 73% and 28% better spectral overlap (calculated using the emission spectra normalized to have equal area under the spectral curve) with the LED and filtered flash lamp emission spectra, respectively, compared to the standard TnI. For both standard and high-sensitivity TnI assays the LED excitation proved more optimal compared to the filtered flash lamp.

![Fig. 1](image)

**3. Results and discussion**

**3.1 Optimized LED excitation based measurement of standard TnI assay**

The performance of the LED based instruments was first tested with the standard TnI assay (Assay 1). Five fully automated instruments were used in the experiment. The measurements from the instruments with a flash lamp OU (AQT90 FLEX manufactured by Radiometer Medical) are used as reference baseline for the measurements. Then the flash lamp OUs were replaced with the LED OUs. The samples consist of ternary troponin ITC complex (produced by HyTest) and troponin complex (by BBI Solutions) diluted in BSA-TSA. The sample TnI concentration was 139 ng/L for instrument 1, and 30 ng/L for instruments 2-5. The instruments 1-5 are equivalent.

The relative change of signal of the blank cups (processed with assay buffer (AB), i.e. background) decreased with LED excitation for four out of the five instruments, whereas the fluorescence signal of the sample cup increased when excited by the LED, as shown in Table 1. The data for individual test cups measured on instrument 2 is shown in Fig. 2. Compared to our previous work [23], the smaller illumination area provides an increased signal.

To determine the limit of blank (LoB) and the LoD of the instruments with the LED OU, we ran a dilution series with TnI concentrations of 1; 2.5; 5; 15; 30 ng/L in BSA-TSA. The blank cups were processed with AB. The sample volume was 35 µL. For the first instrument
we had 16 replicates for 1; 2.5; 5 ng/L and 8 replicates for 15 ng/L and 30 ng/L. For the other four instruments we had 16 replicates at all concentrations. The LoB and LoD were calculated using the parametric approach described in the Clinical and Laboratory Standards Institute (CLSI) guidelines [27]. The LoB is calculated with blank cups processed with null concentration sample as:

\[
\text{LoB} = \mu_B + \frac{1.645}{\left[\frac{1}{1 - \frac{1}{4(B-K)}}\right]} \cdot \sigma_B
\]

(1)

\(\mu_B\) and \(\sigma_B\) are average value and standard deviation of the measured blank cups, respectively. \(B\) is the number of blank cups replicates measured (of all blank samples in total), and \(K\) is the number of blank samples used in the experiment (number of subsets of blank cups). The LoD was calculated with the low concentration samples of 1; 2.5; 5 ng/L according to:

\[
\text{LoD} = \text{LoB} + \frac{1.645}{\left[\frac{1}{1 - \frac{1}{4(L-J)}}\right]} \sqrt{\sum_{i=1}^{J} (n_i - 1)\sigma_i^2 - \sum_{i=1}^{J} (n_i - 1)}
\]

(2)

\(L\) is the total number of low concentration sample results, i.e. total number of replicates of all concentrations used in the calculation. \(J\) is number of the low concentration samples used in the experiment, \(n_i\) is number of results for \(i\)-th low concentration sample, and \(\sigma_i\) is standard deviation of the distribution of replicates of \(i\)-th low concentration sample. The limits of quantification (LoQ) were calculated by fitting a power fit function to the CV vs. concentration curve shown in Fig. 3, right (fits not shown).

**Table 1. Relative change of the averaged fluorescence signal of sample cups with a concentration of 30 ng/L and blank cups, after the flash lamp OUs were replaced by the optimized LED based OUs measured with the TnI assay**

<table>
<thead>
<tr>
<th>Instrument</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative change of sample cups averaged signal, %</td>
<td>+57*</td>
<td>+25</td>
<td>+40</td>
<td>+18</td>
<td>+17</td>
</tr>
<tr>
<td>Relative change of blank cups averaged signal (null concentration), %</td>
<td>−28</td>
<td>−26</td>
<td>+17</td>
<td>−28</td>
<td>−47</td>
</tr>
</tbody>
</table>

*Data for 139 ng/L sample

The LoBs are calculated to be in the range from 0.8 ng/L to 1.1 ng/L, and the LoDs are in the range from 1.5 ng/L to 2.1 ng/L for the five LED based instruments as shown in Table 2. We compare the calculated values of the LoB and LoD to the data of the standard TnI assay measured in the current platform AQT90 FLEX [24], where the reported experiment was performed according to the CLSI EP17-A protocol [28]. The reported LoB was 4.3 ng/L, LoD 9.5 ng/L, and the concentration that corresponded to CV of 10% and 20% was 24 ng/L and 18 ng/L for WB, and 24 ng/L and 16 ng/L for plasma, respectively. In our experiment the LoB was improved by a factor of 4.7 corresponding to the decreased background value. The LoD was improved by factor of 5. However, it should be noted that our experiments are preliminary in the sense that it does not contain the full required number of replicates as recommended by [27].
Fig. 2. Fluorescence signal of 16 replicates measured on Instrument 2 for the flash lamp based analyzer (baseline measurement) and with the optimized LED based unit: for blank cups (processed with AQT90 FLEX assay buffer) and BSA-TSA buffer containing 30 ng/L TnI. The fluorescence signal at the concentration of 30 ng/L has increased by 25% whereas the background (concentration 0 ng/L) dropped by 26%.

Fig. 3. SNR (left) and CV (right) of the five LED based instruments measured on TnI assay.

Table 2. LoB, LoD and LoQ of the five LED based instruments measured on BSA-TSA buffer based TnI samples with TnI assay compared to the current state-of-the-art flash lamp based instrument

<table>
<thead>
<tr>
<th>Instrument</th>
<th>BSA-TSA buffer based samples</th>
<th>Plasma or WB samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>LoB, ng/L</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>LoD, ng/L</td>
<td>1.5</td>
<td>1.9</td>
</tr>
<tr>
<td>LoQ (CV 20%), ng/L</td>
<td>1.9</td>
<td>2.5</td>
</tr>
<tr>
<td>LoQ (CV 10%), ng/L</td>
<td>5.8</td>
<td>6.9</td>
</tr>
<tr>
<td>Averaged background value $\mu_B$, counts</td>
<td>204</td>
<td>214</td>
</tr>
<tr>
<td>Background standard deviation $\sigma_B$, counts</td>
<td>19</td>
<td>18</td>
</tr>
</tbody>
</table>

*LOB determined on AB samples

We calculate the signal-to-noise ratios (SNR) as $\text{SNR} = \frac{\mu_s - \mu_B}{\sqrt{\sigma_s^2 + \sigma_B^2}}$, where $\mu_s$ is the signal averaged over $N$ sample cups, $\mu_B$ is the background averaged over $N$ blank cups, and $\sigma_s$ is the standard deviation of the signal. The value $\mu_s$ is the number of photons detected and $\mu_s - \mu_B$ is the useful fluorescence signal, or specific signal. The CVs are calculated for the
measured concentration. SNR and CV as a function of the sample concentration are shown in Fig. 3.

3.2 Measurement of the research hsTnI assay with the LED based instrument

In this section we present the results of the LED based instrument using the research hsTnI assay (Assay 2). Details of the novel assay will be published elsewhere. We ran nine BSA-TSA samples, four lithium heparin (LiHep) plasma samples, five ethylenediaminetetraacetic acid (EDTA) plasma samples and two serum samples. The concentration values and number of replicates for each level are shown in Table 3. The sample volume was 80 µL (increased compared to 35 µL used previously), the shaking speed was increased by factor of 2.5 to improve the chemical reaction efficiency. Additionally, a parabolic shaped specular reflector was placed under the test cup instead of a flat diffuse reflector. These changes were proven to make a positive impact on the detected signal (unpublished data). The LoB is calculated according to Eq. (1) based on measurements of both BSA-TSA and AB processed blank cups. The LoD is calculated according to Eq. (2) based on a combination of 1) low sample signals from the three low level BSA-TSA samples, 2) estimated standard deviation from all BSA-TSA samples, 3) the specific signal level (signal/concentration) of the plasma and serum samples.

The LoD measured with the LED based instrument on plasma with the hsTnI assay was 0.22 ng/L. The hsTnI assay showed a LoD of 0.67 ng/L measured with the flash lamp based instrument and no hardware changes compared to the AQT90 FLEX instrument. The CV as a function of sample concentration for the BSA-TSA and plasma samples is shown in Fig. 4, measured on the hsTnI assay using both the AQT90 FLEX instrument and the optimized LED based instrument. The CV was improved significantly using the LED based OU. The obtained LoD of the LED based instrument is improved by factor of 3 compared to the LoD of the AQT90 FLEX, see Table 4.

<table>
<thead>
<tr>
<th>Table 3. Samples used in the hsTnI assay measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>Concentration, ng/L</td>
</tr>
<tr>
<td>Number of replicates</td>
</tr>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>Concentration, ng/L</td>
</tr>
<tr>
<td>Number of replicates</td>
</tr>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>Concentration, ng/L</td>
</tr>
<tr>
<td>Number of replicates</td>
</tr>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>Concentration, ng/L</td>
</tr>
<tr>
<td>Number of replicates</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. LoB and LoD measured with the LED based instrument and the flash lamp based instrument (AQT90 FLEX) on the hsTnI assay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument</td>
</tr>
<tr>
<td>LoB, ng/L</td>
</tr>
<tr>
<td>LoD on plasma, ng/L</td>
</tr>
</tbody>
</table>
Fig. 4. CV vs. concentration measured on BSA-TSA samples (left) and plasma samples (right) with the LED based analyzer and the AQT90 FLEX analyzer (flash lamp based instrument) with the research hsTnI assay.

In order to estimate the required LoD to fulfill the hsTn assay criteria, we use the data of a prototype hsTnI assay measured with the Dimension Vista 1500 System (Siemens Healthcare Diagnostics), with reported LoD of 0.8 ng/L and the 99th percentile value of 48 ng/L [2]. The ratio between the 99th percentile and the LoD is 60, and measurable values of hsTnI were detected in 88% of the healthy reference cohort. Using the 99th percentile value determined for the standard TnI assay of 26 ng/L for plasma, based on 298 plasma samples (152 female and 146 male) [24], we estimate the required LoD to be 0.43 ng/L. The obtained LoD is about a factor of two lower than this value. Based on the set arguments above we expect that the obtained improvement will allow us to meet the hsTnI criteria for PoC applications. The final proof will involve the determination of the 99th upper reference limit with the LED based instrument and include a large study of the healthy reference population which will be performed later.

3.3 Optimization of the time-resolved fluorescence detection

The background and noise sources in the immunoassay detection system determine the measurement performance, i.e. LoB and LoD. Therefore, it is crucial to understand the main contributors. We discuss the background and noise sources in the following model. The background contributions in the system are the following:

\[ B_{\text{total}} = B_{\text{OU}} + B_{\text{cup}} + B_{\text{chem}} + B_{\text{dark}} \]  

\[ B_{\text{OU}} \] is the background fluorescence from the optical unit (no temporal dependence), \( B_{\text{cup}} \) is the fluorescence of the empty cup (with a decay time of hundreds of µs), \( B_{\text{chem}} \) is the contribution originated from non-specific binding of tracer antibodies with fluorescent markers to the inner walls of the cup (with a decay time of the europium chelate of ms) and \( B_{\text{dark}} \) is a constant contribution from the detector (dark counts of the PMT). The first three sources of the background depend on the excitation light intensity, whereas the detector contribution is independent of the excitation light but is a function of temperature. The absolute values of all contributions for both the LED OU and flash lamp OU were reported in [29]. Correspondingly, the noise of the measurement is defined as:

\[ N = N_{\text{shot}} + N_{\text{bshot}} + N_{\epsilon} + N_{i} + N_{j} \]  

\( N \) represents variance, or squared standard deviation, and \( N_{\text{shot}} \) is the shot noise of the useful fluorescence signal, \( N_{\text{bshot}} \) is the shot noise of the total background defined in Eq. (3), and \( N_{\epsilon}, N_{i}, N_{j} \) are cup-to-cup, lot-to-lot and instrument-to-instrument variations, respectively. These three noise contributions are not directly related to the background contributions. The
cup-to-cup variation can originate both from the variation of individual empty cups ($B_{cup}$), from the difference in the chemical compositions of the cups ($B_{chem}$) and from the variation of cups processing in the instrument (e.g. washing). The lot-to-lot variation is caused by both $B_{cup}$ and $B_{chem}$. The instrument-to-instrument variation includes the variation of the background of the instrument ($B_{OU}$) and the variation of optical component parameters in the OU.

Table 5. Fluorescence decay lifetime constants of an empty cup and BSA-TSA samples with a TnI concentration of 0 ng/L (blank cup), 0.25 ng/L and 30 ng/L obtained by curve fitting for replicates measured on one instrument

<table>
<thead>
<tr>
<th>Decay constant(s), µs</th>
<th>Empty cup</th>
<th>Blank cup (BSA-TSA + 0 ng/L TnI)</th>
<th>BSA-TSA + 0.25 ng/L TnI</th>
<th>BSA-TSA + 30 ng/L TnI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average (standard deviation)</td>
<td>155.6 (84.1)</td>
<td>124.0 (43.6)</td>
<td>128.6 (42.8)</td>
<td>1168.1 (8.8)</td>
</tr>
<tr>
<td>Replicates</td>
<td>16</td>
<td>32</td>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 6. Statistical data measured on four instruments with the hsTnI assay

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Blank cups BSA-TSA + 0 ng/L TnI</th>
<th>BSA-TSA + 0.25 ng/L TnI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Averaged signal, counts</td>
<td>Standard deviation, counts</td>
</tr>
<tr>
<td>6</td>
<td>1128</td>
<td>56</td>
</tr>
<tr>
<td>7</td>
<td>1441</td>
<td>82</td>
</tr>
<tr>
<td>8</td>
<td>1410</td>
<td>57</td>
</tr>
<tr>
<td>9</td>
<td>1306</td>
<td>82</td>
</tr>
<tr>
<td>All instruments</td>
<td>1320</td>
<td>142</td>
</tr>
</tbody>
</table>

Fig. 5. Fluorescence decays of empty cup (red), blank cup (green), and cup processed with the sample of 0.25 ng/L with the hsTnI assay (blue).

In this optimization study we used the research hsTnI assay (Assay 3) to experimentally determine optimum timing parameters of the time-resolved detection of lanthanide-based chelates. Four LED based instruments were employed in the experiments, where the LED OUs were supplemented with a parabolic shaped specular reflector. No other hardware changes were made (normal sample volume, normal shaking speed). We ran dilution series of ternary troponin complex diluted in BSA-TSA buffer with concentrations of 0; 0.25; 0.5; 1; 5; 30 ng/L. Here the blank samples were processed with BSA-TSA null concentration buffer.
We have analyzed the decay time constants of empty cups (polystyrene only), blank cups (processed with BSA-TSA with null concentration), low concentration sample of 0.25 ng/L and high concentration sample of 30 ng/L. Data is averaged for 16 replicates for the empty cup, 32 replicates of the blank cup and the 0.25 ng/L sample, and for 8 replicates using 30 ng/L. The 16 replicates of empty cup showed variation CV of 10.7% of detected counts. We fitted a single exponential function to all replicates and obtained an average lifetime fluorescence decay of 155.6 µs with a standard deviation of 84.1 µs (CV 54.0%) with added constant background from the optical unit as shown in Fig. 5 (red curve) and Table 5. The constant term is calculated to be 23.4 ± 4.0 counts. The blank cup which includes chemical immunocomplexes before the processing, exhibits double exponential fluorescence decay with the time constants of 124.0 ± 43.6 µs and 1049.6 ± 168.1 µs. We believe that the short fluorescence decay of 124.0 comes from the empty cup and that the long decay is caused by non-specific binding of tracer antibodies (with europium chelate attached) to the inner walls of the cup. However, due to high variation of empty and blank cups the fitting data should be interpreted with caution. The decay curve of the cup processed with a low concentration sample of 0.25 ng/L shows the same double exponential behavior. The cup processed with the high concentration sample of 30 ng/L shows only a single long lifetime exponential decay of 1168.1 ± 8.8 µs because the europium fluorescence decay dominates the signal.

Table 6 presents statistical data for the blank cups and the sample cups with a concentration of 0.25 ng/L for four LED based instruments measured on the hsTnI assay. The cup-to-cup variation of blank cups, measured on one instrument, does not exceed 10% for all four instruments. However, instrument-to-instrument variation is 10.7%. For the sample cups with a concentration of 0.25 ng/L, the variation between the instruments is also larger than the cup-to-cup variations. In the following, we average the data for the cup replicates but present the instruments separately, thus only cup-to-cup variations are present.

![Fig. 6. SNR calculated for four LED based instruments measured on BSA-TSA samples with a TnI concentration of 0.25 ng/L as a function of the timing parameters: \( t_1 \) as pre-delay time (i.e. time after the end of the excitation pulse before the measurement), and \( t_2 \) as duration of the measurement time window.](image-url)
Fig. 7. SNR calculated for four LED based instruments with currently employed settings with the pre-delay time of 400 µs and the measurement window duration of 400 µs, measured on BSA-TSA samples with the novel hsTnI assay. Black star points represent average value for the LED based instruments measured on the standard TnI assay.

Fig. 8. LoD calculated for four LED based instruments as a function of the pre-delay time $t_1$ and duration of the measurement time window $t_2$.

The optimal timing parameters such as pre-delay time, i.e. the time between the end of the excitation pulse and the measurement window, and the duration of measurement time are determined by the fluorescence decay constants of the europium chelate and the background noise in the system. In the following, we analyze the impact of these timing parameters on the SNR as shown in Fig. 6 for a concentration of 0.25 ng/L, where $t_1$ is the pre-delay time and $t_2$ refers to the duration of the measurement. The optimum pre-delay time has to be longer than the decay time of the short fluorescent cup background signal (see Table 5), i.e. 300-400 µs after the excitation pulse. The longer measurement window improves the SNR due to higher signal. At high concentrations such as 30 ng/L the impact of the timing parameters is not evident due to the high europium signal, however, at low concentrations SNR is improved as suggested. The data contains the cup variation as described above. The noise of the measurement and the SNR are dominated by the cup-to-cup variation as explained in the
following. With one set of cups as presented here, division of the replicates into two equal sized groups, a calculation of the SNR for the two groups lead to slightly different results, where the behavior of the SNR is not necessarily maintained. This confirms the conclusion that the cup-to-cup variation is larger than the effect of timing parameters on the SNR. Correspondingly, when increasing the excitation energy the improvement is not obtained because the cup-to-cup noise contribution dominates over the shot noise.

The SNR calculated for the LED based instruments configured with standard timing parameters (pre-delay of 400 µs and measurement window of 400 µs) is shown in Fig. 7. The SNR is improved for the hsTnI assay compared to the TnI assay when measured with the LED based instruments, compared to Fig. 3. The SNR generally improves at lower concentrations. However at a concentration of 30 ng/L the improvement is not seen supposedly due to high cup-to-cup variations.

The LoD was calculated according to Eq. (2) from the samples with low concentrations of 0.25; 0.5; 1 ng/L as shown in Fig. 8. The LoD is in the range of 0.8-1.2 ng/L and is optimum for the longer pre-delay time and longer measurement time as discussed above. However, it did not exhibit a strong dependence on the parameters, excluding the case with the shortest both pre-delay time and measurement window. The LoD is higher than that obtained in section 3.2, probably because the experiment was performed on BSA-TSA samples, with slightly different hsTnI assay (two tracer antibodies vs. one tracer antibody) and without the two mentioned platform changes: larger sampling volume and accelerated shaking.

4. Conclusion

In this paper, we have tested a novel LED excitation based immunoassay instrument intended for PoC use. The laboratory tests were performed with a standard TnI assay and a research prototype hsTnI assay. The LoD was improved by a factor of 5, from 9.5 ng/L to 1.9 ng/L, for the standard TnI assay when measured with the LED based instrument, significantly outperforming the state-of-the-art flash lamp OU based instrument. The improvement was achieved primarily by optimizing the overlap between the UV illumination area and the chemically active area where the immunocomplexes are located.

In the implementation of the novel research hsTnI assay with the LED based instrument we have obtained a detection limit of 0.22 ng/L measured on plasma, showing an improvement by a factor of 3 compared to the flash lamp based instrument. Using data for an existing hsTnI assay from an external manufacturer, we estimated the required value of LoD to be 0.43 ng/L in order to meet the hsTnI criteria. The combination of the LED excitation and the prototype hsTnI assay enabled the LoD of 0.22 ng/L, which is 49% below the estimated requirement. We believe our preliminary results are an important step in the development of the hsTnI assay in PoC testing and that the hsTnI criteria will soon be documented in PoC systems using LED excitation, ultimately leading to more accurate interpretation of clinical tests and earlier diagnosis and rule-out of AMI.

We suggest a model which includes the background and noise contributions to describe immunoassay detection. The model can be generally applied to lanthanide-based heterogeneous time-resolved fluoroimmunoassays. We showed that the temporal decay of the background in the system includes two exponential terms. The SNR can be improved by choosing the optimal pre-delay time to largely match the short background decay time (about hundreds of µs), whereas the long lifetime decay term originating from the non-specific binding of the tracer antibodies to the cups inner walls cannot be filtered. We also demonstrate that the cup-to-cup variation is a dominating noise contributor that is limiting the instrument performance.
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