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The Chern-Simons axion coupling of a bulk insulator is only defined modulo a quantum of $e^2 / h$. The quantized part of the coupling is uniquely defined for a bounded insulating sample, but it depends on the specific surface termination. Working in a slab geometry and representing the valence bands in terms of hybrid Wannier functions, we show how to determine that quantized part from the excess Chern number of the hybrid Wannier sheets located near the surface of the slab. The procedure is illustrated for a tight-binding model consisting of coupled quantum anomalous Hall layers. By slowly modulating the model parameters it is possible to transfer one unit of Chern number from the bottom to the top surface over the course of a cyclic evolution of the bulk Hamiltonian, changing the surface anomalous Hall conductivity by a quantum of conductance $e^2 / h$. When the evolution of the surface Hamiltonian is also cyclic, the Chern pumping is obstructed by chiral touchings between valence and conduction surface bands.
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I. INTRODUCTION

The axion field was originally introduced as a strategy for resolving the nonviolation of time reversal ($\mathcal{T}$) and spatial inversion ($\mathcal{P}$) symmetry in quantum chromodynamics (QCD) [1]. Specifically, the gauge symmetry of QCD allows a term in the Lagrangian that is a non-Abelian version of

$$\mathcal{L}_\theta = \frac{e^2}{\hbar} \frac{\theta}{2\pi} \mathbf{E} \cdot \mathbf{B},$$

where $\theta$ is a fixed dimensionless parameter, and $\mathbf{E}$ and $\mathbf{B}$ are the electric and magnetic fields. Since $\mathbf{B}$ and $\mathbf{E}$ are odd under $\mathcal{T}$ and $\mathcal{P}$, respectively, these symmetries are individually broken by $\mathcal{L}_\theta$. The most striking consequence of such a term is the prediction of a finite electric dipole moment for the neutron, but recent experimental bounds on this quantity [2] are the electric and magnetic fields. Since $\mathbf{E}$ and $\mathbf{B}$ are odd under $\mathcal{T}$ and $\mathcal{P}$, respectively, these symmetries are individually broken by $\mathcal{L}_\theta$. The procedure is illustrated for a tight-binding model consisting of coupled quantum anomalous Hall layers. By slowly modulating the model parameters it is possible to transfer one unit of Chern number from the bottom to the top surface over the course of a cyclic evolution of the bulk Hamiltonian, changing the surface anomalous Hall conductivity by a quantum of conductance $e^2 / h$. When the evolution of the surface Hamiltonian is also cyclic, the Chern pumping is obstructed by chiral touchings between valence and conduction surface bands.

The first term is the usual current arising due to the change $\Delta \theta$ across the boundary. We now see that changing $\Delta \theta \to \Delta \theta + 2\pi$ amounts to adding a quantum of anomalous Hall conductivity (AHC) to the interface. Conversely, if the AHC at an insulating interface is known, it becomes possible to assign a definite value to $\Delta \theta$.
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The transformation properties of $E$ and $B$ in Eq. (1) indicate that $\theta$ is odd under $T$ and $P$. Due to the $2\pi$ ambiguity, those symmetries allow for $\theta = \pi$ as well as $\theta = 0$, leading to a $\mathbb{Z}_2$ topological classification. It is well known that when $T$ symmetry is present the value $\theta = \pi$ describes strong topological insulators, while topologically trivial insulators have $\theta = 0$ [10]. In the case in which $P$ is conserved but not $T$, the term “axion insulator” has sometimes been used [11,12] to describe the topological phase with $\theta = \pi$. More generally, any magnetic point group that contains a proper rotation broken symmetry can be insulating and display a half-quantized AHC.

The existence or nature of topologically protected boundary states depends on the symmetry protecting $\theta = \pi$. For example, when $T$ remains unbroken at the surface of a strong topological insulator, that surface is guaranteed to harbor an odd number of metallic Dirac cones, with a half-quantized surface AHC that exactly cancels the axial current [14]. In contrast, the surface of an axion insulator automatically breaks $P$, so that surface states are not protected. In the case of mirror symmetry, metallic states are only protected on mirror-preserving surfaces, while surfaces that break mirror symmetry can be insulating and display a half-quantized AHC.

The term $\mathcal{L}_{\theta}$ given by Eq. (1) is not present a priori in the action of condensed-matter systems, where it should be regarded as an effective term that sometimes provides a useful description. Indeed, such a term appears when the electrons are integrated out of a generic solid state partition function in four dimensions, followed by dimensional reduction [10]. That procedure leads to the expression

$$\theta_{\text{CS}} = -\frac{1}{4\pi} \int d\mathbf{k} \epsilon_{ij} \text{Tr} \left[ A_i^j \partial_k A_k^j - i \frac{2}{3} A_i^j A_k^k A_k^j \right]$$

for the axion coupling strength. Here

$$A_{\alpha i km} = i \left[ u_{km} | \partial_\alpha u_{km} \right]$$

is the Berry connection matrix in Cartesian direction $i$, where $| u_{km} \rangle$ is the cell-periodic part of the Bloch function $| \psi_{km} \rangle$ of the $n$th occupied band, $\ldots$ denotes an integration over one crystal cell, and the trace is over occupied bands. The integral in $d\mathbf{k}$ is over the Brillouin zone (BZ), and the integrand is known as the Chern-Simons (CS) 3-form.

The form of Eq. (1) suggests a close relation between $\theta$ and the linear magnetoelectric response tensor defined as $a_{ij} = (\partial P_i / \partial B_j)_{\mathbf{E}} = (\partial M_j / \partial E_i)_{\mathbf{B}}$, where $P$ and $M$ are the macroscopic polarization and magnetization, respectively. With $\alpha$ the traceless part of $a$, the relation reads

$$\alpha_{ij} = \widetilde{a}_{ij} + \Theta_{ij},$$

$$\widetilde{a} = \frac{e^2}{\hbar} \frac{\theta}{2\pi}.$$  \hspace{1cm} (5a)

This defines $\theta$ in terms of the trace piece $\alpha$, also known as the “axion magnetoelectric coupling”.

The magnetoelectric response of a solid can be decomposed into spin and orbital contributions on one hand, and frozen-ion and lattice-mediated contributions on the other. The frozen-ion orbital part of the response was calculated for generic band insulators in Refs. [15,16]. It was found that the trace piece takes the form $\overline{\sigma}_{\text{orb}} = (e^2/2\pi \hbar)(\theta_{\text{CS}} + \theta_{\text{g}})$ where, in addition to $\theta_{\text{CS}}$ given by Eq. (3), there is a cross-gap term $\theta_{\text{g}}$ that couples occupied and empty bands. Among all of the above terms, $\theta_{\text{CS}}$ is the only term with a $2\pi$ ambiguity. It is thus sufficient, for the purpose of establishing the surface theorem, to focus on the Chern-Simons axion (CSA) coupling

$$\overline{\sigma}_{\text{CS}} = \frac{e^2}{\hbar} \frac{\theta_{\text{CS}}}{2\pi}.$$  \hspace{1cm} (6)

Typical ground state properties of a band insulator (e.g., the charge density and total energy) are invariant under any unitary “gauge transformation”

$$|u_{km}\rangle \rightarrow \sum_m |u_{km}\rangle U_{kmn}$$

among the occupied Bloch orbitals. The $2\pi$ ambiguity in $\theta_{\text{CS}}$ comes about because Eq. (3) changes by integer multiples of $2\pi$ under certain gauge transformations. The CSA coupling will then change by an integer multiple of the quantum of conductance. This is another manifestation of Eq. (2): changing $\theta_{\text{CS}}$ by a multiple of $2\pi$ amounts to adding quantum anomalous Hall layers at the surface, without modifying the bulk [17].

Another property of band insulators that behaves in this way is the bulk polarization $P$, whose electronic part can be expressed as a Berry phase [18]. The Berry phase may also change by an integer multiple of $2\pi$ under unitary transformations, and the quantum of ambiguity in the bulk definition of $P \cdot \hat{n}$ can be resolved by taking into account quantized contributions of $e/A_{\text{cell}}$ to the surface charge density associated with an insulating surface with orientation $\hat{n}$ [19].

In fact, $\overline{\sigma}_{\text{CS}}$ and $P$ are related in more than one respect. First of all, $\overline{\sigma}_{\text{CS}}$ is in a sense the natural three-dimensional generalization of the polarization in one-dimensional systems, and is sometimes referred to as the “magnetolectric polarization” [10]. For any closed manifold of odd dimension $d$, there exists a Chern-Simons $d$-form, which is a functional of the $U(N)$ connection $A_{\alpha i kmn}$. The 1-form is simply the trace of the connection, and its BZ integral (the Berry phase) is proportional to the polarization. Similarly, the BZ integral of the Chern-Simons 3-form yields $\theta_{\text{CS}}$, which is proportional to the CSA coupling. Second, the $e^2/h$ ambiguity in $\overline{\sigma}_{\text{CS}}$ follows from the $e/A_{\text{cell}}$ ambiguity in $P \cdot \hat{n}$ [16]. This is perhaps surprising, since changes in polarization are well defined whenever different states of polarization can be connected by an adiabatic path. However, as pointed out in Ref. [16], if one tries to define the CSA coupling as a response of $P_i$ to a smoothly increasing $B_j$, a problem arises in that the smallest value of $\Delta B_j$ compatible with the lattice periodicity corresponds to a quantum of magnetic flux through the unit cell. The best one can do is to define $\overline{\sigma}_{\text{CS}} = \Delta P_i / \Delta B_j$ for a single flux quantum, i.e., $\Delta B_j = h/eA_{\text{cell}}$. Then the gauge ambiguity of $e/A_{\text{cell}}$ in $P_i$ implies a gauge ambiguity of $e^2/h$ in $\overline{\sigma}_{\text{CS}}$.

The surface theorem for polarization was derived in Ref. [19]. It states that the macroscopic charge per surface unit cell at an insulating surface of a crystalline insulator has, in units of $e$, a noninteger part that only depends on the bulk polarization, and an integer part that is fixed by the surface termination.
In this work, we demonstrate a similar surface theorem for the CSA coupling of Eq. (6). We take a bulk insulator with a given $\theta_{CS}$ (mod $2\pi$), consider a specific insulating surface termination in a slab geometry, and show how to use the knowledge about the surface Hamiltonian to determine the CSA coupling exactly, not just up to a quantum of $e^2/h$.

An important step towards that result was taken in Ref. [20], where Eq. (3) was recast in terms of hybrid Wannier functions (HWFs), and then used to study a “quantum CSA pump”: a cyclic evolution of a bulk crystal in which $\theta_{CS}$ evolves continuously from some initial value $\theta_{CS}$ to reach $\theta_{CS} + 2\pi$ at the end of the cycle. In the HWF representation, the pumping process is transparent: the “Wannier sheets” carry quantized amounts of Berry-curvature flux, and a $2\pi$ quantum gets transferred across each unit cell via a sequence of sheet-touching events. These ideas play a central role in the present work, where the HWF representation will be used extensively.

The paper is organized as follows. In Sec. II A we establish the basic definitions and conventions used in this work, and in Sec. II B we review the expression of Ref. [20] for $\theta_{CS}$ in terms of the bulk HWFs. The goal of the ensuing subsections is to evaluate the CSA coupling of a thick slab in the slab basis. The end result is the surface theorem of Eq. (44), whereby the noninteger part of $\theta_{CS}/2\pi$ is given by the bulk expression in terms of the HWFs in a unit cell deep inside the slab, and the integer part by the net Chern number of the excess Wannier sheets near the surface. In order to establish this result, we start in Sec. II C from an expression for the CSA coupling of a finite crystallite; then in Sec. II D we derive from it the corresponding expression for a slab; finally in Sec. II E we consider its limiting form for a thick slab. At every step all surface contributions are carefully accounted for, leading to Eq. (44) for insulating slabs with vanishing Chern number. To validate the derivation and illustrate the surface theorem, in Sec. III we study numerically a layered tight-binding model that realizes a quantum CSA pump. We find that in a semi-infinite geometry, when the surface also undergoes a cyclic evolution, the pumping is obstructed by the appearance of “surface Weyl points” that transfer quanta of Berry-curvature flux between the valence and conduction bands. Some additional features of the model are discussed in two appendices. Appendix A deals with the quantization of the CSA coupling by mirror symmetry at isolated points along the pumping cycle, and in Appendix B we map the second Chern number over an augmented parameter space.

II. CSA COUPLING IN THE HYBRID WANNIER REPRESENTATION

A. Definitions and conventions

The CSA coupling strength $\theta_{CS}$ of an infinite 3D crystal was defined in Eq. (3). In the remainder of the paper we will change notation and denote it as $\theta_{CS}$ instead. The reason is that in order to establish the precise relation between the bulk CSA coupling and the observable magnetoelectric response of a bounded macroscopic sample, we also want to consider systems of reduced dimensionality $d$, namely slabs ($d = 2$) and crystallites ($d = 0$), and define for them corresponding quantities $\theta_{CS}$ and $\theta_{0}$. In each case $\theta_{CS}$ is defined as the extensive CSA coupling with units of volume, divided by the cell “volume” along the periodic directions, so that $\theta_{0}$ has units of $[L]^{3-d}$; $\theta_{0}$ grows with the volume of the crystallite, $\theta_{CS}$ with the slab thickness, and $\theta_{CS} \equiv \theta_{CS}$ is an intensive bulk quantity.

Let us begin with the bulk crystal, and take $\hat{z}$ along a primitive reciprocal lattice vector $\hat{b}_3$. The primitive cell subtended by $\hat{a}_1$, $\hat{a}_2$, and $\hat{a}_3$ is a prism with the base $\langle \hat{a}_1, \hat{a}_2 \rangle$ lying on the $(x,y)$ plane and height $c = 2\pi/|\hat{b}_3|$. The Bloch functions are normalized to one primitive cell, $\int_{V_{cell}} d\mathbf{r} |\psi_{k_n}(\mathbf{r})|^2 = 1$ with $V_{cell} = (\hat{a}_1 \times \hat{a}_2) \cdot \hat{a}_3$.

In order to define HWFs for lattices of arbitrary symmetry, it is convenient to work in reduced coordinates. For example, the wave vector $\mathbf{k}$ is expanded as

$$\mathbf{k} = k_1 \hat{a}_1 + k_2 \hat{a}_2 + k_3 \hat{b}_3.$$

In the HWF representation, the $\hat{z}$ direction is treated differently from $\hat{x}$ and $\hat{y}$. Defining $f(y)$ as the integral over all $z$ and over one cell on the basal plane, the orthonormality relation for the Bloch states reads

$$\langle \psi_{(k_1, k_2, k_3)n} | \psi_{(\tilde{k}_1, \tilde{k}_2, \tilde{k}_3)n} \rangle = N_3 \delta_{k_1, \tilde{k}_1} \delta_{k_2, \tilde{k}_2} \delta_{k_3, \tilde{k}_3} \delta_{nm},$$

where for the moment we work on a discrete uniform $k$ mesh, with $N_3$ distinct values of $k_3$ in the BZ. The bulk HWFs are defined as

$$|\tilde{\psi}_{(k_1, k_2, k_3)n} \rangle = \frac{1}{N_3} \sum_{k_3} e^{-i2\pi k_3/l} |\psi_{(k_1, k_2, k_3)n} \rangle,$$

where $l$ labels the cells along $\hat{a}_3$. The HWFs are localized (Wannier-like) along $\hat{b}_3 \parallel \hat{z}$, but remain extended (Bloch-like) along $\hat{x}$ and $\hat{y}$. Using Eq. (10) we obtain $\langle \tilde{\psi}_{(k_1, k_2, k_3)n} | \tilde{\psi}_{(\tilde{k}_1, \tilde{k}_2, \tilde{k}_3)n'} \rangle = \delta_{k_1, \tilde{k}_1} \delta_{k_2, \tilde{k}_2} \delta_{k_3, \tilde{k}_3} \delta_{nm}$.

In Sec. II D we will define HWFs for slabs with the surface normal along $\hat{b}_3$. The wave vector labels of such HWFs are most naturally chosen in the 2D BZ of an unreconstructed surface. This “projected BZ” is spanned by the vectors

$$B_1 = 2\pi \frac{\hat{a}_2 \times \hat{z}}{(\hat{a}_1 \times \hat{a}_2) \cdot \hat{z}},$$

$$B_2 = 2\pi \frac{\hat{z} \times \hat{a}_1}{(\hat{a}_1 \times \hat{a}_2) \cdot \hat{z}}.$$

which are the duals of $\hat{a}_1$ and $\hat{a}_2$ on the $(x,y)$ plane; $B_i \cdot a_j = 2\pi \delta_{ij}$ for $i, j = 1, 2$. A vector $\mathbf{k}$ in the BZ of the bulk crystal can be expressed as $\mathbf{k} = \kappa + k_\parallel \hat{z}$, where

$$\kappa = k_2 \hat{x} + k_3 \hat{y} = k_1 \hat{B}_1 + k_2 \hat{B}_2$$

belongs to the projected BZ, and $k_1$ and $k_2$ are the same as in Eq. (9). Thus, both the slab HWFs and the bulk HWFs can be labeled by wave vectors in the projected BZ. With this notation, which will be useful for establishing the surface theorem in Sec. II E, Eq. (11) becomes

$$\langle \tilde{\psi}_{(k, l)n} | \tilde{\psi}_{(\kappa, l)n} \rangle = e^{-i\kappa \cdot r} |\tilde{\psi}_{(k, l)n} \rangle,$$

$$|\tilde{\psi}_{(k, l)n} \rangle = \int_{B_1} dk_3 e^{-i2\pi k_3/l} |\psi_{(\kappa, l)n} \rangle,$$

and

$$|\tilde{\psi}_{(k, l)n} \rangle.$$
where we took \( N_s \to \infty \) and introduced the cell-periodic part \( |\psi_{\text{cell}}\rangle \) of a HWF, with in-plane lattice periodicity.

We are interested in constructing HWFs that span the group of \( M \) valence bands. The \( U(M) \) gauge freedom of Eq. (7) in defining the Bloch states can be employed to make the HWFs maximally localized along \( \hat{z} \), in the sense of Ref. [21]. The charge centers of these maximally localized HWFs

\[
z_{\text{cell}} = (\langle \psi_{\text{cell}} | z | \psi_{\text{cell}} \rangle = z_{\text{cell}} + lc
\]  

form 2D sheets over the projected BZ [22]. Dropping subscripts \( \kappa \) for brevity, Berry connection and Berry curvature matrices can be defined over these sheets as

\[
A_{ln,m}^{i} = i [ \tilde{h}_{ln} \partial_{l} \tilde{h}_{lm} ] = A_{0n,l}^{i} \delta_{l,m}^{-1} \delta_{lm},
\]

\[
\Omega_{ln,m}^{i} = \partial_{l} A_{ln,m}^{i} - \partial_{m} A_{ln,m}^{i} = \Omega_{0n,l,m}^{i} \delta_{l,m}^{-1} \delta_{lm},
\]

where \( i, j = x, y \).

Assuming that the Wannier sheets do not touch (i.e., there are no degeneracies in the \( z_{\text{cell}} \) anywhere in the 2D BZ), each sheet is a closed 2D manifold, so that the integral of its Berry curvature (the Berry flux through the 2D BZ) is quantized to \( 2\pi \) times an integer by the Chern theorem. These Chern numbers

\[
C_{ln} = \frac{1}{2\pi} \int d\kappa \Omega_{ln,ln}^{xy}
\]

are clearly independent of the layer index, \( C_{ln} = C_{0n} \).

We shall encounter situations in Sec. III where pairs of Wannier sheets touch at isolated points in the 2D BZ as a parameter \( \phi \) in the Hamiltonian is varied. When that happens, the Chern numbers of the two sheets change by equal and opposite amounts \( \pm \chi \), where \( \chi \) is the chiral charge of the degeneracy point (“Weyl point”) in the 3D parameter space \((k_{x}, k_{y}, \phi)\).

B. CSA coupling \( \theta_{3} \) of a bulk crystal

We begin by summarizing the results of Ref. [20], where the bulk CSA coupling was expressed in terms of maximally localized HWFs as [23]

\[
\theta_{3} = \theta_{3,\Omega} + \theta_{\Delta_{xy}},
\]

\[
\theta_{3,\Omega} = -\frac{i}{c} \int d\kappa \sum_{n} z_{0n} \Omega_{0n,0n}^{\Omega},
\]

\[
\theta_{\Delta_{xy}} = -\frac{i}{c} \int d\kappa \sum_{lm} \Omega_{ln,m}^{\Delta_{xy}} A_{0n,lm}^{\Delta_{xy}},
\]

where the integral is over the 2D projected BZ. (Henceforth summations over indices \( l, m \), and \( n \) run over all occupied orbitals, unless stated otherwise.) If the lattice has monoclinic symmetry or higher and \( a_{3} \) is the unique axis, then \( c = |d_{3}| \).

In the general case, \( c \) is given by Eq. (8).

The maximally localized HWF gauge is unique, except for (i) a \( U(1) \) gauge freedom with respect to \( \kappa \) on each sheet, and (ii) the residual freedom to choose which Wannier sheets belong to the home cell \( l = 0 \). Regarding (i), it is straightforward to verify that both terms in Eq. (18) are gauge-invariant in this sense (for \( \theta_{\Delta_{xy}} \) this follows because only the diagonal elements of \( A_{0n,lm}^{\Delta_{xy}} \) are affected). Regarding (ii), if a different choice is made such that entire sheets \( z_{0n} \) get shifted by \( c \) for some \( n \), \( \theta_{3,\Omega} \) changes by \( -2\pi \), while \( \theta_{\Delta_{xy}} \) is unaffected. Thus, the \( \theta_{3,\Omega} \) term is the only one that has a potential \( 2\pi \) ambiguity.

In Ref. [20], Eq. (18) was derived starting from Eq. (3). One problem with this approach is that Eq. (3) is written in terms of a smooth and periodic gauge, a requirement that, applied to the maximally localized HWF gauge, is incompatible with the existence of Wannier sheets having nonzero Chern numbers. Thus, strictly speaking Eq. (18) has only been proven to be valid for crystals in which all the \( C_{0n} \) vanish. On the other hand, it was shown in the same work that nonzero \( C_{0n} \) values must occur along any cycle that pumps a quantum of CSA coupling.

In the following, we shall take a different route to arrive at Eq. (18), proving the surface theorem along the way. Instead of working from the outset with a bulk crystal and using Eq. (3), we start from the CSA coupling of a finite crystallite, which is derived by Eq. (20) below without any \( 2\pi \) ambiguity. By carefully taking the thermodynamic limit, first in two directions (slab geometry) and finally in the third, we will demonstrate that Eq. (18) remains valid even when some of the Wannier sheets have nonzero Chern numbers, provided that the unit-cell sum of those numbers vanishes:

\[
\sum_{n} C_{0n} = 0.
\]

This condition, needed to ensure that the nonquantized part of \( \theta_{3} \) is independent of the choice of origin for the \( z \) axis, is equivalent to the statement that the Chern index along \( z \) of the valence-band manifold vanishes [20]. In fact, in the present work we limit ourselves to crystals in which all three Chern indices vanish, in order to avoid potential subtleties associated with bulk quantum anomalous Hall behavior [24].

C. CSA coupling \( \theta_{6} \) of a finite crystallite

The extensive CSA coupling of a bounded electron system such as a crystallite is given by

\[
\theta_{6} = -8\pi^{2} \text{Im} \text{Tr}[P x P y P z],
\]

where \( P \), the projection operator onto the occupied subspace in the ground state, is expressed in the energy eigenstate representation as \( P = \sum_{n} | \psi_{n} \rangle \langle \psi_{n} | \).

Equation (20) was obtained in Ref. [15] starting from the basic definition

\[
m(E) = -\frac{e}{2} \text{Tr}[P(E) r \times v]
\]

of the orbital magnetic moment of a bounded sample in a finite electric field, with \( P(E) \) the projection operator onto the field-polarized occupied states. After some manipulations, Eq. (21) was decomposed as [15]

\[
m(E) = m_{\text{LC}}(E) + m_{\text{KC}}(E) + m_{\text{CS}}(E).
\]

At \( E = 0 \), only the first two terms survive (they are known as the “local circulation” and the “itinerant circulation” [25]). At \( E \neq 0 \) those terms depend on \( E \) only through \( P(E) \), and their contribution to the linear change in \( m \) induced by \( E \) is in general not parallel to \( E \). In contrast, the third term is purely
isotropic and has an explicit linear dependence on $E$. It takes the form
\[ m_{\text{CS}}(E) = \frac{e^2}{\hbar} \theta_0(E) E, \] (23)
with $\theta_0(E)$ given in terms of $P(E)$ by Eq. (20). At linear order in the field, the quantity $\theta_0(E)$ in Eq. (23) can be replaced with $\theta_0(E = 0)$, i.e., the ground-state quantity $\theta_0$ as originally defined by Eq. (20).

According to the analytical derivations and numerical tests carried out in Ref. [15], in the thermodynamic limit the quantity $\theta_0/V$ reduces to the bulk CSA coupling $\theta_2$ defined by Eq. (3). However, the fact that $\theta_0$ suffers from a $2\pi$ indeterminacy while $\theta_0/V$ does not was not examined further in that work. Because Eq. (20) does not carry a quantum of uncertainty, and is free from the subtleties associated with the use of periodic boundary conditions, we take it as the more fundamental definition of the CSA coupling, from which we will derive expressions for $\theta_2$ and $\theta_3$ in the HWF representation. The correctness of these expressions will be checked numerically against results obtained directly from Eq. (20).

We begin by constructing for the crystallite a set of occupied orbitals that are maximally localized along $\hat{z}$. This can be done by diagonalizing the operator $PzP$ [21],
\[ PzP|\psi_n\rangle = z_n|\psi_n\rangle. \] (24)
In this representation, Eq. (20) reads
\[ \theta_0 = -8\pi^2 \sum_n z_n \text{Im} \langle \psi_n | x P y | \psi_n \rangle, \] (25)
or equivalently
\[ \theta_0 = 8\pi^2 \sum_n z_n \text{Im} \langle \psi_n | x Q y | \psi_n \rangle, \] (26)
where $Q = 1 - P$ and we used $\text{Im} \langle \psi_n | x Q y | \psi_n \rangle = 0$. We shall prefer Eq. (26) for reasons that will become clear in the next subsection.

Before switching to a slab geometry, we note that any well-defined intrinsic property must remain invariant under a rigid translation of the sample, such as
\[ z \rightarrow z + \Delta z. \] (27)
Under this transformation, Eq. (26) changes by
\[ \Delta \theta_0 = 8\pi^2 \Delta z \text{Im} \text{Tr} [ P x Q y ] \] (28)
It is straightforward to verify that $\Delta \theta_0 = 0$ since $\text{Im} \text{Tr} [ P x P y ] = \text{Tr} [ (P x P y) ] / 2i$, and the trace of a commutator over a finite-dimensional Hilbert space vanishes.

### D. CSA coupling $\theta_2$ of a slab

Consider an insulating slab cut from the bulk crystal, with the surface normal oriented along $\hat{z}$ and thickness $L_z = N_z c$. We will eventually take the limit $N_z \rightarrow \infty$, but at this stage $N_z$ can be any positive integer. We wish to find an expression for $\theta_2$, the CSA coupling per unit area, starting from Eq. (26). Imagine cutting from the slab a crystallite containing $N \times N$ two-dimensional primitive cells with a net CSA coupling $\theta_0$. By the definition of $\theta_2$, we expect that
\[ \frac{\theta_0}{N^2 A_{\text{cell}}} \rightarrow \theta_2 \text{ for } N \rightarrow \infty. \] (29)
As we will see, this expectation is fulfilled by our expression for $\theta_2$, with the proviso that the net Chern number of the slab vanishes; otherwise $\theta_2$ is ill-defined, with its value depending on the choice of origin for the $z$ axis. Such pathological behavior has to do with extensive contributions to $\theta_0$ from the sample edges. We shall return to this subtle point at the end of the section, starting with Eq. (38).

To proceed we assume a slab with unreconstructed surfaces, so that the energy eigenstates are Bloch-like along the in-plane directions, with wave vector labels $\kappa$ given by Eq. (13); denoting them by $| \psi_{\kappa n} \rangle$ and introducing the ground-state projector
\[ P = \sum_{\kappa} P_{\kappa}, \quad P_{\kappa} = \sum_n | \psi_{\kappa n} \rangle \langle \psi_{\kappa n} |. \] (30)
we can construct a new set of occupied orbitals by diagonalizing $P_{\kappa} z P_{\kappa}$ for each $\kappa$:
\[ P_{\kappa} z P_{\kappa} | h_{\kappa n} \rangle = z_{\kappa n} | h_{\kappa n} \rangle. \] (31)
These are the maximally localized HWFs of the slab. For now we assume isolated Wannier sheets $z_{\kappa n}$ with well-defined Chern numbers $C_n = (1/2\pi) \int d\kappa \Omega_{xy}^\kappa$; the role of degeneracies will be considered later.

Comparison with Eq. (24) shows that for $N \rightarrow \infty$ the orbitals $| h_{\kappa n} \rangle$ and $| \psi_n \rangle$ only differ in the choice of in-plane boundary conditions (periodic versus open). Thus, if edge contributions to $\theta_0$ are unimportant we can replace $| \psi_n \rangle$ with $| h_{\kappa n} \rangle$ in Eq. (26), and using the definition (29) of $\theta_2$ we arrive at
\[ \theta_2 = \int d\kappa \sum_n z_{\kappa n} 2 \text{Im} \langle h_{\kappa n} | x Q y | h_{\kappa n} \rangle. \] (32)
The presence of the nonperiodic coordinate operators $x$ and $y$ is not problematic, because they appear in the lattice-periodic combinations $P x Q$ and $Q y P$.

Equation (32) is valid in the maximally localized HWF gauge where $Z_{\kappa nm} = \langle h_{\kappa n} | z | h_{\kappa m} \rangle$ is a diagonal matrix: $Z_{\kappa nm} = z_{\kappa n} z_{\kappa m}$. In a generic gauge, Eq. (32) must be written in matrix form as
\[ \theta_2 = -\int d\kappa \sum_{nm} Z_{\kappa nm} \tilde{\Omega}_{xy}^{nm} \] (33a)
\[ \tilde{\Omega}_{xy}^{nm} = -2 \text{Im} \langle h_{\kappa n} | x Q y | h_{\kappa m} \rangle. \] (33b)
This expression is clearly gauge-invariant, because it is the trace of the product of two gauge-covariant matrices (matrices that change as $M \rightarrow U_k^\dagger M U_k$ under a gauge transformation $| h_{\kappa n} \rangle \rightarrow \sum_{\ell} | h_{\kappa n} \rangle U_{\kappa \ell}$).

To proceed we switch momentarily to the Hamiltonian gauge, where the orbitals $| h_{\kappa n} \rangle$ coincide with the energy eigenstates $| \psi_{\kappa n} \rangle$. Writing $Q = \sum_{\kappa} \sum_{\kappa' \neq \kappa} | \psi_{\kappa'} \rangle \langle \psi_{\kappa'} |$ in Eq. (33b), we see that it only involves off-diagonal matrix elements of the coordinate operators along the periodic directions. Defining the cell-periodic part $| h_{\kappa n} \rangle = e^{-i \kappa \cdot \tau} | \psi_{\kappa n} \rangle$
of an eigenstate and using the relation [26]
\[ \langle \psi_{kn} | \psi_{k'm} \rangle = i \langle u_{kn} | \delta_{k',u} u_{k'm} \rangle \delta_{kk'} \] (34)
valid for \( n \neq m \) in the Hamiltonian gauge, we find
\[ \tilde{\Omega}_{knm}^{xy} = -2i \text{Im} \left[ \delta_{k,u} u_{kn} | Q_\omega \delta_{k,u} u_{k'm} \right] \]
\[ = \Omega_{knm}^{xy} = i [A^\omega_x, A^\omega_y]_{knm} \] (35)
where \( Q_\omega = \sum_{\text{empty}} |u_{k}|^2 \). In the second line the completeness relation was used to obtain an expression containing the Berry connection and Berry curvature matrices \( A^\omega_x \) and \( \Omega_{knm}^{xy} \) for the occupied states, defined in terms of the slabs of thickness \( \lambda = n c \). Returning to the maximally localized HWF gauge, we find
\[ \theta_2 = -\int d\kappa \text{Tr} (Z_x \tilde{\Omega}^{xy}_x) \] (36)
where Eq. (33b) for \( \tilde{\Omega}^{xy}_x \) has been replaced with Eq. (35).

Returning to the maximally localized HWF gauge,
\[ \theta_2 = -\int d\kappa \sum_n \tilde{\Omega}^{xy}_{knm} \] (37)
In Sec. II E 2 we will recast this expression in a form similar to Eq. (18) for \( \theta_1 \), but for the moment (and also for numerics; see Sec. III A) Eq. (37) is more convenient.

Equations (36) and (37) constitute the central result of this section. We emphasize that nowhere in their derivations was it assumed that the Chern numbers \( C_n \) of the individual Wannier sheets must vanish.

Let us conclude with a discussion of the conditions needed in order for \( \theta_2 \) to be a well-defined quantity. Under the transformation (27), Eq. (37) changes by
\[ \Delta \theta_2 = -2\pi C_{\text{slab}} \Delta \zeta, \] (38)
where \( C_{\text{slab}} = \sum_n C_n \) is the Chern number of the entire slab, and we used the fact that the trace of the commutator in Eq. (35) vanishes. Contrary to \( \Delta \theta_0 \) which is guaranteed to vanish for any crystallite, \( \Delta \theta_2 \) is nonzero for quantum anomalous Hall slabs where \( C_{\text{slab}} \) is a nonzero integer. Clearly, \( \theta_2 \) is ill-defined in such systems.

How can one reconcile \( \Delta \theta_2 \neq 0 \) for a quantum anomalous Hall slab with \( \Delta \theta_0 = 0 \) for a crystallite cut from the same slab? To understand this result, we invoke the definition
\[ C(r) = -4\pi \text{Im} (\mathbf{p} \cdot \mathbf{Q}) \] (39)
of the “local Chern marker” [28] to rewrite Eq. (28) as
\[ \Delta \theta_0 = -2\pi \left[ \int d\mathbf{r} C(r) \right] \Delta \zeta, \] (40)
which can be directly compared with Eq. (38) for \( \Delta \theta_2 \). Whenever \( C_{\text{slab}} \neq 0 \), \( \int d\mathbf{r} C(r) \) vanishes in a nontrivial manner, with extensive contributions from the edges of the crystallite exactly canceling those from the interior [28]. When we switched from open to periodic boundary conditions along \( \hat{x} \) and \( \hat{y} \) to obtain Eq. (32), the edges were suppressed. Clearly, that step relied on the absence of extensive edge contributions to \( \int d\mathbf{r} C(r) \), or equivalently,
\[ C_{\text{slab}} = 0. \] (41)

E. Surface theorem for the CSA coupling

1. Statement of the theorem

Armed with Eq. (37) for the CSA coupling of an insulating slab of thickness \( L_z = N_z c \), let us relate it to the bulk coupling \( \theta_3 \) by considering the thermodynamic limit. Defining the dimensionless slab CSA coupling
\[ \theta_{\text{slab}} = \frac{\theta_2}{N_z c} \] (42)
and reasoning by analogy with Eq. (29), one might expect that
\[ \theta_{\text{slab}} \to \theta_3 \quad \text{for} \quad N_z \to \infty. \] (43)
This cannot be quite correct, because \( \theta_3 \) is only defined modulo \( 2\pi \) whereas \( \theta_{\text{slab}} \) is uniquely defined. Turning this observation around, it should be possible to resolve the quantum of ambiguity in \( \theta_1 \) by isolating quantized surfacelike contributions to \( \theta_{\text{slab}} \).

It is useful to divide the slab conceptually into three regions (Fig. 1): a bottom surface region I, an interior region II containing precisely \( N_{\text{II}} \) bulk unit cells, and a top surface region III. The boundaries are chosen to respect the HWF sheets, so that each sheet belongs uniquely to one region. We assume that the surface regions occupy nonextensive fractions of the volume of the slab, but are nonetheless sufficiently thick to ensure that the cuts \( z_0 \) and \( z_0 + N_{\text{II}} c \) fall in bulklike regions.

We will prove the following assertion, valid when the Fermi level lies in a gap common to both the bulk and surface bands:
\[ \theta_{\text{slab}} \to \theta_3 - 2\pi C_{\text{II}} \quad \text{for} \quad N_z \to \infty, \] (44)
with \( \theta_3 \) expressed in terms of the bulklike HWFs in region II by Eq. (18), and \( C_{\text{II}} = \sum_{n=\text{II}} C_n \) the total integer Chern number of the HWFs ascribed to the top surface region. The Chern indices of the valence-band manifold are assumed to vanish in all three lattice directions, which implies [see Eq. (19)]
\[ C_{\text{II}} = \sum_{n=\text{II}} C_n = N_{\text{II}} \sum_n C_{0n} = 0. \] (45)

FIG. 1. Sketch of the slab configuration discussed in the text (adapted from Ref. [19]). The HWFs are localized in the surface-normal direction \( \hat{z} \).
From Eq. (41) we also require $C_1 + C_II + C_{III} = 0$, so that

$$C_1 + C_{III} = 0. \quad (46)$$

Once the assignment of the slab HWF sheets to the three regions has been decided, the two terms on the right-hand side of Eq. (44) become uniquely defined. That is, Eq. (18) must be evaluated using the choice of unit cell consistent with the $N_II$ bulk cells in region II, and the leftover sheets then contribute to $C_I$ and $C_{III}$. If a different assignment is made, an integer multiple of $2\pi$ may get transferred between the two contributions to Eq. (44). We will assume that a specific assignment has been made that satisfies two rules:

1. Sheets belonging to a given region have sequential indices $n$, with $z_{x,n} \leq z_{x,n+1}$.
2. The last sheet belonging to region I does not touch the first sheet belonging to region II.

Because region II comprises an integer number of bulk cells, the second rule also implies that the topmost sheet in region II does not touch the first sheet in region III, guaranteeing that the Chern numbers of the two surface regions are well defined. This should be possible to arrange in most cases—even at critical parameter values where two Wannier sheets touch at a high-symmetry point—by a judicious choice of the first sheet in region II. (One exception is a $Z_2$-odd topological insulator protected by $T$ symmetry, where there are no gaps between bulk Wannier sheets; see, for example, the third panel in Fig. 1 of Ref. [20]. Before applying the current analysis to such a system, one would have to break $T$ symmetry slightly to gap the spectrum.)

Equation (44) can be understood as follows. The assignment of the HWFs to the three regions decides which ones belong to a given unit cell in the interior region. This removes the only gauge freedom that is capable of affecting the branch choice for the phase angle $\theta_\zeta$ in Eq. (18). The extra term $-2\pi C_{III}$ gathers the contributions to the slab CSA coupling from any leftover sheets after tiling the bulk cell towards the top surface. This is analogous to the electric polarization of a slab [19], where the relevant quantized quantity carried by the Wannier sheets is the charge rather than the Chern number. (One difference is that Wannier sheets can have different Chern numbers, while every sheet carries the same charge $-e$.)

2. Proof of the theorem

In order to establish Eq. (44), we start from the left-hand side. Using Eqs. (37) and (35) and exchanging indices $n$ and $m$ in one term we find, approximating the slab width $N_{II}c$ by the width $N_{II}c$ of the interior region,

$$\theta_{slab} = -\frac{1}{c} \int d\kappa \, \theta_{slab}, \quad (47a)$$

$$\theta_{slab} = \frac{1}{N_{II}} \sum_n \left[ z_n \Omega_{n,n}^{xyz} + i \sum_m (z_m - z_n) A_m^y A_n^x \right], \quad (47b)$$

where the label $\kappa$ has been dropped from the integrand. (Here and for the rest of this section, it is understood that certain equalities only hold exactly for $N_{II} \to \infty$.) The similarity to Eq. (18) for $\theta_\zeta$ is apparent.

Next we decompose $\theta_{slab}$ and $\theta_{slab}$ into contributions from each region,

$$\theta_{slab} = \theta_I + \theta_{II} + \theta_{III}. \quad (48)$$

by restricting the summation over $n$ in Eq. (47b) to the sheets assigned to that region (the index $m$ is still allowed to run over all Wannier sheets in the slab).

Let us start with the top surface region. The contribution to $\theta_{III}$ from the second term in Eq. (47b) vanishes for a thick slab, because (i) that term involves the relative coordinate $z_m - z_n$, (ii) $A_m^x A_n^y$ drops exponentially to zero when $|z_m - z_n|^2$ is much larger than the HWF spread $(z_m)^2 - (z_n)^2$, and (iii) region $A$ is nonextensive. We are left with the first term in Eq. (47b), which involves the absolute coordinate $z_n$. In the limit $N_{II} \to \infty$ we can set $z_n \to z_0 + N_{II}c$ for $n \in III$ (see Fig. 1) to obtain

$$\theta_{III} = -2\pi \left( 1 + \frac{z_0}{N_{II}c} \right) C_{III}. \quad (49)$$

Similarly, $\theta_I = -2\pi(z_0/N_{II}c)C_I$. Adding the two together and using Eq. (46) yields the net surface contribution

$$\theta_{surf} = \theta_I + \theta_{III} = -2\pi C_{III}, \quad (50)$$

which is origin-independent and quantized in units of $2\pi$.

Now we turn to the contribution from the interior region. The quantity $\theta_{II}$ can be approximated as

$$\theta_{II} = \frac{1}{N_{II}} \sum_{n \in II} \left[ z_n \Omega_{n,n}^{xyz} + i \sum_{nm \in II} (z_n - z_m) A_m^y A_n^x \right]. \quad (51)$$

By also restricting the summation over $m$ to region II, we have dropped nonextensive contributions. Since that region is bulklike, we can switch to the notation of Sec. II B. Replacing $n \to ln$ and $m \to lm$ and invoking Eqs. (15) and (16), the first term in Eq. (51) becomes

$$\theta_{CSA} = \sum_n \left[ z_{0n} \Omega_{0n,0n}^{xyz} + i \sum_{ln} (z_{ln} - z_{0n}) A_{ln}^y A_{0n}^x \right]. \quad (52)$$

[we have dropped a term $(1/N_{II}) \sum_{l,0} (l \zeta) \sum_n \Omega_{0n,0n}^{xyz}$ that vanishes upon integration over $\kappa$ by virtue of Eq. (19)]. As for the second term, it becomes

$$\theta_{Axy} = i \sum_{lm} (z_{lm} - z_{0m}) A_{lm}^y A_{0m}^x. \quad (53)$$

Adding the two and integrating over $\kappa$ we find, comparing with Eq. (18),

$$\theta_{II} = \theta_{CSA} + \theta_{Axy} = \theta_\zeta. \quad (54)$$

Combining Eqs. (48), (50), and (54) we arrive at Eq. (44), completing the proof of the surface theorem. Note that condition (19) insures that the two terms on the right-hand side of Eq. (44) are separately origin independent.

III. LAYERED HALDANE MODEL

In this section we illustrate the preceding discussion with a concrete example: a 3D tight-binding model of an insulator that pumps a quantum of CSA coupling during a cyclic adiabatic evolution.
The model consists of a stack of half-filled Haldane-model [29] (“haldanium”) layers placed exactly on top of each other, that are allowed to interact via interlayer hoppings. The on-site energies are equipped with a dependence on a cyclic tuning parameter $\phi$, such that if the layers were decoupled, their Chern numbers would either be all zero or alternate between $+1$ and $-1$ from one layer to the next, depending on the value of $\phi$. (An isolated layer with nonzero Chern number $C$ in the valence band is a quantum anomalous Hall insulator with AHC $\sigma_{xy} = Ce^2/h$.)

For decoupled layers, the system would pass through metallic points at critical $\phi$ values where the Chern numbers change. By introducing $\phi$-dependent interlayer couplings, it is possible to keep the bulk insulating throughout the cycle. The band touchings at the critical $\phi$ values are then replaced with touchings between Wannier sheets residing mostly on individual layers, accompanied by a transfer of Chern number (the total Chern number of the valence bands vanishes in all three directions). Each Wannier sheet participates in two touching events per cycle, one with the sheet below and another with the sheet above, resulting in the net transfer across a unit cell of a Chern number of $-1$.

The numerical results presented below were obtained using the PythTB code package [30].

A. Cyclic evolution of a bilayer model

We begin by considering a model consisting of only two coupled haldanium layers. Although there is no CSA pumping in this model, it serves to illustrate the elements of sheet-touching events during a cyclic evolution, and provides the building blocks for the full 3D model.

The Hamiltonian of a single layer $p$ is

$$\begin{align*}
H_p^{(0)} &= (-1)^p \Delta \sum_i \tau_i c^\dagger_{pi} c_{pi} + t_1 \sum_{\langle ij \rangle} c^\dagger_{pi} c_{pj} \\
&\quad + (-1)^p t_2 \sum_{\langle \theta i \rangle} (i c^\dagger_{pi} c_{pj}) + \text{H.c.},
\end{align*}$$

where indices $i$ and $j$ label sites on the $A$ and $B$ sublattices marked in Fig. 2(a), and $\tau_1 = +1$ ($(-1)$) for $i \in A \ (B)$. The first and second terms contain the on-site energies and the nearest-neighbor hoppings, respectively, and the third describes a pattern of staggered magnetic fluxes generated by complex second-neighbor hoppings; $\langle \{ij\} \rangle$ denotes pairs of sites for which the hopping from $j$ to $i$ has amplitude $i(-1)^p t_2$, and “H.c.” stands for “Hermitian conjugate”. In the following we choose $t_2 > 0$, and use it to set the energy scale for the model.

The Hamiltonian of the coupled bilayer system is

$$H_{bilayer} = \sum_{p=1,2} H_p^{(0)} + t_3 \sum_i \tau_i (c^\dagger_{1i} c_{2i} + \text{H.c.}),$$

where $p = 1$ and $p = 2$ denote the layers at $z = 0$ and $z = c/2$, respectively, and sites on different layers with the same index $i$ are aligned vertically. Thus, the first term describes two copies of the Haldane model with opposite signs for both the on-site energies and the complex hoppings, and the second couples them via vertical hoppings that alternate in sign between the two sublattices.

We parametrize the model as

$$\begin{align*}
t_1 &= -4t_2, \\
t_3 &= t_2, \\
\Delta &= (3\sqrt{3} + 2 \cos \phi)t_2.
\end{align*}$$

Referring to the phase diagram of the Haldane model [29], the layer Chern numbers in the decoupled limit $t_3 \to 0$ are

$$C_p = \begin{cases} (-1)^{p+1} & \text{for } \phi \in [\pi/2,3\pi/2] \mod 2\pi, \\
0 & \text{otherwise.}
\end{cases}$$

When $\phi = \pi/2 \mod \pi$, the energy gap closes at $K$ on both layers. The addition of interlayer hoppings reopens the gap, ensuring that at half filling the system remains insulating for all values of $\phi$, with zero Chern number for the group of two valence bands.

Although Chern numbers can no longer be defined for the individual layers when $t_3 \neq 0$, they are “inherited” by the Wannier sheets. The energy gap, Wannier centers at $K$, and Wannier-sheet Chern numbers are shown in the top and middle panels of Fig. 3 over one cycle, $\phi \in [0,2\pi]$. Initially, the Chern numbers vanish for both sheets. The sheets themselves are very flat, and sit close to one of the layers at $z = 0$ or $z = c/2$. With increasing $\phi$ they approach one another, at $\phi = \pi/2$ they touch at $K$ (but not at $K'$) changing their Chern numbers to $\pm 1$, and then separate again. There is no closure of the energy gap during this process. In the second half of the cycle the system retraces the same parameter-space path in the opposite direction.

The CSA coupling has been calculated in two different ways: for the periodic 2D crystal using Eq. (37) for $\theta_2$ (discretizing the covariant Berry curvature on a $120 \times 120k$-point mesh, following Ref. [25]), and for finite flakes using Eq. (20) for $\theta_0$. The results are compared via Eq. (29), further dividing both sides by $c$ (twice the interlayer separation) in order to obtain a dimensionless coupling. In practice we evaluate $\theta_2(N) = \theta_0/N^2\Delta_{cell}$, where $\theta_0$ is for a flake containing $N \times N$ primitive cells, and then extrapolate to $N \to \infty$ the results obtained for $N = 10, 15, 20, 25, 30$, by fitting to the expression [25]

$$\theta_2(N) = \theta_2(\infty) + a/N + b/N^2.$$

The evolution of $\theta_2/N$ with $\phi$ is shown in the bottom panel of Fig. 3. It starts very small but nonzero, and reaches a maximum.
of close to \( \pi \) halfway through the cycle. The precise agreement between the two curves confirms the correctness of the \( k \)-space formula (37). Importantly, the agreement persists in the range \( \pi/2 < \phi < 3\pi/2 \) where the Wannier sheets have Chern numbers \( \pm 1 \).

### B. Cyclic evolution of the bulk model

The bulk model with two layers per cell and vertical lattice constant \( c \) is constructed by repeating the bilayer model along \( z \):

\[
H_{\text{bulk}} = \sum_p \left[ H_p^{(0)} + i_3 p \sum_i \tau_i (c_{pi} c_{pi+1,i} + \text{H.c.}) \right], \tag{60}
\]

where the layer index \( p \) now runs over all integers. The intra-layer hopping and on-site energies are still given by Eqs. (57a) and (57c). If we were to use Eq. (57b) for the inter-layer hoppings, at half-filling the valence and conduction bands would touch at point H in the 3D BZ for \( \phi = \pi/2 \mod \pi \). In order to keep the gap open at all \( \phi \), we modulate the inter-layer hoppings out of phase with the on-site energies,

\[
i_3 \propto \begin{cases} 
1 + (-1)^{p-1}\gamma \sin \phi & 0 \leq \phi < \pi/2 \\
1 - (-1)^{p-1}\gamma \sin \phi & \pi/2 \leq \phi < 3\pi/2
\end{cases}
\tag{61}
\]

with \( \gamma = 0.4 \). Each layer is more strongly coupled to the layer below during half of the cycle, and to the layer above during the other half. The insulating loop forms an ellipse on the \((\Delta, i_3, p)\) plane, with a metallic point at the center.

To demonstrate the pumping behavior of this model we have calculated \( \theta_3(\phi) \) from Eq. (18). The HWFs and the charge centers were obtained from a parallel-transport construction applied to strings of \( k \) points along \( k_z \) [21]. The results obtained with a mesh of \( 120 \times 120 \times 6 \) points in the BZ are shown in Fig. 4. The energy gap remains open throughout the cycle. In the first half, the evolution of the two Wannier centers in the home cell \( l = 0 \) resembles that in Fig. 3 for the bilayer system. At point \( K \) in the projected BZ they start off at \( \phi = 0 \) and \( c/2 \), respectively, begin approaching until at \( \phi = \pi/2 \) they touch at \( z = c/4 \) exchanging one unit of Chern number, and then drift apart, recovering the initial separation at \( \phi = \pi \). By then \( \theta_3 \) has increased continuously from 0 to \( \pi \), with the term \( \theta_{\Delta z} \) going through zero at \( \phi = 0, \pi/2, \) and \( \pi \).

Thanks to the modulation in the inter-layer hoppings, the second half of the cycle is very different from that of the bilayer. Instead of reconnecting with their original partners, the Wannier centers continue to drift in the same direction until at \( \phi = 3\pi/2 \) they touch the periodic images of their original partners in the adjacent cells. As a result \( \theta_3 \) continues to increase, reaching \( 2\pi \) by the end of the cycle.

At \( \phi = 0 \mod \pi \) the model acquires extra symmetry [32]: each layer becomes a mirror plane, forcing \( \theta_3 \) to be an integer multiple of \( \pi \) [13,24]. According to Fig. 4, \( \theta_3 = 0 \) at \( \phi = 0 \) and \( \theta_3 = \pi \) at \( \phi = \pi \). In the CSA pump model of Ref. [20], the same values occurred at the beginning and in the middle of the pumping cycle, where they were protected by \( T \) rather than mirror symmetry. In Appendix A we analyze further the quantization of \( \theta_3 \) due to mirror symmetry in our model, and show that at \( \phi = \pi \) it becomes a topological crystalline insulator with a single surface Dirac cone on any surface normal to the mirror plane.

The fact that the CSA coupling is pumped by \( 2\pi \) over an adiabatic cycle signals that the occupied band manifold of the 4D Bloch Hamiltonian \( H_{\text{bulk}}(k_z,k_z,k_z,\phi) \) has a nonvanishing second Chern number [10]. In Appendix B we map the second...
Chern number of the model over an augmented parameter space.

C. Cyclic evolution of the slab interior, keeping the surfaces gapped

Let us now study the cyclic evolution in a slab geometry. If the entire slab—including the surfaces—returns to the initial state at the end of the cycle, it must pass through a state with metallic surfaces [20]. This scenario will be investigated in the next section, but first we examine here what happens when a surface modification is introduced to avoid the gap closure at the surfaces. To this end we adjust the on-site energies on the top and bottom layers of the slab according to

$$\Delta = (3\sqrt{3} - 2)\phi_2$$

so that in the second half of the cycle the on-site energies on the two surface layers remain frozen at the values reached at $\phi = \pi$, while on all other layers they continue to evolve according to Eq. (57c). Thus, at $\phi = 2\pi$ the surfaces are in a different insulating state than at $\phi = 0$. According to the surface theorem the CSA couplings of the two configurations may differ by a multiple of $2\pi$, and this is indeed what happens for our model.

We consider a slab containing $N_z$ repetitions in the $z$ direction of the model defined by Eq. (60), and use Eq. (37) to calculate $\theta_{slab}(\phi)$ [Eq. (42)] at half filling. Figure 5 shows the results obtained with a ten-layer slab, i.e., $N_z = 5$. Thanks to the surface modification, the energy gap shown in the top panel remains open throughout the cycle. As seen in the middle panel, all ten Wannier sheets start out with zero Chern number. The eight subsurface Wannier sheets show a bulklike behavior, switching partners between $\phi = \pi/2$ and $\phi = 3\pi/2$ as in Fig. 4. This leaves the top and bottom sheets unpaired and with Chern numbers $-1$ and $+1$, respectively, until the end of the cycle. The slab CSA coupling (heavy line in the lower panel) goes from zero at $\phi = 0$ to somewhat less than $2\pi$ at $\phi = 2\pi$. It is only when $N_z \to \infty$ (open circles) that $\theta_{slab}(2\pi) \to 2\pi$; this is similar to an adiabatic charge pump, where the exact quantization of particle transport only occurs in the thermodynamic limit [33].

The result $\theta_{slab}(2\pi) - \theta_{slab}(0) = 2\pi$ in the limit of a thick slab can be readily understood from the surface theorem. Since $H_{slab}(\phi)$ is periodic, the sheet structure in the interior of the slab is identical at $\phi = 0$ and $\phi = 2\pi$, so that $\theta_{III}(0) = \theta_{III}(2\pi)$ for any choice of bulk cell (two possible choices are indicated in Fig. 5; since all the bulk sheets have zero Chern number, the value of $\theta_{III}$ does not depend on that choice [20]). What changes between the two states of the slab is the excess Chern number that remains after tilting the chosen cell towards the top surface: inspection of Fig. 5 shows that $C_{III}(0) = 0$, while $C_{III}(2\pi) = -1$. Referring to Eq. (44),

$$\Delta \theta_{slab}(\phi) = -2\pi |\theta_{III}(\phi)|$$

Let us now use Eq. (44) to determine $\theta_{slab}$ in the range $\pi/2 < \phi < 3\pi/2$ where the Wannier sheets have alternating Chern numbers $\pm 1$. When switching from the gray to the black cells in Fig. 5, the sheet with $C = +1$ (heavy red line) in the central cell stays the same, while the one with $C = -1$ (light green line) gets replaced by its periodic image below, changing $\theta_{III}$ by $-2\pi$. Tiling the former cell towards the upper surface leaves no excess sheets, so that $C_{III} = 0$ and $\theta_{III} = \theta_{II}$. With the latter choice there is one leftover sheet with $C_{III} = -1$ that contributes $+2\pi$ to $\theta_{slab}$, exactly canceling the change in $\theta_{II}$. The calculated value of $\theta_{slab}$ is therefore the same with both cell choices.

D. Cyclic evolution of the entire slab

Next we consider a truly cyclic evolution of the slab, where not only the interior but also the surfaces return to their initial state. Because $\theta_{slab}(\phi)$ is uniquely determined by $H_{slab}(\phi)$ and the band filling, it must return at $\phi = 2\pi$ to the same value it had at $\phi = 0$. The way this happens for our model is shown in Fig. 6. From $\phi = 0$ to $\phi = 3\pi/2$ the CSA coupling of a thick slab (open circles) evolves exactly as in Fig. 5. Then at the critical parameter $\phi_c$ it drops abruptly by $2\pi$, switching between two branches of the bulk CSA coupling $\theta_2$ (light gray lines).

At $\phi_c$, the energy gap closes at the two surfaces. In order to avoid spurious interactions between the surfaces that reopen the gap slightly and complicate the analysis, let us switch to a semi-infinite geometry with a single surface. This is obtained by iteratively constructing the retarded Green’s function in a local basis [34] and then tracing out the surface states. Figure 7 shows the spectral function in the vicinity of point $\overline{K}$ in the surface BZ, evaluated by tracing over sites in the topmost two layers. The gap closing at $\phi_c$ (top panel) consists of a linear crossing between two surface bands. Moving slightly
Fig. 6. Same as the top and bottom panels of Fig. 5, except that now the entire slab, including the surfaces, undergoes a cyclic evolution.

Fig. 7. Surface spectral function in a semi-infinite geometry, calculated at the critical parameter value $\phi_c = 3\pi/2$ where the CSA coupling in Fig. 6 changes discontinuously (top panel), and at $\phi = \phi_c \pm \pi/20$ (bottom panel). The spectral function is plotted along two lines that extend $(1/20)$th of the distance from $\overline{K}$ to $\overline{M}$ and $\overline{M}$.

In summary, we have examined how the presence of insulating surfaces fixes the quantized part of the CSA coupling that is undefined for a purely bulk band insulator. In the basis of HWFs maximally localized along the surface-normal direction, the CSA coupling of a thick slab becomes a sum of two terms: (i) a nonquantized contribution (previously found in Ref. [20]) associated with the bulklike HWFs far from the surfaces, and (ii) a quantized contribution given by the excess Chern number of the Wannier sheets near the surface. When some of the bulk Wannier sheets have nonzero Chern numbers the individual terms in this decomposition become dependent on the choice of bulk cell, but their sum remains unique (for a given surface termination).

Inspired by the representation of the CSA pumping process in the HWF basis, where $2\pi$ quanta of Berry curvature are passed from sheet to sheet [20], we constructed a 3D tight-binding model for a quantum CSA pump by coupling quantum anomalous Hall layers with tunable Chern numbers. In order to illustrate the surface theorem of Eq. (44), the CSA coupling strength of the model, as well as the charge centers and Chern numbers of the individual Wannier sheets, were tracked during cyclic evolutions carried out in different geometries (periodic bulk crystal, finite slab, and semi-infinite crystal). These numerical studies revealed how the Berry curvature pumped across the bulk is extracted at the surfaces, when the surface Hamiltonian also undergoes a cyclic evolution.

At two isolated points along the cycle, our model acquires mirror symmetry. The two mirror-symmetric states are topologically distinct: it is not possible to go from one to the other along a path in parameter space that preserves mirror symmetry without closing and reopening the direct band gap. The trivial state has $\theta_3 = 0 \mod 2\pi$ (corresponding to a quantized surface AHC of $ne^2/h$), while the nontrivial one has $\theta_3 = \pi \mod 2\pi$ and a half-quantized surface AHC, and these are the only values consistent with mirror symmetry. This is analogous to the quantization of the bulk polarization and “surface” (edge) bound charge to integer and half-integer multiples of $e$, respectively, at the two inversion-symmetric points along a charge-pumping cycle in 1D [19].

The HWF representation has become a powerful tool for identifying topological phases in 2D and 3D [22,36–39]. While in previous studies the objects of interest were the bulk HWFs, the present work shows that, as in the 1D polarization problem,
in 3D additional topological information can be extracted from the HWFs near the surface.
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APPENDIX A: QUANTIZATION OF THE CSA COUPLING IN THE PRESENCE OF MIRROR SYMMETRY

In this appendix we use the HWF picture to analyze how the presence of mirror symmetry \( M_z \) in our bulk model at \( \phi = 0 \) and \( \phi = \pi \) forces the CSA coupling to be either 0 or \( \pi \) modulo \( 2\pi \), as seen in Fig. 4. Henceforth we use the symbol \( \theta^M \) to denote the value of the CSA coupling when mirror symmetry is present.

Mirror symmetry forces the term \( \theta_{AxY} \) in Eq. (18c) to vanish, because that term is odd under \( M_z \) and single valued. Therefore, \( \theta^M \) is fully determined by Eq. (18b),

\[
\theta^M = -\frac{1}{c} \int d\kappa \sum_n \sum_{\alpha,\beta} \Omega^{XY}_{\alpha,\beta,0,0,0,0} \theta^M \tag{A1}
\]

According to Fig. 4, at \( \phi = 0 \) and \( \phi = \pi \) the two Wannier centers at \( \mathbf{K} \) in the home cell of our model coincide with one of the two mirror planes, \( z = 0 \) or \( z = 1/2 \) (in units of the lattice constant \( c \)). In fact, the two Wannier sheets are pinned to the mirror planes for all values of \( \kappa \). Taking the Wannier centers out of the integrand in the previous equation and using Eq. (17), we find

\[
\theta^M = -\pi C_{\gamma/2}, \tag{A2}
\]

where \( C_{\gamma/2} \) is the Chern number of the Wannier sheet pinned at \( z = 1/2 \). Consulting again the middle panel of Fig. 4 we see that \( C_{\gamma/2} = 0 \) at \( \phi = 0 \) and \( C_{\gamma/2} = -1 \) at \( \phi = \pi \), so that \( \theta^M = 0 \) and \( \theta^M = \pi \), respectively, in agreement with the lower panel of the same figure.

Alternatively, the band topology protected by mirror symmetry can be characterized by “mirror Chern numbers” \( C^M_k \) defined on the mirror-invariant planes in the BZ [40] (for this model, they are \( k_x = 0 \) and \( k_z = \pi \), in units of \( 1/c \)). The two descriptions are related by [24]

\[
\theta^M = \pi (|C^M_0| + |C^M_\pi|) \mod 2\pi. \tag{A3}
\]

Below we verify this relation explicitly for our model. We make use of the fact that \( |C^M_\pi| \) counts the number of Dirac cones along the projection line of the \( k_z \) plane onto the surface BZ of a mirror-symmetric surface [40].

Figure 8 shows the surface spectral function calculated at \( \phi = 0, \pi \) using a semi-infinite geometry that respects mirror symmetry (surface normal to the \( y \) direction, corresponding to zigzag edges for the individual layers). The surface BZ is a rectangle on the \((k_x, k_z)\) plane, with \( \Gamma = (0,0) \) at the center, \( R = (\frac{1}{2}, \frac{1}{2}) \) at the corner, and \( X = (\frac{1}{2},0) \) and \( Z = (0, \frac{1}{2}) \) at the centers of the two edges.

APPENDIX B: MAPPING THE SECOND CHERN NUMBER IN AN AUGMENTED PARAMETER SPACE

In the same way that a quantum charge pump is characterized by a nonzero (first) Chern number defined over a two-dimensional parameter space \((k, \lambda)\) [33], a quantum CSA pump has a nonvanishing second Chern number in the four-dimensional space of \( k \) and the pumping parameter \( \beta \), i.e., \((k_x, k_y, k_z, \beta)\) for the model of Eq. (60).

In order to vary the behavior of the loop so that it can also represent trivial cycles, we introduce an additional parameter \( \beta \) in the interlayer hoppings of the model,

\[
t_{5, \beta} = [1 + (-1)^{\beta-1} \cos(\phi + 2\sin \beta)] t_2. \tag{B1}
\]

The case of \( \beta = 0 \) corresponds to Eq. (61). The 4D Bloch Hamiltonian \( H_{\text{bulk}}(k_x, k_y, k_z, \beta) \) has four Dirac points at which the top two valence bands and bottom two conduction bands all become degenerate at the H point in the 3D BZ for \( \phi = 3\pi/2 \). These occur at \( \beta = \pm \pi/6 \) and bottom band conduction bands all become degenerate at the \( H \) point in the 3D BZ for \( \phi = 3\pi/2 \). These occur at \( \beta = \pm \pi/6 \) and at \( \beta = \pm 5\pi/6 \), delineating different regions of \( \beta \) with different second Chern numbers. In particular, the second Chern number is \pm 1 when \( \beta \in [-\pi/6, \pi/6] \) or \( \beta \in [5\pi/6, \pi] \), respectively, and is zero otherwise. This is illustrated in Fig. 9, where the three cases of \( \beta \in [0, \pi/6, \pi] \) are shown. The change from a trivial to a nontrivial pumping cycle at \( \beta = \pi \) is depicted in the two bottom panels. In the second half of the cycle the bulk HWFs
remain localized near the atomic layers, and at $\phi = 3\pi/2$ they exchange Berry flux with the two conduction bands (rather than with one another) through the Dirac point, changing their Chern numbers from $(+1, -1)$ to $(0, 0)$. In this process, the net Berry flux through the nonchiral Dirac point vanishes as expected.

Alternatively, one can view the same process in terms of a 5D Hamiltonian $H_{\text{bulk}}(k_x, k_y, k_z, \phi, \beta)$ where the second Chern number is calculated on 4D hyperslices corresponding to fixed values of $\beta$. When $\beta$ passes through the four Dirac points, the second Chern number of the slices changes by one. The Dirac points in 5D are the analogs of Weyl points in 3D; indeed, the integer obtained by integrating the second Chern class on a closed 4D hypersurface surrounding the degeneracy point is nothing other than the change in the second Chern number of the hyperslices.


[23] The expression for \( \theta_{13} \) in Eq. (12) of Ref. [20] has a typo in it: A minus sign is missing.


[32] In addition to mirror symmetry \( M_z \), the bulk model at \( \phi = 0, \pi \) also exhibits \( C_2^z \oplus T \) symmetry, with the twofold axis lying on the plane halfway between two atomic layers and pointing along a zigzag edge. This additional symmetry, which also constrains \( \theta_z \) to be an integer multiple of \( \pi \), can be removed by changing the nearest-neighbor hopping amplitude along one of the two in-plane directions. We have checked that doing so modifies the \( \theta_z(\phi) \) curve, but does not affect the quantized values at \( \phi = 0, \pi \).


