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ABSTRACT

We introduce five regression models for the modeling of expressed emotion in music using data obtained in a two alternative forced choice listening experiment. The predictive performance of the proposed models is compared using learning curves, showing that all models converge to produce a similar classification error. The predictive ranking of the models is compared using Kendall’s $\tau$ rank correlation coefficient which shows a difference despite similar classification error. The variation in predictions across subjects and the difference in ranking is investigated visually in the arousal-valence space and quantified using Kendall’s $\tau$.

1. INTRODUCTION

The possibility to recommend music which express a certain mood or emotion has recently gathered increasing attention within the Music Information Retrieval (MIR) community.

Typically the recommendation is approached using computational methods, where music is represented using structural features, such as features based on the audio signal that mimic some functions of the human auditory perceptive system, and possibly features representing even higher aspects of the human cognitive system. Research is ongoing in finding what features can capture aspects in the music that express or induce emotions see e.g. [1]. Furthermore, it is well known that there is a clear connection between lyrics and the audio in music [2] and lyrical features have equally been shown to produce good results [3]. Even contextual information about music can be utilized for the prediction of emotions in music using social media contents [4].

Despite the many meaningful audio features and representations, most computational models are supervised and rely on human participants to rate a given excerpt. These ratings are mapped using supervised machine learning approaches under the assumption that the model is the same for all musical excerpts, thus the projection into feature space is based on the same model for all excerpts and typically also for all participants. Instead of obtaining decisions from subjects, unsupervised methods have recently been proposed which can be used to find emotional categories of excerpts [5]. The decision of what machine learning method to apply is tightly connected to the chosen music representation and what emotional representation [6], and in this work we consider the supervised setting.

Expressed emotions in music are typically rated based on simple self-reporting listening experiments [7] where the scales are adapted to quantify for example the categorical [8] or dimensional [9] models of emotion. Although there is not one simple way of doing this and numerous different approaches have been made to obtain these ratings e.g. using majority ruling, averaging across ratings, etc. in both domains even using combinations of the emotional models [10]. Another aspect to take into account when creating computational models of emotion, is that it is well known that emotional expression in music changes over time which could further refine a recommendation method. Two main direction has been followed in obtaining time depend ratings. The first is based on post ratings of excerpts in the 15-30 s range under the assumption that within this frame the emotional expression is approximately constant. Machine learning techniques can then be used to create models making predictions on a smaller time scale using the post ratings of larger excerpts [11]. The other direction is to continuously measure expressed emotions in music directly in e.g. the arousal and valence space (AV space) [12] and subsequently model this.

In [13] we proposed an alternative way of quantifying the expressed emotion in music on the dimensions of valence and arousal by introducing a two alternative force choice (2AFC) post rating experimental paradigm. Given the relative nature of pairwise comparisons they eliminate the need for an absolute reference anchor, which can be a problem in direct scaling experiments. Furthermore the relative nature persist the relation to previous excerpts reducing memory effects. We use 15 s excerpts to minimize any change in expressed emotion over time, and large enough not to cause mental strain on subjects. We proposed a probabilistic Gaussian process framework for mapping the extracted audio features into latent subspaces that is learned by the comparisons made by participants of musical excerpts evaluated on the dimensions of valence and arousal. The underlying assumption is that given the features, the
projection made by the model mimic the cognitive decision making by participants in making the pairwise comparison. We investigated how many comparisons are needed per excerpt to reach acceptable level of performance by obtaining all possible unique comparisons for 20 excerpts and furthermore to investigate the individual subjective differences. In [14] they proposed a greedy algorithmic approach converting pairwise comparisons into a ranking of excerpts and modeling this using a RBF-ListNet algorithm. They focused on the case of few comparisons for many excerpts, using comparisons from multiple participants aggregating to one large dataset, neglecting the individual differences between subjects. On the other hand, our results showed a great difference between participants which the framework and approach accounts for along with noise on the pairwise judgments.

These individual differences are further investigated in this paper using the well known arousal and valence scores in a 2D space. Furthermore, we introduce five models for the modeling of the pairwise comparisons, where an extension to the existing framework is made using linear and squared exponential kernels. Moreover, we compare the Gaussian process model to three versions of a Generalized Linear Model (GLM) namely the standard version and two regularized versions using L1 and L2 norms. Learning curves are computed as a function of the misclassification error and the number of (randomly chosen) pairwise comparisons in order to elucidate the difference between the five models. The differences between models and the resulting ranking of excerpts is further illustrated using Kendall’s τ rank correlation learning curves.

2. EXPERIMENT & DATA

2.1 Experiment

A listening experiment was conducted to obtain pairwise comparisons of expressed emotion in music using a 2AFC experimental paradigm. 20 different 15 second excerpts were chosen from the USPOP2002 dataset, so that, 5 excerpts were chosen to be in each quadrant of the AV space. The selection was performed by a linear regression model developed in previous work. A subjective evaluation was performed to verify that the emotional expression of each excerpt was as constant as possible.

A sound booth provided neutral surroundings for the experiment and the excerpts were played back using headphones to the 8 participants (2 female, 6 male). Written and verbal instructions were given prior to each session to ensure that subjects understood the purpose of the experiment and to ensure that each subject were familiar with the two emotional dimensions (valence and arousal). Each participant compared all 190 possible unique combinations. For the arousal dimension, participants were asked the question Which sound clip was the most excited, active, awake? For the valence dimension the question was Which sound clip was the most positive, glad, happy? The two dimensions was rated individually and the presentation of the 190 paired excerpts was randomized. The details of the experiment is available in [15].

2.2 Audio Representation & Features

In order to represent the 15 second excerpts in later mathematical models, each excerpt is represented by standard audio features, namely Mel-frequency cepstral coefficients (MFCC) (30 dimensional), that describes the log transformed short-term power spectrum of the musical signal. Furthermore a total of 9 features are included namely spectral flux, roll-off, slope and variation and 5 features describing the temporal music signal including zero crossing rate and statistical shape descriptors.

These features are extracted using the YAAFE toolbox for 512 sample frames with 50% overlap, thus for each excerpt we obtain a 39x1292 feature matrix \( \mathbf{X} \). We create a vector representation by first standardizing the features and then estimating the mean, \( \mu(\cdot) \) and the variance of the matrix \( \text{var}(\cdot) \) over the frames and then applying the following vectorization, \( \mathbf{x} = [\mu(\mathbf{X}), \text{var}(\mathbf{X})] \). This (row) vector representation can directly be used in standard modeling tools and serves as a common ground for comparisons.

3. MODELS FOR PAIRWISE COMPARISONS

The pairwise observations presented in Section 2 poses a special challenge since each output now depends on two inputs and standard regression and classification tools do not immediately apply since they are typically formulated in a one to one relationship between inputs and outputs. The modeling aspect will thus necessarily play an integral part of this section, and we will initially outline the general framework.

<table>
<thead>
<tr>
<th>No.</th>
<th>Song name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>311 - T and p combo</td>
</tr>
<tr>
<td>2</td>
<td>A-Ha - Living a boys adventure</td>
</tr>
<tr>
<td>3</td>
<td>Abba - Thats me</td>
</tr>
<tr>
<td>4</td>
<td>Acdc - What do you do for money honey</td>
</tr>
<tr>
<td>5</td>
<td>Aaliyah - The one i gave my heart to</td>
</tr>
<tr>
<td>6</td>
<td>Aerosmith - Mother popcorn</td>
</tr>
<tr>
<td>7</td>
<td>Alanis Morissette - These r the thoughts</td>
</tr>
<tr>
<td>8</td>
<td>Alice Cooper - Im your gun</td>
</tr>
<tr>
<td>9</td>
<td>Alice in Chains - Killer is me</td>
</tr>
<tr>
<td>10</td>
<td>Aretha Franklin - A change</td>
</tr>
<tr>
<td>11</td>
<td>Moby - Everloving</td>
</tr>
<tr>
<td>12</td>
<td>Rammstein - Feuer frei</td>
</tr>
<tr>
<td>13</td>
<td>Santana - Maria caracoles</td>
</tr>
<tr>
<td>14</td>
<td>Stevie Wonder - Another star</td>
</tr>
<tr>
<td>15</td>
<td>Tool - Hooker with a pen..</td>
</tr>
<tr>
<td>16</td>
<td>Toto - We made it</td>
</tr>
<tr>
<td>17</td>
<td>Tricky - Your name</td>
</tr>
<tr>
<td>18</td>
<td>U2 - Babyface</td>
</tr>
<tr>
<td>19</td>
<td>UB40 - Version girl</td>
</tr>
<tr>
<td>20</td>
<td>ZZ top - Hot blue and righteous</td>
</tr>
</tbody>
</table>

Table 1. List of songs/excerpts.
The audio excerpts presented in Section 2 are assembled in the set \( \mathcal{X} = \{ x_i | i = 1, \ldots, n \} \) with \( n = 20 \) distinct excerpts, each described by the feature input vector \( x_i \). For each of the test subjects the dataset comprises of all unique \( m = 190 \) combinations of pairwise comparisons between any two distinct excerpts, \( u \) and \( v \), where \( x_u, x_v \in \mathcal{X} \) and \( x_u \neq x_v \). Formally, we denote the set output as

\[
\mathcal{Y} = \{ (y_k; u_k, v_k) | k = 1, \ldots, m \},
\]

where \( y_k \in \{-1, 1\} \) indicates which of the two excerpts that had the highest valence or arousal. \( y_k = -1 \) means that the \( u_k \)th excerpt is picked over the \( v_k \)th and vice versa when \( y_k = 1 \).

The main assumption in our setup is that the pairwise choice, \( y_k \), between the two distinct excerpts, \( u \) and \( v \), can be modeled as a function of the difference between two functional values, \( f(x_u) \) and \( f(x_v) \). The function \( f : \mathcal{X} \rightarrow \mathbb{R} \) hereby defines an internal, but latent absolute reference of e.g. valence or arousal as a function of the excerpt represented by the audio features.

In order to model noise on the decision process we consider the logistic likelihood of the functional difference. The likelihood of observing a discrete choice thus becomes:

\[
p(y_k | f_k) \equiv \frac{1}{1 + e^{-y_k (f(x_{u_k}) - f(x_{v_k}))}},
\]

where \( f_k = [f(x_{u_k}), f(x_{v_k})]^T \). The remaining question is how the function is modeled and how we in turn regard the problem as a special regression problem. In the following we consider two different frameworks, namely Generalized Linear Models (GLM) and a flexible Bayesian non-parametric approach based on the Gaussian process (GP). In all cases we assume that the likelihood factorizes over the observations i.e., \( p(\mathcal{Y}|f) = \prod_{k=1}^m p(y_k | f_k) \).

### 3.1 Generalized Linear Models

Generalized Linear Models are powerful and widely used extensions of standard least squares regression which can accommodate many types of observed variables and noise models. The canonical example in this family is indeed logistic regression, and here we extend the treatment to the pairwise case. The underlying model is a linear and parametric model of the form \( f = x \cdot \omega \), where \( x \) may be extended in a different basis but the base model is still linear in \( w \).

If we now consider the likelihood defined in Eq. (1) and reasonably assume that the model, i.e. \( w \), is the same for the first and second input i.e. \( x_{u_k} \) and \( x_{v_k} \). Which results in a projection from the audio features \( x \) into the cognitive dimensions of valence and arousal given by \( w \) which is the same for all excerpts. We can then write

\[
p(y_k | w, x_{u_k}, x_{v_k}) = \frac{1}{1 + e^{-y_k (x_{u_k} - x_{v_k}) \cdot w}}.
\]

The resulting cost function, \( \psi(\cdot) \), is given by the log likelihood

\[
\psi_{GLM}(w) = \sum_{k=1}^m \log p(y_k | x_{u_k}, x_{v_k}, w).
\]

Thus, the problem reduces to a standard logistic regression problem only working on the difference in input space as opposed to the standard absolute input. This means that standard optimization techniques can be used to find the maximum likelihood solution, such as Iterated Reweighted Least Squares (IRLS) or other more general non-linear optimization method.

#### 3.1.1 Regularized Extensions

The basic GLM formulation in Eq. (2) does work quite well for many problems, however has a tendency to become unstable with very few pairwise comparisons. We therefore suggest to regularize the basic GLM cost with L1 and L2 which are of course similar to standard regularized logistic regression (see [16]). The L2 regularized cost is as usual given by

\[
\psi_{GLM-L2}(w) = \sum_{k=1}^m \log p(y_k | x_{u_k}, x_{v_k}, w) - \lambda \|w\|^2_2,
\]

where the regularization parameter \( \lambda \) is to be found by cross-validation. This cost is still continuous and is solved with a standard Newton method. The L1 regularized cost is

\[
\psi_{GLM-L1}(w) = \sum_{k=1}^m \log p(y_k | x_{u_k}, x_{v_k}, w) - \lambda \|w\|_1.
\]

This discontinuous cost function (in \( w_i = 0 \)) is solved using the active set method presented in [17]. The L1 regularization effectively results in a sparse model where certain features are potentially switched off. We will not interpret this property in detail but simply use the models as a reference.

### 3.2 Gaussian Process Framework

The GLM framework represents the simplest - but often effective - models for many regression and classification problems. An obvious extension is to treat the problem and the likelihood in a Bayesian setting which is presented in this section and further adhere to a non-parametric principle in which we model the \( f \) directly such that the posterior over \( f \)’s can be written

\[
p(f | \mathcal{Y}, \mathcal{X}) = p(\mathcal{Y}|f) p(f|\mathcal{X}) / p(\mathcal{Y}|\mathcal{X}).
\]

While many relevant priors, \( p(f|\mathcal{X}) \), may be applied we will consider a specific prior, namely a Gaussian Process (GP) prior. A GP is typically defined as “a collection of random variables, any finite number of which have a joint Gaussian distribution” [18]. By \( f(x) \sim \mathcal{GP}(0, k(x, x')) \) we denote that the function \( f(x) \) is modeled by a zero-mean GP with covariance function \( k(x, x') \). The consequence of this formulation is that the GP can be considered a distribution over functions, i.e., \( p(f|\mathcal{X}) = \mathcal{N}(0, K) \), where \( [K]_{i,j} = k(x_i, x_j) \).

Bayes relation leads directly to the posterior distribution over \( f \), which is not analytically tractable. Instead, we use the Laplace Approximation to approximate the posterior.
with a multivariate Gaussian distribution. The GP was first considered with a pairwise, Probit based likelihood in [20], whereas we consider the logistic likelihood function.

3.2.1 Predictions

To predict the pairwise choice \( y_i \) on an unseen comparison between excerpts \( r \) and \( s \), where \( x_r, x_s \in \mathcal{X} \), we first consider the predictive distribution of \( f(x_r) \) and \( f(x_s) \) which is given as \( p(f_r, f_s|Y, \mathcal{X}) = \int p(f_r|f) p(f|Y, \mathcal{X}) df \), and with the posterior approximated with the Gaussian from the Laplace approximation then \( p(f_r, f_s|Y, \mathcal{X}) \) will also be Gaussian given by \( \mathcal{N}(f_r, \mu^*, K^*) \) where \( \mu^* = k_t^T K^{-1} f \) and \( K^* = K_t - k_t^T (I + W K) k_t \), where \( f \) and \( W \) are obtained from the Laplace approximation (see [19]) and \( k_t \) is a matrix with elements \([k_t]_{i,2} = k(x_t, x_s)\) and \([k_t]_{i,1} = k(x_t, x_r)\) with \( x_t \) being a training input.

In this paper we are only interested in the binary choice \( y_i \), which is determined by which of \( f(x_r) \) or \( f(x_s) \) that dominates.

3.2.2 Covariance Functions

The zero-mean GP is fully defined by the covariance function, \( k(x, x') \). In the emotion dataset each input instance is an excerpt described by the vector \( x \) representing the mean and variance of the audio features. A standard covariance function for this type of input is the squared exponential kernel. The learning curves are evaluated different when training on \( 30\% \) of the training set is exhausted. Therefore each point on the learning curve is an average over 10 randomly chosen equally-sized subsets from the complete training set, to obtain robust learning curves. Three different baseline error measures have been introduced, corresponding to a random choice of either of the two classes in each fold and two obtained by choosing either class constantly. Thus taking into account that the data set is not balanced between the two outcomes of \([-1; 1]\). In Figure 1 we show the learning curves as an average across all subjects. Using the entire dataset the models converge to similar classification errors of 0.14 and 0.15 for valence and arousal, respectively. On the valence dimension we see that using a fraction of the training data, the GP-SE model shows a clear advantage over the other models at e.g. 30% of the training data, producing a classification error of 0.21 whereas the GLM models produce around 0.23 and the GP-Lin at 0.29. The learning curves for the arousal dimension show a slightly different picture when comparing the different models. It is clear that using regularization on the GLM model greatly improves the classification error when training with up to 30% of the training data by as much as 0.10. The two GP models perform similar up to the 30% point on the learning curve but converges at a lower classification error than that of the GP-SE. Since all models converge to a similar classification error we want to test whether they are the same on a classification level. We use the McNemar’s paired test [22] with the Null hypothesis that two models are the same, if \( p < 0.05 \) then the models can be rejected as equal on a 5% significance level. We test the GP-SE against the other four models pooling data across repetitions and folds for each point on the learning curve. For the valence data the GP-SE model is different in all points on the learning curve besides when using the entire training set for the GLM, GLM-L1 and GP-Lin model. For arousal data the GP-Lin model and the GP-SE cannot be rejected as being different when training on 2% and 5% of the training data and for the GLM model trained on 90% of the training data.

4. EXPERIMENTAL RESULTS

4.1 Learning Curves

We use learning curves to compare the five models described in Section 3, namely the Logistic Regression model and two regularized version using the L1 and L2 norms and finally the Gaussian Process model using a linear and a squared exponential kernel. The learning curves are evaluated for individual subjects using 10-fold cross validation (CV) in which a fraction (90%) of the total number of pairwise comparisons constitutes the complete training set. Testing all possible combinations of e.g. 17 comparisons out of 171 when using 10% of the training set is exhausting. Therefore each point on the learning curve is an average over 10 randomly chosen equally-sized subsets from the complete training set, to obtain robust learning curves. Three different baseline error measures have been introduced, corresponding to a random choice of either of the two classes in each fold and two obtained by choosing either class constantly. Thus taking into account that the data set is not balanced between the two outcomes of \([-1; 1]\). In Figure 1 we show the learning curves as an average across all subjects. Using the entire dataset the models converge to similar classification errors of 0.14 and 0.15 for valence and arousal, respectively. On the valence dimension we see that using a fraction of the training data, the GP-SE model shows a clear advantage over the other models at e.g. 30% of the training data, producing a classification error of 0.21 whereas the GLM models produce around 0.23 and the GP-Lin at 0.29. The learning curves for the arousal dimension show a slightly different picture when comparing the different models. It is clear that using regularization on the GLM model greatly improves the classification error when training with up to 30% of the training data by as much as 0.10. The two GP models perform similar up to the 30% point on the learning curve but converges at a lower classification error than that of the GP-SE. Since all models converge to a similar classification error we want to test whether they are the same on a classification level. We use the McNemar’s paired test [22] with the Null hypothesis that two models are the same, if \( p < 0.05 \) then the models can be rejected as equal on a 5% significance level. We test the GP-SE against the other four models pooling data across repetitions and folds for each point on the learning curve. For the valence data the GP-SE model is different in all points on the learning curve besides when using the entire training set for the GLM, GLM-L1 and GP-Lin model. For arousal data the GP-Lin model and the GP-SE cannot be rejected as being different when training on 2% and 5% of the training data and for the GLM model trained on 90% of the training data.

---

2 More details can be found in e.g. [19].

3 With the pairwise GP model the predictive distribution of \( y_i \) can also be estimated (see [19]) and used to express the uncertainty in the prediction relevant for e.g. sequential designs, reject regions etc.
4.2 AV Space

The learning curves show the performance of the models when predicting unseen comparisons. However, it may be difficult to interpret in terms of the typical AV space as one know from direct scaling experiments. To address this we show that both the GLM and the GP models can provide an internal, but unit free representation of the AV scores using the latent regression function \( f(x_t) \) in the case of the GP model, and by \( f(x_t) = x_tw^T \) for the GLM models.

We first consider a model using all comparisons from all participants, thus obtaining a global mean model illustrated in Figure 2 with squares. In order to evaluate the variation across subjects, we train individual models on all comparisons from a given participant. The deviation from the global mean model is now calculated per comparison by comparing the latent difference in the global mean model with the latent difference in the individual model. The subjects deviation for a single excerpt is now evaluated as the average over all changes in latent differences for the 19 possible comparisons in which the excerpt is present. Finally, we take the variation across subjects and visualize it in Figure 2 as dashed and solid lines around each excerpt indicating the 50% and the 5% percentiles, respectively.

While the GLM and GP-SE models may seem quite different at first sight, we should focus on the relative location of the excerpts and not the absolute location in the unit free space. Comparing the relative placement of the excerpts (the center points) we see that the models are quite similar, also indicated by the averaged learning curves. In both models the relatively small variation over the subjects suggest that there despite minor subjective differences is a general consensus about the overall location of the given excerpts and the models have actually learned a meaningful representation.

4.3 Ranking Analysis

The learning curves only show the predictive classification power and does not give a clear picture as to the resulting ranking of the excerpts in the AV space. Two or more models can have the exact same classification error, but result in very different ranking of excerpts in the AV space. To quantify this difference in the ranking in the AV space we use Kendall’s \( \tau \) rank correlation coefficient. It is a measure of correlation between rankings and is defined as \( \tau = (N_s - N_d)/N_s \), where \( N_s \) is the number of correctly ranked pairs, \( N_d \) is the number of incorrectly ranked pairs and \( N_t \) is the total number of pairs. When two rankings are exactly the same the Kendall’s \( \tau \) results \( \tau = 1 \), if the order of items are exactly opposite then \( \tau = -1 \) and when \( \tau = 0 \) they are completely different. In Figure 3 we notice that the linear models produce very similar rankings when trained on 1% with a Kendall’s \( \tau \) above 0.95. Between the GLM and the regularized models the Kendall’s \( \tau \) decreases to 0.7 at 10% of training data and increasing to 0.9 when using 50% for valence data. The largest difference in ranking lies between the GP models and both the regularized and unregularized GLM models for both valence and arousal. Using 10% of training data the comparison between the ranking of the GP-SE and GLM models produce a Kendall’s \( \tau \) rank correlation of 0.47 ending at 0.9 when using the entire training set for valence. Both the GLM and GLM-L2 when compared with the GP-SE lie below 0.9 us-
5. We have established that there is a difference in ranking of excerpts on the dimensions of valence and arousal given which models is chosen. As was shown in Figure 2 there is also a large difference in ranking across subjects, alternatively these individual differences can be quantified using the rank correlation. Using the GP-SE model trained on all the dataset, the Kendall’s τ is computed between the predicted rankings between all subjects, which are shown in Figure 4. The ranking along the valence dimension shows a grouping of subjects where subject eight and three have the lowest Kendall’s τ in average compared to all other subjects. This suggests a fundamentally different subject dependent understanding of the expressed emotion in music. Subject eight seem especially to disagree with subjects three, five, six and seven given the predicted latent regression function values. On the valence dimension subject six is very much in disagreement with other subjects, whereas subject four is in high agreement with most subjects.

4.4 Discussion

Five different regression models were introduced to model the expressed emotions in music directly by pairwise comparisons, as previously shown in [13] the results clearly show this is possible. Common for all models is the convergence to similar classification errors, indicating that given this limited dataset, that the underlying problem is linear and thus does not benefit from the flexibility of the non-linear GP-SE model, when using all available comparisons. But having all possible unique comparisons is an unlikely scenario when constructing larger datasets. This is the strength of the GP-SE model using only a fraction of training data for valence it is evident that it is improving predictive performance of around 0.08 comparing to a linear GP model using 30% of the training data. Which shows that it is not necessary to let participants evaluate all comparisons when quantifying the expressed emotion in music. For arousal data the GLM model benefits greatly with regularization when training with up to 40% percent of the training data with as much as 0.10 classification error. Whereas for valence all GLM models produce very similar results.

In previous work the predictions from the latent regression function was shown as a mean across subjects, here we emphasize the differences between subjects with the predictions by the model. Both the GLM and GP-SE model can produce results which show the relative position of excerpts in the AV space, and between models produce visually similar results. These differences are quantified between the ranking of the different models using Kendall’s rank correlation coefficient emphasizing the fact that not only is there a difference in ranking amongst participants but also between models. This links the difference between models producing a given classification error and the resulting ranking produced by the model. Even though two models produce the same classification error they can end up with a different ranking of excerpts in the AV space. Identifying differences between participants and their in-
ternal ranking of excerpts in the AV space can become a challenge when using a pairwise experimental paradigm to quantify the expressed emotion in music. We remedy this by using Kendall’s $\tau$ computed between all users rankings provided by the GP-SE model. The results show that there is a great difference between users individual ranking producing a difference in Kendall’s $\tau$ of as much as 0.55 for arousal and 0.35 for valence. Given the fact that the predictions by the models are so different for each subject this stresses the importance to distinguish between subjects. Currently we investigate individual user models which are linked/coordinated in a hierarchical Bayesian modeling framework in order both to obtain individual models and the possibility to learn from a limited set of pairwise data. In particular we see these models as a required tool in the examination of the difference between direct scaling methods and the pairwise paradigm presented in the current work. Future models will furthermore provide a principled approach for combining pairwise and direct scaling observations, thus allowing for optimal learning and absolute grounding.

5. CONCLUSION

In this paper we outlined a paradigm for obtaining robust evaluation of expressed emotion in music based on a two alternative forced choice approach. We examined five different regression models for modeling these observations all based on the logistic likelihood function extended to pairwise observations. The models ranged from a relatively simple GLM model and two regularized GLMs using the L1 and L2 norms to non-parametric Bayesian models, yet the predictive performance showed that all proposed models produce similar classification errors based on the entire training set. The true strength of the non-parametric Bayesian model comes into play when using a fraction of the dataset leaving good opportunities in constructing larger datasets where subjects do not need to evaluate all possible unique comparisons. It is left for future work to further analyze the detailed difference between the models. Furthermore we illustrated a significant difference between models and subjects in both AV space and quantified it using Kendall’s $\tau$ with the conclusion that it is critical to model subjects individually.
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Fig. 4. Comparison of the different rankings between subjects using Kendall’s rank correlation coefficient $\tau$ on the latent regression function output of the GP-SE model trained on the entire dataset. The values are averages of the Kendall’s $\tau$ computed for all folds and repetitions.