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ABSTRACT: Application of compound-specific stable isotope approaches often involves comparisons of isotope enrichment factors (ε). Experimental determination of ε-values is based on the Rayleigh equation, which relates the change in measured isotope ratios to the decreasing substrate fractions and is valid for closed systems. Even in well-controlled batch experiments, however, this requirement is not necessarily fulfilled, since repetitive sampling can remove a significant fraction of the analyte. For volatile compounds the need for appropriate corrections is most evident, and various methods have been proposed to account for mass removal and for volatilization into the headspace. In this study we use both synthetic and experimental data to demonstrate that the determination of ε-values according to current correction methods is prone to considerable systematic errors even in well-designed experimental setups. Application of inappropriate methods may lead to incorrect and inconsistent ε-values entailing misinterpretations regarding the processes underlying isotope fractionation. In fact, our results suggest that artifacts arising from inappropriate data evaluation might contribute to the variability of published ε-values. In response, we present novel, adequate methods to eliminate systematic errors in data evaluation. A model-based sensitivity analysis serves to reveal the most crucial experimental parameters and can be used for future experimental design to obtain correct ε-values allowing mechanistic interpretations.

INTRODUCTION

Compound specific isotope analysis (CSIA) is widely applied in various fields of environmental sciences (i) as a forensic tool for contaminant source identification,1,2 (ii) to detect and quantify in situ (bio)-degradation,3–5 and (iii) for process characterization including identification of transformation mechanisms in (bio)-degradation studies.6–11 The latter two applications involve isotope enrichment factors (ε), which relate quantitatively measured isotope ratios to substrate fractions of an analyte. ε-values are usually determined using laboratory batch experiments and may be lumped parameters, not only reflecting the underlying kinetic isotope effect of a reaction but also physical constraints or experimental artifacts. Thus, reported ε-values for a given process may span a wide range; for instance, the published ε_{carbon} values for reductive dehalogenation of trichloroethene (TCE) range from −2.5‰ to −19.6‰.12–14 Numerous experimental studies tried to unravel the processes and mechanisms that determine the extent of isotope fractionation for a given reaction, e.g., by investigating the transport of the substrate across the cell wall,7,8 the efficiency of the involved enzymes,15 the cell density,9,16 or the nutrient supply.13,17

For closed systems, isotope enrichment factors can be obtained using a simplified form of the Rayleigh distillation equation18,19 where ε is derived from the slope of the linear correlation between the natural logarithm of the measured substrate fraction, ln f_{substrate}(t), and the measured isotope ratios, ln (R(t)/R(0))). While it is obvious that field sites often cannot be treated as closed systems and require modified forms of the Rayleigh equation,4,20 for laboratory batch reactors the applicability of the linearized form of the Rayleigh equation seems to be straightforward as such systems appear to fulfill all requirements of closed systems. These conditions are strictly met in experiments with numerous parallel replicates which are sacrificed sequentially for sampling,7,8,13 however, at the expense
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of increased uncertainty and variability due to different dynamics in such parallel assays.

Alternatively, several samples can be withdrawn from the same batch reactor over time to monitor isotope ratios at different values of $f_{\text{substrate}}(t)$. Repetitive withdrawal of water and/or gas samples from batch reactors violates the closed system requirement and calls for adequate consideration. Unfortunately, $\varepsilon$-values reported in the literature often lack a clear description whether corrections of measured concentration data were applied. Repetitive sampling from a batch reactor not only leads to mass removal of the target compound(s) from the system but also, if water samples are withdrawn, changes the phase ratio by decreasing the water phase and increasing the headspace volume. Progressive change of the phase ratio, however, needs to be taken into account for volatile organic contaminants such as chlorinated ethenes. As either gas or water volume is sampled, the measured data represent the concentration in only one of these phases, and a mass balance on the system is required using Henry’s law and the gas/water ratio to account for the entire amount of substrate or products. Additional corrections were suggested to account for the cumulative amount of substrate removed by repetitive sampling (CSR). The present study systematically investigates how such correction methods affect $\varepsilon$-values determined in batch experiments with repetitive sample removal. Using both experimental case studies as well as a synthetic data set calculated for typical experimental conditions, we evaluate the performance of various correction methods, identify pitfalls, and propose novel methods to eliminate systematic errors in data evaluation. A model-based sensitivity analysis was performed to identify which experimental parameters require the most stringent control and should be used to optimize the experimental design in order to obtain correct isotope enrichment factors that are suitable for mechanistic interpretation and thus indicative of the underlying isotope fractionation processes.

Methods to Determine Isotope Enrichment Factors.

We describe current and newly proposed methods to account for mass removal by repetitive sampling in batch reactors considering volatile organic compounds. Based on the substrate fraction and stable isotope data the isotope enrichment factor ($\varepsilon$) can be calculated using a simplified Rayleigh distillation equation. The figure illustrates substrate removal due to sampling by lower water levels (“slices” withdrawn) and removal due to biodegradation by concentration changes (color shades). For example, method III (Henry + CSR) adequately corrects for mass removal by sampling ($n_{\text{rem}}$) but ignores that the removed mass cannot undergo further biodegradation as it would occur in an undisturbed reactor. When all amounts are summed up, this scheme therefore overestimates the remaining substance fraction $f_{\text{substrate}}(t)$ (red curve).

Figure 1. Schematic illustration of the time course of the substrate fraction, $f$, during biodegradation in a repetitively sampled batch reactor considering an ideal case in which neither compound’s mass nor water volume are removed from the system and a realistic case which requires correction schemes.
\[
\ln \frac{R(t)}{R(0)} \approx \varepsilon \cdot \ln f_{\text{substrate}}(t)
\]

where \(R(t)\) and \(R(0)\) are the stable isotope ratios of the substrate at a time \(t\) and the initial time, and \(f_{\text{substrate}}(t)\) denotes the remaining substrate fraction (often approximated by the substrate concentration according to \(c(t)/c(0)\)) at a time \(t\). \(\varepsilon\)-values are derived by linear regression of the data without forcing the regression through the origin as suggested by Scott et al.24

The substrate fractions, \(t\) and the initial time, and \(f_{\text{substrate}}(t)\), at different time points come from measured concentration data of water samples subject to corrections accounting for volatilization into the increasing headspace and repetitive removal of water samples from the batch reactors. Figure 1 illustrates the effect of sampling and the challenges to adequately consider the effects of mass removal and volatilization.

Below, we outline current (I–III) and newly proposed methods (IV and V) to calculate the substrate fraction:

(I) The substrate fraction in water phase (water) without further corrections is calculated as follows

\[
f_{\text{water}}(t) = \frac{c_w(t) \cdot V_w(t)}{c_w(0) \cdot V_w(0)} = \frac{n_w(t)}{n_w(0)}
\]

where \(n_w(t)\) and \(n_w(0)\) correspond to the amount (moles) of the substrate in the water phase at times \(t\) and 0, respectively. Measured aqueous analyte concentrations, \(c_w(t)\), are multiplied by the water volume present at the respective time, \(V_w(t)\), to obtain \(n_w(t)\) thus accounting for the changes of the water volume.

(II) The correction for gas–water-partitioning (Henry) considers the total amount of substrate in the system by accounting for both the water phase and the gas phase of the batch reactor. The substrate fraction, \(f_{\text{Henry}}(t)\), is calculated as

\[
f_{\text{Henry}}(t) = \frac{c_w(t) \cdot V_w(t) + c_g(t) \cdot V_g(t)}{c_w(0) \cdot V_w(0) + c_g(0) \cdot V_g(0)} = \frac{n_w(t) + n_g(t)}{n_w(0) + n_g(0)}
\]

where \(n_g(t)\) and \(n_g(0)\) correspond to the amount of substrate in the gas phase at time \(t\) and the initial time. The substrate concentration in the gas phase, \(c_g(t)\), is calculated from \(c_w(t)\) by applying Henry’s law. \(K_{\text{eq}}\) is the dimensionless Henry-constant (\(K_{\text{eq}} = c_w/c_g\)) of the analyte at the appropriate temperature, calculated for 21 °C according to Sander25 and references therein. \(V_g(t)\) is the volume of the gas phase in the batch reactor at time \(t\).

(III) The correction for gas–water partitioning and cumulative sample removal (Henry+CSR) is an extension of the Henry-correction taking into account the amount of substrate removed by repetitive sampling of the reactor. The substrate fraction, \(f_{\text{Henry+CSR}}(t)\), is calculated according to

\[
f_{\text{Henry+CSR}}(t) = \frac{c_w(t) \cdot V_w(t) + c_g(t) \cdot V_g(t) + \sum_{i=0}^{n-1} \left[ c_w(t = i - 1) \cdot V_{\text{rem}}(t = i - 1) \right]}{c_w(0) \cdot V_w(0) + c_g(0) \cdot V_g(0)} = \frac{n_w(t) + n_g(t) + \sum_{i=1}^{n} n_{\text{rem}}(t = i - 1)}{n_w(0) + n_g(0)}
\]

where \(n_{\text{rem}}(t)\) corresponds to the amount of the substrate removed by sampling at a given time \(t\) and is calculated by multiplying the concentration in the water phase (\(c_w(t)\)) with the removed volume (\(V_{\text{rem}}(t)\)) at time \(t\). The summation term denotes the cumulative amount of substrate removed from the system by sampling except for the last sampling. Even though this method adequately calculates the mass of substrate that is removed by sampling, it considers this mass as part of the substrate remaining fraction, as illustrated by the color shade in Figure 1. Even so method III accounts for the removed mass as it treats this mass as being part of the system that is subject to further (bio)-transformation. Consequently, the method overestimates the fraction of substrate remaining \(f_{\text{substrate}}(t)\).

(IV) The stepwise correction (SW) method also accounts for gas–water partitioning and sample removal. Contrary to method III (Henry+CSR) this method applies an iterative correction scheme and avoids systematic over- or under-estimation of substrate fractions which is conceptually inherent to methods I–III.

First, for two consecutive sampling times individual substrate fractions, \(f_{(t-1)\rightarrow t}\), are calculated. By comparing the amounts of substrate present in the system at times \(t\) and at time \((t-1)\) after sample withdrawal, this fraction represents exclusively changes due to (bio)-degradation:

\[
f_{(t-1)\rightarrow t} = \frac{n_w(t) + n_g(t)}{n_w(t - 1) + n_g(t - 1) - n_{\text{rem}}(t - 1)}
\]

\[
= \frac{c_w(t) \cdot V_w(t) + c_g(t) \cdot V_g(t)}{c_w(t - 1) \cdot V_w(t - 1) + c_g(t - 1) \cdot V_g(t - 1) - c_w(t - 1) \cdot V_{\text{rem}}(t - 1)}
\]

Using the dimensionless Henry’s constant (\(K_{\text{eq}}\)) eq 5 can be rearranged to

\[
f_{(t-1)\rightarrow t} = \frac{c_w(t) \cdot V_w(t) + \frac{c_w(0) \cdot V_w(0)}{K_{\text{eq}}}}{c_w(t - 1) \cdot V_w(t - 1) + \frac{c_w(0) \cdot V_w(0)}{K_{\text{eq}}} - c_w(t - 1) \cdot V_{\text{rem}}(t - 1)}
\]

where \(c_w(t)\) and \(c_w(t - 1)\) or \(V_{\text{rem}}(t)\) and \(V_{\text{rem}}(t - 1)\) denote the measured concentrations or sample volumes taken at time \(t\) and the preceding time point \((t-1)\).

Second, the overall substrate fraction at time \(t\) is calculated considering \(f(0) = 1\) (i.e., 100% substrate fraction) and the results of eq 6 for all preceding time steps:

\[
f_{\text{SW}}(t) = f(0) \cdot f_{(t-1)\rightarrow t} \cdot f_{(t-2)\rightarrow t-1} \cdots f_{(t-n)\rightarrow t-(n-1)}
\]

As an example, for two sampling steps this method leads to the following expression:

\[
f_{\text{SW}}(2) = f(0) \cdot f_{(t-1)\rightarrow t} \cdot f_{(t-2)\rightarrow t-1} = \frac{c_w(t) \left[ \frac{V_w(t)}{K_{\text{eq}}} + V_w(1) \right] \left[ V_w(0) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(0) \right]}{c_w(0) \left[ V_w(0) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(0) \right] \left[ V_w(1) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(1) \right]}
\]

As can be seen, the terms representing the substrate concentration of the intermediate time point \(t = 1\) cancel out, and eq 8 simplifies to

\[
f_{\text{SW}}(2) = 1 - \frac{c_w(0) \left[ V_w(0) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(0) \right]}{c_w(0) \left[ V_w(0) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(0) \right] \left[ V_w(1) + \frac{V_w(0)}{K_{\text{eq}}} - V_{\text{rem}}(1) \right]}
\]

Note that this stepwise correction method requires the phase volume ratios for each time step but concentration measurements only for the initial and the final time step.
The mass balance correction (MB) method determines the substrate fractionation, \( f_{MB}(t) \), from a mass balance of reactant and products for each time point, i.e., by dividing the amount of the substrate at time \( t \) by the sum of the amounts of substrate and all degradation products at that time:

\[
f_{MB}(t) = \frac{n_{w,substrate}(t) V_c(t) + n_{w,substrate}(t) V_p(t)}{n_{w,substrate}(t) V_c(t) + n_{w,substrate}(t) V_p(t) + n_{w,products}(t) V_c(t) + n_{w,products}(t) V_p(t)}
\]

where \( n_{w,substrate}(t) \) and \( n_{w,products}(t) \) correspond to the amount of the substrate, degradation products in the gas-phase, and in the water-phase at time \( t \), respectively. This correction indirectly accounts for the removal of analytes by sampling, as the substrate amount at time \( t \) is not correlated to the initial amount. While this method is exact and circumvents problems arising from imprecisions in sampling volumes and (cumulative) losses of analytes or detector drift from intermediate sampling times are minimized.

\[
f_{MB}(t) = \frac{n_{w,substrate}(t) V_c(t) + n_{w,substrate}(t) V_p(t)}{n_{w,substrate}(t) V_c(t) + n_{w,substrate}(t) V_p(t) + n_{w,products}(t) V_c(t) + n_{w,products}(t) V_p(t)}
\]

MATERIALS AND METHODS

Biodegradation Experiments. Three biodegradation experiments were conducted with pure cultures of *Desulfito bacterium hafniense* strain Y51, a halorespiring bacterium reducing TCE to cis-DCE. All experiments were set up in 560 mL serum bottles initially filled with 500 mL of anoxic medium (see the Supporting Information for details), sealed with butyl stoppers, and stored at 21 °C in the dark. Each experiment comprised three living replicates and one cell-free control. Experiment 1 was amended with 10 mL of cell suspension from a non-TCE-acclimated preculture grown on organohalide free medium. Experiment 2 was inoculated with 10 mL of a culture grown in TCE-containing medium. To avoid carry over of organohalides to the batch reactors, the preculture was purged with N\(_2\)/CO\(_2\) (80%/20%) for 1 h before cell transfer. Experiment 3 was also conducted with TCE-acclimated cells, however, after three consecutive TCE degradation cycles. Each cycle comprised complete TCE degradation, purging of the cell suspension with N\(_2\)/CO\(_2\) for 1.5 h, and respiring with 20 mL of an anoxic aqueous TCE solution (5.6 mM). The initial volumetric water-headspace-ratio of Experiment 3 was 0.89 due to sample removal for monitoring of the previous three degradation cycles and readdition of TCE solutions. The conditions of the three experiments are summarized in Table 1, where concentration-plots are provided in Figure SI 1.

Water samples were withdrawn using a gastight glass syringe (Hamilton), and sample aliquots dedicated for concentration analysis were transferred in duplicates to 10 mL vials (amended with 100 μL H\(_2\)PO\(_4\) (1 M) to stop microbial activity) and sealed using aluminum crimp caps with PTFE-lined septa. Removed water volume was replaced by N\(_2\)/CO\(_2\) to avoid vacuum. TCE and cis-DCE concentrations were analyzed using a gas chromatograph (Trace GC 2000, Thermo Finnigan, Milano, Italy) coupled to a single-quadrupole mass spectrometer (Trace DSQ, Thermo Finnigan, Austin TX, USA) (GC-MS). The instrument was equipped with a 60 m × 32 mm RTX-VMS column (Restek Corp., Bellefont, USA). The temperature program was as follows: 5 min at 40 °C, 12 °C/min to 150 °C, hold for 2 min. Helium was used as the carrier gas at a flow-rate of 1.5 mL/min. Applying a static headspace method, 500 μL gas phase was injected using a CTC-CombiPAL auto sampler (Chromtech, Idstein, Germany) equipped with a 2.5 mL headspace syringe. The injector was operated at a constant temperature of 250 °C. Each sample sequence was bracketed by two calibration curves.

One mL sample aliquots dedicated for carbon isotope analysis were transferred into 1.9 mL amber vials. To inactivate the strain, the vials were amended with 50 μL of NaOH (10 M). The vials were closed with PTFE-lined screw caps, frozen upside down, and stored at −20 °C for subsequent stable carbon isotope analysis. In the GC-IRMS analysis (see the Supporting Information for details) ten to 12 samples were bracketed by external reference standards of TCE (δ\(^{13}\)C = −26.7‰) and cis-DCE (δ\(^{13}\)C = −25.8‰). An isotopic mass balance was calculated for the microcosm experiments to validate the consistency of the results

\[
\delta^{13}\text{C}_{\text{TCE}(0)} = \delta^{13}\text{C}_{\text{TCE}(t)} f_{\text{TCE}}(t) + \delta^{13}\text{C}_{\text{cis-DCE}(t)} f_{\text{cis-DCE}}(t)
\]

where \( \delta^{13}\text{C} \) denotes the stable carbon isotope ratio, and \( f(t) \) denotes the amount fraction of TCE or cis-DCE. The cis-DCE fraction at each time point \( f_{\text{cis-DCE}}(t) \) was calculated using the same correction scheme as for the substrate.

For the stepwise method (method IV) an isotopic mass balance was not calculated as it is not possible to adapt this method in an adequate way to account for the degradation product(s). Numerical Modeling. First-principle based numerical modeling is an important approach to describe the evolution of concentration and stable isotope ratios both in batch and flow-through systems. The importance of model-based interpretation of biodegradation experiments has been increasingly recognized, and isotope modeling has been performed for a wide range of contaminants such as chlorinated solvents, aromatic hydrocarbons, and organic micro-pollutants. In this study, we adopts a numerical model to simulate concentration and isotope evolution during microbially mediated TCE dechlorination. The model accounts for substrate degradation and interchange of volatile organic compounds (TCE and cis-DCE) between water- and gas-phase, as well as the removal of solute mass and water volume.

### Table 1. Conditions and Setups for the Three TCE-Biodegradation Experiments Using *Desulfito bacterium hafniense* Strain Y51

<table>
<thead>
<tr>
<th></th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial amount of TCE [μmol]</td>
<td>115 ± 6</td>
<td>237 ± 10</td>
<td>103 ± 3</td>
</tr>
<tr>
<td>sample volume per time point; ( V_{\text{sample}} ) [mL]</td>
<td>13.7</td>
<td>10.1</td>
<td>13.7</td>
</tr>
<tr>
<td>% initial phase ratio (( V_p/V_w ))</td>
<td>12</td>
<td>12</td>
<td>89</td>
</tr>
<tr>
<td>% (cumulative) amount of initial TCE sampled(^1)</td>
<td>11.9 ± 1.4</td>
<td>8.02 ± 1.3</td>
<td>9.2 ± 1.4</td>
</tr>
<tr>
<td>number of sampling points with TCE; ( N )</td>
<td>15</td>
<td>15</td>
<td>19</td>
</tr>
<tr>
<td>% of initial TCE left at last sampling point(^2)</td>
<td>1.6</td>
<td>14.3</td>
<td>29.4</td>
</tr>
</tbody>
</table>

\(^1\)Calculated by \( n_w(t) + n_p(t) \) based on the measured data. \(^2\)Calculated by \( n_{\text{initial}}(total)/\left( n_{w}(0) + n_{p}(0) \right) \).
at sampling events. The model was used for the quantitative interpretation of the experimental data and was instrumental in illustrating the need for adequate correction schemes for mass fraction calculations. Furthermore, simulations were used to perform a sensitivity analysis spanning a wide range of experimental parameters of practical importance for improved interpretation and design of isotope studies on degradation of volatile organic compounds. The description of the model formulation and the simulation of the experimental data are reported in the Supporting Information.

# RESULTS AND DISCUSSION

**Determination of Isotope Enrichment Factors from a Synthetic Data Set.** The effects of substrate fraction correction methods I–V on the accuracy in determining the isotope enrichment factor, $\epsilon$, were evaluated based on a synthetic data set. A known value of $\epsilon = -8.25\%$e, solely representing isotope fractionation during TCE biodegradation, was used as the key input parameter in the numerical model to generate the synthetic data set. The model mimics real case experimental conditions with interphase mass transfer as well as sample withdrawal and allows producing time wise concentration and isotope data. The model was run for 191 h in a setup analogous to Experiment I, with an initial TCE amount of 115 $\mu$mol, an initial aqueous volume of $V_w = 500$ mL, an initial gas phase volume, $V_g = 60$ mL, and sample withdrawals (13.7 mL each) after 0, 48, 70, 147, 165, 173, 179 h. The output of the model considered in the following analysis are the TCE and cis-DCE aqueous concentrations and carbon isotope ratios at the specified sampling times. This synthetic data set, free of experimental errors, was used to test the performance of the different correction methods to predict the “true” enrichment factor ($\epsilon = -8.25\%$e). The results are illustrated in Figure 2 as Rayleigh plots.

The different slopes of the linearized Rayleigh equations illustrate that the $\epsilon$-values varied considerably depending on the correction method applied. Method I (no correction) resulted in $\epsilon_{\text{water}} = -7.56\%$e ± 0.21\%e, while a correction for gas–water-partitioning (method II, “Henry”) gave $\epsilon_{\text{Henry}} = -7.78\%$e ± 0.15\%e. Applying the cumulative sample removal correction (method III) resulted in $\epsilon_{\text{Henry+CSR}} = -10.41\%$e ± 0.84\%e. The stepwise method (method IV) and the mass balance method (method V) gave similar values: $\epsilon_{\text{SW}} = -8.26\%$e ± 0.0001\%e and $\epsilon_{\text{MB}} = -8.26\%$e ± 0.003\%e (see Table 2).

Thus, the difference between the lowest and highest calculated $\epsilon$-values was 2.85\%e depending on the evaluation method applied for this ideal, error-free synthetic data set. The deviations from the true $\epsilon$-value ($-8.25\%$e) used to generate the synthetic data set highlight that methods I and II ($\epsilon_{\text{water}}, \epsilon_{\text{Henry}}$) underestimate the isotope enrichment factor, whereas method III ($\epsilon_{\text{Henry+CSR}}$) overestimates the $\epsilon$-value. The newly proposed methods IV and V, instead, show an excellent capability to recover the true enrichment factor for TCE degradation. The latter two methods yield enrichment factors of $-8.26\%$e that precisely match the true $\epsilon$-value. These results demonstrate the importance of an accurate calculation of the remaining substrate fraction in batch experiments with repetitive sampling.

### Table 2. Isotope Enrichment Factors ($\epsilon$) Resulting from Various Data Evaluation Methods for a Synthetic Biodegradation Experiment Mimicking Reductive Dehalogenation of TCE to cis-DCE with Interphase Mass Transfer, Sample Removal, and a “True” Isotope Enrichment Factor of $\epsilon = -8.25\%$e

<table>
<thead>
<tr>
<th>method</th>
<th>$\epsilon$ [%e]</th>
<th>CI (95%)</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (water)</td>
<td>-7.56</td>
<td>±0.21</td>
<td>0.9994</td>
</tr>
<tr>
<td>II (Henry)</td>
<td>-7.78</td>
<td>±0.15</td>
<td>0.9997</td>
</tr>
<tr>
<td>III (Henry + CSR)</td>
<td>-10.41</td>
<td>±0.84</td>
<td>0.9950</td>
</tr>
<tr>
<td>IV (SW)</td>
<td>-8.26</td>
<td>±0.0001</td>
<td>1.0000</td>
</tr>
<tr>
<td>V (MB)</td>
<td>-8.26</td>
<td>±0.0003</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Experimental Case Studies Illustrating Pitfalls in Determining $\epsilon$-Values. The critical need of adequate correction schemes to calculate the substrate fraction and the performance of the different methods are demonstrated using experimental data on TCE biodegradation from three different batch experiments. A pure culture of Desulfitobacterium hafniense strain Y51 known for its very robust isotope enrichment factor ($\epsilon = -8.74\% \pm 0.32\%$) degraded TCE to cis-DCE.

The time course of measured aqueous concentrations of TCE and cis-DCE in one of the three replicates of Experiment 1 is shown in Figure 3A. The sum of aqueous TCE and cis-DCE concentrations at each time point appears almost constant, which could be misinterpreted as a closed mass balance. However, the cumulative removal of 11.9% of the initial substrate mass and the effects of volatilization of the compounds into the increasing headspace is masked due to the fact that cis-DCE is 2.6 times less volatile than TCE (see ref 25 and references therein).

Figure 3B illustrates the results of applying the different correction methods to calculate substrate fractions. Significant differences in the time course and the magnitude of the calculated $f$-values were observed for the experimental data shown in Figure 3A. Substrate fractions at early sampling times exceeding unity reveal a weakness of methods that rely on a direct comparison of each measurement in the course of the experiment with the initially measured value. A false measurement of the initial value imposes a systematic error to such methods.

Table 3. Compilation of All $\epsilon$-Values and Their Statistical Parameters Resulting from Data Evaluation Methods I–V for the Three TCE Biodegradation Experiments with Desulfitobacterium hafniense Strain Y51

<table>
<thead>
<tr>
<th>Evaluation method</th>
<th>I (water)</th>
<th>II (Henry)</th>
<th>III (Henry + CSR)</th>
<th>IV (SW)</th>
<th>V (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$ [%]</td>
<td>$\varepsilon$ CI</td>
<td>$\varepsilon$ CI</td>
<td>$\varepsilon$ CI</td>
<td>$\varepsilon$ CI</td>
<td>$\varepsilon$ CI</td>
</tr>
<tr>
<td>Expt 1</td>
<td>-7.54 ± 0.26</td>
<td>0.99</td>
<td>-7.63 ± 0.25</td>
<td>0.99</td>
<td>-13.04 ± 1.67</td>
</tr>
<tr>
<td>Expt 2</td>
<td>-7.12 ± 0.72</td>
<td>0.97</td>
<td>-7.21 ± 0.72</td>
<td>0.97</td>
<td>-9.02 ± 1.13</td>
</tr>
<tr>
<td>Expt 3</td>
<td>-5.02 ± 1.13</td>
<td>0.80</td>
<td>-6.16 ± 1.12</td>
<td>0.89</td>
<td>-8.39 ± 1.65</td>
</tr>
<tr>
<td>$</td>
<td>\varepsilon_{\text{max}} - \varepsilon_{\text{min}}</td>
<td>$</td>
<td>2.52</td>
<td>1.47</td>
<td>4.65</td>
</tr>
</tbody>
</table>
The different evaluation methods for the substrate fraction considerably affect the interpretation of the experimental data based on linear regression in Rayleigh plots (Figure 3C). Methods I–V, applied considering \( f \)-values from all three replicates of Experiment 1, show linear trends with different slopes. Thus, distinct \( \varepsilon \)-values are apparent for the different evaluation methods (see also the results reported in the first row of Table 3).

The \( \varepsilon \)-values derived from the experimental data followed largely the deviations from the true value reported for the synthetic illustrative example discussed above. The smallest \( \varepsilon \)-value was found for method I (water), while method III (Henry+CSIR) gave the highest value. As for the synthetic example, the variability of \( \varepsilon \)-values was large (5.5\%e) although the statistical parameters \( (r^2 > 0.96 \text{ and } CI < \pm 1.67) \) for all correction methods indicated low scatter of the data (see Table 3).

Based on statistical reasoning when comparing results of the replicates none of the \( \varepsilon \)-values can be dismissed as outlier. The \( \varepsilon \)-values determined for this experimental data set with the evaluation methods IV (SW) and V (MB) were closest to the expected value of \( \varepsilon = -8.74\%e \pm 0.32\%e \). However, only method V matched the expected value with a deviation that can be considered insignificant for experimentally derived \( \varepsilon \)-values.

As a further criterion of quality control, isotopic mass balances were calculated using different evaluation methods (Figure 3D). A closed isotopic mass balance with an average \( \delta^{13}C \) value of \(-26.45\%e \pm 0.12\%e \) was obtained when the \( f \)-values of TCE and cis-DCE were calculated using method V. As indicated by shifting \( \delta^{13}C \) values, the isotopic mass balance was not closed using the correction methods I–III. Thus, the isotopic mass balance suggests that the variability of \( \varepsilon \)-values obtained for the different data evaluation methods is related to a bias in mass balancing of methods I–III for the given data set. Note that method IV does not allow for the calculation of an isotope mass balance which requires quantification of all degradation products.

Two additional biodegradation experiments with pure cultures of *Desulfotobacterium hafniense* strain YS1 were conducted to further assess the performance of data evaluation methods I–V on experimental data sets (for experimental conditions see Table 1). The data are reported as Rayleigh plots in Figure 4, for Experiment 2 (panel A) and for Experiment 3 (panel B). Further details and graphical representations of the results of these experiments are reported in the Supporting Information (Figures SI2 and SI3). The overall variation of the isotope enrichment factors obtained was smaller compared to Experiment 1 (see right column Table 3), but similar trends as discussed for Experiment 1 were consistently found also for Experiment 2 and Experiment 3.

Again, methods I and II resulted in lowest isotope fractionation (small absolute \( \varepsilon \)-values), while method V was closest to the expected \( \varepsilon \)-value. A comparison of the variability of a given evaluation method for the three different experiments (see bottom line Table 3) indicates that method V showed both the lowest variability and the smallest deviation from the expected value, whereas method III varied most and thus provided the least consistent estimates of \( \varepsilon \)-values. Methods I, II, and IV showed similar variability but different degrees of mismatch with respect to the expected value. Even though method IV (SW) was proven to be correct for an error free synthetic data set, this method failed to reproduce the expected value in the experimental case studies. This mismatch is related to the iterative correction scheme of method IV requiring a high precision of the withdrawn volumes as well as of the measured substrate concentrations. Method V (MB) circumvents these experimental error sources, but its application is limited to systems, where the degradation product(s) are known and can be quantified.

Thus, the evaluation of the data from Experiments 1–3 resulted in a considerable variability of the estimated \( \varepsilon \)-values, even when carried out with the same evaluation method. For most evaluation methods, this difference is striking since the experiments were carried out under similar conditions using the same microbial strain. This outcome points to a high sensitivity of the data evaluation procedure toward specific values of experimental parameters such as the total amount of substrate removed by sampling, sampling volume, number of sampling points, or the amount of initial TCE left at the last sampling point, which were not the same in the three experimental setups.

**Sensitivity Analysis and Environmental Implications.**

The evaluation of the synthetic data set and the experimental case studies revealed a significant impact of the data evaluation method on both the magnitude and the consistency of the obtained isotope enrichment factors. The case studies emphasized that the degree of variation of the enrichment factor depends on the experimental conditions and on the quality and consistency of the experimental data. Thus, we performed a comprehensive model-based sensitivity analysis to evaluate the...
The results of the sensitivity analysis are summarized in Table 4, case. The point (other parameters unchanged) for each of the resulting data sets two distinct scenarios around the base case, while leaving all analysis each parameter was varied within a meaningful range in base case scenario for the sensitivity analysis. In the sensitivity parameters as in the synthetic experiment was considered as while a graphical representation is provided in the SI.

The progress of the transformation reaction, however, may vary considerably among the replicates leading to different degrees of (bio)-degradation at the last sampling point. The data presented in Table 4 clearly demonstrate that such conditions lead to very different $\varepsilon$-values if one of the methods I–III is used for data evaluation. Such experiments are prone to misinterpretations, e.g., that $\varepsilon$-values depend on degradation rates or that different enzymatic systems are involved at different degradation rates. Thus, the choice of an unsuitable data evaluation method may lead to artifacts even when strictly defined experimental protocols are applied. This pitfall is avoided when using appropriate correction schemes such as methods IV and V for which the estimated $\varepsilon$-values did not change at different extents of progress of the transformation reaction.

Overall, the sensitivity analysis demonstrates that only methods IV (SW) and V (MB) are suitable to accurately determine the isotope enrichment factor of volatile compounds. The maximum variation of the estimated $\varepsilon$-values from the true (see last row of Table 4) clearly indicates that these two proposed methods outperform the other methods (I–III) and provide accurate and consistent estimates of the enrichment factor over a wide range of tested scenarios and conditions.

Based on the experimental and modeling results obtained in this study, we suggest the following recommendations for (bio)-degradation experiments of volatile organic compounds: (i) Generally, batch experiments with repetitive sample removal should be designed to minimize the ratio of removed to initial amount of the substrate; (ii) either method IV (SW) or method V (MB) should be applied to evaluate isotope data in batch experiments with volatile organic compounds based on a Rayleigh equation; (iii) method V (MB) should be adopted if all degradation products can be quantified. This method is robust against errors related to sample removal as well as analytical errors in concentration measurements, e.g., due to detector drifts. Furthermore, method V allows verifying the quality of the data by an isotopic mass balance; (iv) method IV (SW) should be selected for experiments where only substrate concentrations can be monitored. This method, however, requires highly accurate data of the withdrawn volumes and of the analyzed substrate concentrations.

The results presented here demonstrate that even with well-controlled laboratory batch experiments and with highly precise and reproducible concentration and isotope measurements the determination of isotope enrichment factors is prone to significant systematic errors. Choosing an inappropriate method to evaluate measured concentration data may not only lead to inconsistent but also to incorrect $\varepsilon$-values and thus to misinterpretations regarding the processes underlying isotope fractionation. Regarding the variability of published isotope enrichment factors for a given microcosm system, pure culture, or abiotic transformation process our results suggest that a
re-evaluation of raw data from experiments with repetitive sample removal might reveal more consistent ε-values due to the elimination of potential artifacts arising from inappropriate data evaluation.
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