Application of Network-Constrained Transactive Control to Electric Vehicle Charging for Secure Grid Operation.

Hu, Junjie; Yang, Guangya; Bindner, Henrik W.; Xue, Yusheng

Published in:
IEEE Transactions on Sustainable Energy

Link to article. DOI:
10.1109/TSTE.2016.2608840

Publication date:
2016

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Application of Network-Constrained Transactive Control to Electric Vehicle Charging for Secure Grid Operation

Junjie Hu, Member, IEEE, Guangya Yang, Senior Member, IEEE, Henrik W. Bindner, Member, IEEE, and Yusheng Xue, Member, IEEE

Abstract—This paper develops a network-constrained transactive control method to integrate distributed energy resources (DERs) into a power distribution system with the purpose of optimizing the operational cost of DERs and power losses of the distribution network as well as preventing grid problems including power transformer congestion and voltage violations. In this method, a price coordinator is introduced to facilitate the interaction between the distribution system operator and aggregators in the smart grid. Electric vehicles are used to illustrate the proposed network-constrained transactive control method. Mathematical models are presented to describe the operation of the control method. Finally, simulations are presented to show the effectiveness of the proposed method. To guarantee its optimality, we also checked the numerical results obtained with the network-constrained transactive control method and compared them with the one solved by centralized control, and found a good performance of the proposed control method.
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I. INTRODUCTION

The increasing penetration of distributed energy resources including renewable generations such as wind turbine and photovoltaic generation, electric vehicles etc flexible loads requires enhanced operation at distribution system level as well as a closer interaction between distribution system level operation and transmission system level operation. For example, as suggested in [1], the functions at distribution system level should include grid operator function and market operator function. The grid operator secures the network operation while the market operator coordinates the electricity purchase and sale, and the interchange of power to other markets. In [2], a hierarchical electric market structure consisting of wholesale electricity market and distribution network electricity market is proposed to facilitate the coordination of energy markets in distribution and transmission networks. The proposed market structure enables the integration of microgrids, which provide energy and ancillary services in distribution networks.

The enhanced operation at distribution system level makes it possible to explore and engage DERs’ flexibility potentials via different approaches, centralized mechanism have been proposed in studies [3], [4]. In [3], the proposed system integrates demand side management and active distributed generation in the wholesale market via an centrally optimized EMS (energy management system), which allows a better exploitation of renewable energy sources and a reduction of the customers energy consumption costs with both economic and environmental benefits. To distinguish the characteristics of inflexible load and flexible load, the authors in [4] presented optimal pricing tariff for flexible loads in distribution networks which ensures cost saving for them. The optimal pricing tariff is solved centrally by an load serving entity sitting at distribution system level. Although the centralized approach yields the optimal outcome from the global perspective, the method has drawbacks in term of its communication and computational scalability, privacy concerns issue. Alternatively, transactive control is proposed and promoted to manage the operation of DERs resources and flexibilities. Transactive control is defined as “a set of economic and control mechanisms that allows the dynamic balance of supply and demand across the entire electrical infrastructure using value as a key operational parameter” by the GridWise Architecture Council [5] and has been successfully applied in several demonstration projects in the US and Europe [6]. The intent of the control framework is to reach equilibriums by standardizing a scalable, distributed mechanism via exchanging information about generation, consumptions, constraints and responsive assets over dynamic, real-time forecasting periods using economic incentive signaling, and thus solving the increasingly complex power system problems.

In [7], a transactive control method named “PowerMatcher” was developed to balance supply and demand in electricity networks. In the PowerMatcher method each device is represented by a control agent, which tries to operate the process associated with the device in an economically optimal way. The design of the PowerMatcher is based on the theoretical finding that computational economies of local control agents using a dynamic pricing mechanism are able to handle scarce resources adaptively in ways that are optimal locally as well as globally. In [8], a hierarchical transactive control architecture is proposed to integrate renewables in smart grids considering the operation at primary, secondary and tertiary control levels. The transactive
control framework is applied at the tertiary control level with the purpose of using optimal allocation of resources in the presence of uncertainties in terms of renewables and loads. In [9], an integrated dynamic market mechanism is proposed that combines real-time market and frequency regulation allowing renewable generators and flexible consumers to iteratively negotiate electricity prices, with purpose of reducing the cost of regulation reserves. In [10], a transactive control framework is used to coordinate a population of thermostatically controlled loads with the purpose of allocating energy economically subject to a peak energy constraint. A mechanism is proposed in the paper to implement the desired social choice function in dominant strategy equilibrium.

As transactive control’s application to electric vehicle (EV) integration studies, the authors in [11] propose a scalable three-step approach to manage the charging of electric vehicles on the demand side with the purpose of minimizing charging cost of EVs. The three steps consist of aggregation, optimization and control. Transactive control is applied in the third step, i.e., the real-time control step to divide the optimal power generated in step 2 among the individual EVs, which is determined by a priority-based scheme. The work is further developed in [12] where an event-driven dual coordination mechanism is presented at the real-time control level. The simulation result indicated that the number of messages exchanged with the EVs was significantly reduced, by at least 64%.

Although the transactive control framework has been widely used in the smart grid to reach an energy balance between supply and demand as well as for demand response management [7]–[12], such studies do not consider the network that is an indispensable factor in operational study. For example, as indicated in [13]–[15], a large penetration of EVs also means new loads on the electric utilities, and undesirable congestion and voltage violations may exist in the distribution network when the batteries are recharged because of uncoordinated or solely cost-minimization-based charging. The latter means the EVs react to the wholesale price/regulating power price in a correlated way, for example, all EVs are charged when electricity prices are low, it might create a new peak demand at that time. Typically, the challenges in the distribution grid caused by the increasing electricity consumption of EVs are resolved by expensive expansion of the grid to match the size and the pattern of demand. Alternatively, in a smart grid context, the problem of violation of grid constraints can also be solved smartly using advanced control strategies such as transactive control supported by an increased use of information and communication technology. To address the conflicting challenges, transactive control frameworks were used in [16] for the charging of electric vehicles that incorporated distribution transformer and voltage constraints. A hierarchical multi-agent structure was used in [16] that consists of auctioneer agent, substation agent, and EV device agent. The substation agent summed up the bid functions of all the underlying EV device agents in a low voltage network and in turn sent the bid function to the unique auctioneer agent who defined the equilibrium price. In addition, the substation agent also ensured that the grid constraints were not violated given the possible equilibrium price. But, the current application of transactive control [7]–[12], [16] mainly focuses on real time operation that may limit its application in power systems where ”scheduling and control” is a vital and useful operational principle.

This paper develops a multiple periods network-constrained transactive control method to integrate distributed energy resources (DERs) into the power distribution system, in particular using electric vehicles as an illustration. By the term network-constrained transactive control, we mean that network constraints including power transformer capacity and voltage limitations are considered in transactive control applications for integrating distributed energy resources like electric vehicles. With the extension to multiple periods, the energy inter-temporal characteristics of DERs, such as the dynamics of EV charging can be considered in the optimization. To implement the proposed network-constrained transactive control, a price coordinator is introduced in this study to coordinate the power flow between the distribution network operator and commercial actors, i.e., the aggregators, which fits the operations under the deregulated electricity market environment. As a result of including network constraints, the method will be able to provide granular information for locational marginal prices of each period at each bus. Besides, the method also includes power loss in the objective function that is one of the concerns of distribution operation. In addition, we compare the optimality of the numerical result obtained with the network-constrained transactive control method with one solved by centralized control; the results indicate good performance of the proposed transactive control method.

The remainder of the paper is organized as follows. In Section II, an energy management system using a transactive control framework is described to integrate distributed energy resources. A network-constrained transactive control method is presented in Section III. Section IV presents simulations to illustrate the performance of the proposed method. Finally, discussion and conclusions are made in Section V.

II. CONTROL SYSTEM DESCRIPTION

Fig. 1 presents the network-constrained transactive control system for distributed energy resources integration. In the system, several aggregators are specified to manage DERs and interact with a distribution system operator and a price coordinator to eliminate grid congestion and prevent voltage violations. The current system specifically introduces a price coordinator that facilitates the interactions between the DSO and aggregators. Note that the energy dispatch used is based on the spot market, since the aggregators procure the electricity when the price is low. The state of the distribution network is not considered which means a conflicting situation might happen, e.g., aggregators who aim to procure the energy from the spot market in a lower price period, while the power brings operational challenges to distribution networks.

In order to integrate DERs smoothly into the distribution network, novel control relationships are needed for the management system. In the proposed two-stage control system: 1) each aggregator centrally generates an individually optimal energy...
schedule for DERs as well as an aggregated power schedule over the whole scheduling period; 2) the aggregators and DSO interact with the price coordinator to reach a power consensus on each bus of the distribution network via iterative information exchange on price and power, if the aggregators’ power schedule could potentially cause network problems to DSO. The information exchange on the power schedule and the shadow price i.e., $\lambda(i,l)$ used by the transactive control can be enabled and operated by the DSO, the aggregators and the price coordinator based on current infrastructure. Note regarding how to handle the shadow price in practice, suggestions have been made in the literature. In [16], the authors assumed that the customers are not charged the equilibrium price in the auction-based market/transactional control, instead, the equilibrium price is interpreted as a control signal that guarantees the necessary reserves are provided. Alternatively, it is argued in [5] that dynamic price at distribution system level should have real economical incentive. We recognise the value of $\lambda(i,l)$ represents a compromise between the utility of customer and the interests of grid, which shares similar features of the distribution locational marginal prices in [17]. Although straightforward and easy to implement, the model [17] brings about the risk of causing new peaks in the grid due to unconfirmed power schedule of aggregators to the DSO. Instead, the method proposed in this study can guarantee explicit power limits issued to the aggregators for the DSO when solving grid congestion, because the price and the power schedules are fixed after a price-clearing mechanism. Furthermore, the implementation of the shadow price in the settlement phase is out of the scope of the paper but will be addressed in the future work from the authors.

Key operations of the three actors in the system are presented as follows:

1) **Aggregator’s role and operational functions**: Aggregators provide energy services to DER users and coordinate with the DSO and price coordinator. Note the role of the aggregator here is similar to a retailer who on-behalf of customers to buy the electricity in the energy spot market. To support such a role, two stages are needed: DER energy schedule generation and interaction with the DSO and price coordinator. In the first stage, aggregators collect information from the users to make an optimal energy schedule for DERs. Then, this initial energy schedule will be shared with the DSO to form the baseline. The baseline is normally defined as an estimate of the electricity that would have been consumed by a customer in the absence of a demand response event [18]. This implies that if there are no potential network problems, the aggregators’ initial schedule will be accepted by the DSO; otherwise, this baseline will be used for later on cost function formulation.

2) **DSO’s role and operational functions**: To ensure secure operation of the distribution network, the non-profit organization DSO needs to interact with the aggregators and price coordinator, exchanging buses’ information on the network with the aggregators and the price coordinator and responding to the price set by price coordinator. Besides, DSO is informed about aggregators’ initial power schedule since it will keep tracking the power schedule when responding to the price set by the price coordinator.

3) **Price coordinator’s role and operational functions**: The price coordinator is an authorized entity to determine the shadow prices and facilitates the interactions between the DSO and the aggregators to reach a power consensus at each bus of the network. The price coordination center could be operated by a third party. The proposed third party is feasible if more distributed energy resources are connected on the distribution network level. The independent third party could be used to provide such services to different distribution system operators and aggregators, for example, in Denmark, there are around 70 distribution companies which serves electricity to public. In addition, the proposed third party could ensure fairness to aggregators and DSOs. If the price coordinator is operated by a DSO, it may discriminate some aggregators if their operational schedules have conflicts with DSO’s own interests. From our view, the price coordinator should be a non-profit organization but will charge certain operational fee to its customers including DSOs and aggregators to maintain its operation and development.

III. **MATHEMATICAL MODELING OF NETWORK-CONSTRAINED TRANSACTIVE CONTROL**

In this section, mathematical models of the network-constrained transactive control method are introduced. An electric vehicle is used as an example to illustrate the developed transactive control method. Fig. 2 shows the functions and interactions of the entities in the proposed model. We start with the aggregator who uses linear programming to formulate an aggregated EV charging schedule in Stage I. The charging
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Fig. 2. Flowchart of the proposed method that describes the function and interactions of entities.

schedule forms a baseline of the flexibility cost function used in section III-B where the modeling development of the network-constrained transactive control is presented in Stage II. Finally, a distributed computational algorithm is presented in Stage II that facilitates implementation of the transactive control.

A. Stage I: Aggregator’s Electric Vehicles Charging Schedule Generation

A linear programming-based electric vehicle charging optimization is formulated and used by the aggregators to generate the optimal charging schedule, assuming knowledge of EV users’ driving pattern and forecast electricity spot price. Note that the linear programming model and the assumptions adopted here may not accurately characterize the charging process of the electric vehicles in terms of the uncertainty of EV users’ driving pattern, battery charging behavior, EV charging efficiency etc., however, as discussed in [19], it is a sufficient method for generating the optimal charging schedule to minimize the charging cost.

The charging objective is to minimize the charging cost as well as to fulfill the individual EV’s energy requirements for the next twenty-four hours, and the discharging ability and battery degradation cost are not considered in the study. The solution is introduced similarly for each aggregator:

$$
\min \sum_{j=1}^{N_E} \sum_{i=1}^{N_T} \Phi_{j,i} P_{j,i} t_i,
$$

subject to

$$
\begin{align*}
\text{subject to} & \\
\left( \begin{array}{l}
SOC_{0,j} \cdot E_{\text{cap},j} + \sum_{i=1}^{N_T} P_{j,i} t_{j,i} = SOC_{\text{Max},j} \cdot E_{\text{cap},j} \\
0 \leq P_{j,i} \leq P_{\text{max},j}, i = 1, ..., N_T
\end{array} \right)
\end{align*}
$$

where

- $P_{j,i}$ Optimization variable, the $j$\textsuperscript{th} EV charging power at time interval $i$.
- $N_E$ Number of EVs under aggregator $k$.
- $N_T$ Number of time slots in the scheduling period.
- $j$ Index for the number of EVs under each aggregator, $j = 1, 2, ..., N_E$.
- $i$ Index of time slot in the scheduling period, $i = 1, 2, ..., N_T$.
- $\Phi_{j,i}$ Predicted day-ahead electricity market price vector.
- $t$ Length of each time slot.
- $SOC_{0,j}$ Initial SOC of individual EV.
- $SOC_{\text{Max},j}$ Requested/targeted maximum SOC of individual EV at the end of the charging period.
- $P_{\text{max},j}$ Maximum charging rate of individual EV.
- $E_{\text{cap},j}$ Capacity of the battery of the EV.

In (1), the first constraint means that the energy to be charged should be equal to the requested energy at the end of the charging period for each electric vehicle. The second constraint represents that the charging rate is less than or equal to its maximum power rate of a charger. The physical meaning of the optimization variable vector $P_{j,i}$ is to make a decision on the charging power in the planned time slots, where the charging cost can be minimized.

With the above optimization problem, the aggregator can generate a unique energy schedule for individual EV as well as an aggregated power schedule in each time slot. Note that, when interacting with the DSO, the aggregator needs to provide charging locations of the aggregated charging schedules, which is assumed to be known by the aggregators. The previously obtained $P_{j,i}$ will be denoted as $P_{k,i,j,l}$, $l$ is the bus index of the distribution network, $l = 1, ..., N_B$, and the total power is denoted as $P_{k,i,l}$, and

$$
\sum_{j=1}^{N_E} P_{k,i,j,l} = \sum_{j=1}^{N_E} P_{k,i,j,l} = \sum_{i=1}^{N_T} P_{k,i,l}, i = 1, ..., N_T,
$$

where

- $j \mapsto l$ The electric vehicles of each aggregator connected at bus $l$.
- $N_F$ Number of aggregators.
- $N_B$ Number of buses.
- $k$ Index for the number of aggregators, $k = 1, ..., N_F$.
- $P_{k,i,l}$ Power requirements of EVs of aggregator $k$ in time slot $i$ at bus $l$.

Note that the EV model used here does not consider the uncertainty of the EV travel pattern, thus the aggregated power consumption of the aggregator might deviate from the planned schedule which will certainly influence the accuracy of this model.
This problem can be mitigated by: 1) when the size of the aggregator is bigger such as many flexible resources are controlled by the aggregator, since the uncertainty of individual EV can be evened, and 2) an agreement could be made between the aggregator and the customers that communicate timely on the customers’ next day traveling plan.

B. Stage II: Network-Constrained Transactive Control Modeling

In this study, the principle for applying the network-constrained transactive control application is that the DSO needs to check whether the charging schedule of aggregators will result in network operation violations. If there is a violation, a congestion price will be generated by the price coordinator to reflect the violations. Otherwise, the power schedule of aggregators will be accepted by the DSO.

To start the modeling of the control method, we propose a flexibility cost function that represents the cost of the power preference difference of aggregators in each time slot \( i \) per bus \( l \),

\[
\mu_k = \zeta_k(\bar{P}_{k,i,l}).
\]

To facilitate the understanding, we assume

\[
\mu_k = C_{k,i,l}(\bar{P}_{k,i,l} - P_{k,i,l}^E)^2,
\]

subject to

\[
\sum_{i=1}^{N_B} P_{k,i,l} \cdot \gamma_i = \sum_{j=0}^{(SOC_{Max,j} - SOC_{0,j})} E_{cap,j}.
\]

where \( k, i, l \) remain the same with the above notation, \( \bar{P}_{k,i,l} \) denotes the optimization variable, \( P_{k,i,l}^E \) is the optimized power schedule shown in (2), \( C_{k,i,l} \) means the weighting factor which is associated with the power difference, the larger \( C_{k,i,l} \) means smaller difference preferred since the objective is to reduce the power shifting. The constraint in (3) means the individual EV energy requirements should always be fulfilled. The flexibility cost function \( \mu_k \) intends to penalize the deviation from its originally optimized schedule \( P_{k,i,l}^E \).

For the DSO, the objective is to track and regulate the power schedule from aggregators with respect to the operational constraints such as the transformer thermal capacity and the voltage limitations and to minimize the network losses:

\[
\min \ a \cdot \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \left( P_{\text{trans}}(i,l) - \sum_{k=1}^{N_F} P_{k,i,l}^E \right)^2 + b \cdot P_{\text{loss}}
\]

subject to

\[
\sum_{k=1}^{N_F} P_{\text{trans}}(i,l) \leq P_{\text{Max}}^\text{trans}(i),
\]

\[
U_0(i,l) + \Delta U(i,l) \geq U_{\text{Min}}(i,l)
\]

where

- \( a, b \) Weighting factors.
- \( P_0 \) Conventional load profiles.
- \( P_{\text{trans}}(i,l) \) Optimization variable and its physical meaning is the desirable power of DSO for EVs charging, exclude the base load profile.
- \( n_F \) Number of aggregators which has EVs attached in bus \( l \).
- \( A \) Full bus incidence matrix, \( N_B \times N_{\text{Line}} \), associated to the reference direction of branches. If bus \( m \) is the initial node of branch \([m, n]\), \( A(m, n) = 1 \), else \( A(m, n) = -1 \). Note the matrix is not necessary a square matrix.
- \( N_{\text{Line}} \) Number of branches.
- \( P_{\text{Max}}^\text{trans} \) Power transformer capacity for all the aggregators, for example, it can be estimated by the DSO after deducting the conventional loads.

\[
P_{\text{loss}} = \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \left( \frac{P_{\text{line}}^2(i,l) + Q_{\text{line}}^2(i,l)}{2} \right) R_l
\]

\[
P_{\text{line}}(i,l) = (A \cdot A^T)^{-1} \cdot A \cdot (P_0(i,l) + P_{\text{trans}}(i,l))
\]

where \( P_{\text{loss}} = \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \left( \frac{P_{\text{line}}^2(i,l) + Q_{\text{line}}^2(i,l)}{2} \right) R_l \) can be approximated as \( P_{\text{loss}} = \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \frac{P_{\text{line}}^2(i,l)}{2} R_l \), since Q is usually small in low voltage network, and as long as the voltage is close to nominal. \( U(i,l) \) is calculated from the following simplified equation [20], [21]

\[
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} = \begin{bmatrix}
\frac{\partial P}{\partial \Theta} & \frac{\partial P}{\partial U} \\
\frac{\partial Q}{\partial \Theta} & \frac{\partial Q}{\partial U}
\end{bmatrix}
\begin{bmatrix}
\Delta \Theta \\
\Delta U
\end{bmatrix}
\]

Denote \( J \) the load flow Jacobian from the last iteration,

\[
J = \begin{bmatrix}
\frac{\partial P}{\partial \Theta} & \frac{\partial P}{\partial U} \\
\frac{\partial Q}{\partial \Theta} & \frac{\partial Q}{\partial U}
\end{bmatrix}
\]

then the voltage increment can be calculated by the injection increment times the reverse of the Jacobian, as shown below,

\[
\begin{bmatrix}
\Delta \Theta(i,l) \\
\Delta U(i,l)
\end{bmatrix} = J^{-1} \begin{bmatrix}
\Delta P(i,l) \\
\Delta Q(i,l)
\end{bmatrix}
\]

Here, we assume the reactive power injection increment is zero. \( \Theta \) means voltage angle and it is not considered in the study.
Thus we have
\[
\Delta U(i, l) = J_{21}^{-1} \cdot P_{\text{trans}}(i, l).
\]
(6)
where \( J_{21}^{-1} \) means only a submatrix of \( J^{-1} \) is used.

From a social fairness point of view, it is desirable to minimize the cost to the aggregator as well as minimizing the power losses and mitigating the impact on the distribution system operator.
The social welfare maximization is mathematically formulated as follows:
\[
\min \sum_{k=1}^{N_F} \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} C_{k,i,l}(\tilde{P}_{k,i,l} - P_{\text{trans}}(i, l))^2 \\
+ a \cdot \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} (P_{\text{trans}}(i, l) - \sum_{k=1}^{n_F} P_{k,i,l})^2 + b \cdot P_{\text{loss}}
\]
subject to
\[
\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} = P_{\text{trans}}(i, l), i = 1, ..., N_T,
\]
\[
\sum_{k=1}^{N_T} \tilde{P}_{k,i,l} \cdot t_i = \sum_{j=1}^{N_F} (SOC_{\text{cap},j} - SOC_{\text{cap},0,j}) : E_{\text{cap},j},
\]
\[
\sum_{i=1}^{N_T} P_{\text{trans}}(i, l) \leq P_{\text{trans}}^{\text{Max}}(i),
\]
\[
U_0 + \Delta U \geq U_{\text{Min}},
\]
(7)
where the optimization variables of this optimization problem are \( \tilde{P}_{k,i,l} \) and \( P_{\text{trans}}(i, l) \). The first constraint of (7) implies that the sum of the new optimal power of aggregators should be equal to the new optimal power of the DSO. Let \( \lambda(i, l) \) denote the Lagrange multiplier corresponding to the first constraint of (7), and keep the rest of the constraints implicit, so the Lagrangian function for (7) is
\[
L(\lambda(i, l), \tilde{P}_{k,i,l}, P_{\text{trans}}(i, l)) = \\
\sum_{k=1}^{N_F} \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} C_{k,i,l}(\tilde{P}_{k,i,l} - P_{\text{trans}}(i, l))^2 \\
+ a \cdot \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} (P_{\text{trans}}(i, l) - \sum_{k=1}^{n_F} P_{k,i,l})^2 + b \cdot P_{\text{loss}}
+ \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \lambda(i, l) \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right)
\]
(8)
where the optimization variables of optimization problem (8) are \( \lambda(i, l), \tilde{P}_{k,i,l} \) and \( P_{\text{trans}}(i, l) \).

### C. Stage II: Network-Constrained Transactive Control Implementation

In order to solve the optimization problem (8), this section applies a distributed computing algorithm which has been applied in several studies [22], [23]. The Lagrangian minimization can be solved by subgradient methods [24] which usually require multiple iterations or information exchange. In the iteration, the minimization problems are seen to be decomposable to the DSO and to the aggregators. Specifically, the subgradient method consists of the following iterations, indexed by \( \omega \) and initialized with arbitrary \( \lambda_0(i, l) \geq 0 \):

1) aggregator minimization at step \( \omega \)
\[
\min \left( \sum_{k=1}^{N_F} \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} P_{\text{trans}}(i, l) \cdot (\tilde{P}_{k,i,l} - P_{\text{trans}}(i, l))^2 + \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \lambda(i, l) \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right) \right)
\]
\[
\text{s.t. } \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \lambda(i, l) \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right) = \sum_{j=1}^{N_F} (SOC_{\text{cap},j} - SOC_{\text{cap},0,j}) \cdot E_{\text{cap},j}
\]
(9)

To solve problem (9) and obtain the value of optimization variable \( \tilde{P}_{k,i,l} \) we use CVX, a package for specifying and solving convex programs [25], [26].

2) DSO minimization at step \( \omega \)
\[
\min \left( \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} P_{\text{trans}}(i, l) \cdot (\tilde{P}_{k,i,l} - P_{\text{trans}}(i, l))^2 + \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \lambda(i, l) \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right) \right)
\]
\[
\text{s.t. } \sum_{i=1}^{N_T} \sum_{l=1}^{N_B} \lambda(i, l) \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right) = \sum_{j=1}^{N_F} (SOC_{\text{cap},j} - SOC_{\text{cap},0,j}) \cdot E_{\text{cap},j}
\]
(10)

To solve problem (10) and get the value of optimization variable \( P_{\text{trans}}(i, l) \), we use CVX and MATPOWER, a MATLAB power system simulation package.

3) Price coordinator: lagrangian multiplier updating for step \( \omega + 1 \)
\[
\lambda_{\omega+1}(i, l) = \lambda_{\omega}(i, l) + \alpha_{\omega} \cdot \left(\sum_{k=1}^{n_F} \tilde{P}_{k,i,l} - P_{\text{trans}}(i, l)\right)
\]
(11)
where \( \omega \) is the index for the iterations, \( \tilde{P}_{k,i,l} \) is the solution of (9), \( P_{\text{trans}}(i, l) \) is the solution of (10), \( \alpha_{\omega} \in \mathbb{R} \) denotes the step size and can be chosen as \( \alpha_{\omega} = \alpha \) which is a positive constant and with the choice, the convergence is guaranteed [24]. Note that \( \lambda \) is converged at each bus in each time slot. A simple step size is chosen here to update the \( \lambda \), but as discussed in [24], some heuristic approaches can be performed to improve the convergence speed.

### IV. CASE STUDY

#### A. Case Specification

1) EV charging parameters: Two EV penetration levels are studied, i.e., the 50% EV level and the 100% EV level. All the EVs are affiliated to either aggregator 1 (Agg.1) or aggregator 2 (Agg.2). The number of the EVs operated by Agg.1 and Agg.2
is 18 and 36 in each level, respectively. The scheduling period considered in this case is from 16.00 to 06.00 and a 15-min interval is used. The hourly predicted day-ahead market price from 16.00 to 06.00 is assumed to be known to the aggregator and the price $^2$ is shown in Fig. 3, the price will be used in stage I for generating EV charging schedule.

For other parameters in EV charging:

1. Battery capacity $E_{\text{cap}}$ is set to 24 kWh
2. $SOC_o$ is set to 0.2 of the battery capacity
3. $SOC_{\text{max}}$ is set to 100% of the battery capacity
4. Maximum charging power is limited to 3.7 kW which fits with the Danish case (16 A, 230 V connection).

2) Distribution network and control parameters: A representative Danish distribution grid is illustrated in Fig. 4 where 72 households are connected to the feeders: 51 households are attached to the left branch and 21 households are located on the right side of the network. For the parameters used in the network-constrained transactive control, a time series base load is assumed to be known by the distribution system operators. With the base load, the DSO can calculate the base voltage, i.e., the $U_0$ in (4) per bus. In all time slots, the power transformer capacity allocated to the two EV aggregators is 120 kW in both EV penetration cases, the minimum voltage $U_{\text{Min}}$ per bus is assumed to be 0.905 p.u. for the 50% EV penetration case and 0.88 p.u. for the 100% EV penetration case. Note the 0.905 p.u. and 0.88 p.u. are given empirically, for the 100% EV penetration case, the EV charging power is very high for the distribution network, but the method still converges for the relaxed voltage constraint. In reality, the minimal voltage 0.88 p.u. is not recommended, here it is mainly used for presenting the effectiveness of the proposed control method, even under the 100% EV penetration case. The initial Lagrangian multipliers are assumed to be zero per bus in all the time slots and are updated per iteration to the aggregators and the DSO. The weighting factor rate $C_{1,i,l}$ and $C_{2,i,l}$ is set to 0.5 and 0.1, respectively. A constant stepsize ($\alpha_w = 0.1$) is chosen for the Lagrangian multiplier update. The value of $a$ and $b$ is 0.1 and 300, respectively.

Note the values of $a$ and $b$ can influence the performance of both DSO and aggregators. Therefore, the values must be tuned properly when use in real. Technically, the value of $a$ and $b$ is chosen based on empirical study in this work and the principle is to make the optimum of different actors (DSO and aggregators) have the same order of magnitude. Economically, the values should be agreed based on negotiation between the DSO and the aggregators, since it will influence the cost of aggregators and DSO. It is noted there is work remaining on this matter, and how exactly the process should be will be investigated in further research effort.

B. Simulation Scenarios

With the provided parameters of the EVs, $Agg.1$ and $Agg.2$ calculate their optimal schedules according to (1). The power schedule of the EVs is firstly allocated in the time period 45 to 48 because of the lower electricity price, i.e., 02:00 to 03:00 AM, thus this hour is used for illustrating the control performance.

The sum of the power in these time periods is higher than the allocated power transformer’s capacity. To illustrate the effectiveness of the network-constrained transactive control and to examine the effect of adding power loss objective function as well as voltage constraints in (4), three scenarios are considered here:

1) Scenario 1: Basic network-constrained transactive control. In this scenario, only congestion is considered, the

$^2$The electricity price assumed here is drawn from the real electricity price from NordPool spot market (http://www.nordpoolspot.com/)

Fig. 3. Electricity energy price, an example from NordPool.

Fig. 4. A representative Danish distribution network with EV connected. We use two sets of parentheses inside the block under each bus index to show the EVs that are connected to the bus. The left set of parentheses represents $Agg.1$’s EV information and the right one shows $Agg.2$’s EV information. In each set of parentheses, the number of the EVs assigned to the two EV penetration levels is indicated (left for 50% EV penetration case, right for 100% EV penetration case).
power loss and the voltage constraints are not included in the optimization problems.

2) Scenario 2: Network-constrained transactive control with voltage constraints. In this scenario, the voltage constraints are included on top of scenario 1.

3) Scenario 3: Network-constrained transactive control with voltage constraints and power loss. In this scenario, the power loss objective is included on top of scenario 2.

Note the method does not require a fixed bus location of individual EV; however, in order to compare the differences between these scenarios, we use the same setting for electric vehicles’ locations in the network that is shown in Fig. 4.

C. Simulation Results

1) Scenario 1: Fig. 5(a) shows the simulation result of the 50% EV penetration case where the problem is solved after 29 iterations. It means the DSO and the aggregators reach consensus in terms of power at each bus for all the time slots. The power of the DSO and aggregators is regulated by the shadow prices presented in the upper level of the figure. In the simulation, bus 14 has the lowest voltage and thus the power profile of DSO and aggregators at bus 14 is presented. The figure shows that four electric vehicles are initially scheduled to charge from 02:00 to 03:00 AM. However, to respect the power transformer constraint, the charging power is reduced in this hour and the required additional energy is compensated in other time slots that is not shown here. To demonstrate the changes before and after the control, the charging profile of EVs on bus 14 (including two EVs of Agg.1 and two EVs of Agg.2) is shown in Fig. 6 during the entire scheduling period. In addition, Fig. 5(b) shows the results of the 100% EV penetration case. The congestion price increases in this case because of the higher EV charging power, correspondingly, the converged power of the DSO and the aggregators is less than the one in 50% EV penetration case.

2) Scenario 2: In this scenario, bus voltage constraints are included in the optimization problem. Fig. 7(a) presents the convergence of the power and the congestion price. Compared with Fig. 5(a), the results indicate longer iterations are needed to reach the convergence. Besides, the congestion prices increase a lot to further reduce the power at bus 14 during these four time periods (i.e., 45 to 48) and the purpose is to ensure that the voltage is not violated. Table I presents the voltage comparison calculated from scenario 1 and scenario 2. In each scenario, we calculate the voltage using the loading profiles (base load plus the EVs charging load) before and after the transactive control. It can be seen that the minimum voltage of the distribution network in scenario 2 increases a lot compared with the one in scenario 1, which show the effectiveness of the voltage approximation method in (5) and (6). The minimum voltage is recalculated...
TABLE I
POWER LOSSES AND VOLTAGE BEFORE AND AFTER TRANSACTIVE CONTROL

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Control</th>
<th>Loss (MWh)</th>
<th>Energy (MWh)</th>
<th>Loss ratio</th>
<th>Voltage (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric Vehicle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With 50% Penetration</td>
<td>Before control</td>
<td>0.1384</td>
<td>2.0699</td>
<td>6.51%</td>
<td>0.7675</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1270</td>
<td>2.0611</td>
<td>6.16%</td>
<td>0.8634</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>Before control</td>
<td>0.1348</td>
<td>2.0699</td>
<td>6.51%</td>
<td>0.8548</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1106</td>
<td>2.0435</td>
<td>5.41%</td>
<td>0.9035</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Before control</td>
<td>0.1348</td>
<td>2.0699</td>
<td>6.51%</td>
<td>0.8548</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1096</td>
<td>2.0443</td>
<td>5.36%</td>
<td>0.9036</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Before control</td>
<td>0.1348</td>
<td>2.0699</td>
<td>6.51%</td>
<td>0.8548</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1096</td>
<td>2.0443</td>
<td>5.36%</td>
<td>0.9036</td>
</tr>
<tr>
<td>Electric Vehicle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With 100% Penetration</td>
<td>Before control</td>
<td>0.3086</td>
<td>2.9349</td>
<td>10.51%</td>
<td>0.7675</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1904</td>
<td>2.8150</td>
<td>6.76%</td>
<td>0.8684</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>Before control</td>
<td>0.3086</td>
<td>2.9349</td>
<td>10.51%</td>
<td>0.7675</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1904</td>
<td>2.8150</td>
<td>6.76%</td>
<td>0.8684</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Before control</td>
<td>0.3086</td>
<td>2.9349</td>
<td>10.51%</td>
<td>0.7675</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1904</td>
<td>2.8150</td>
<td>6.76%</td>
<td>0.8684</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Before control</td>
<td>0.3086</td>
<td>2.9349</td>
<td>10.51%</td>
<td>0.7675</td>
</tr>
<tr>
<td></td>
<td>After control</td>
<td>0.1904</td>
<td>2.8150</td>
<td>6.76%</td>
<td>0.8684</td>
</tr>
</tbody>
</table>

Fig. 8. Convergence of \( \lambda (i, l) \) and power of DSO and aggregators at bus 14, \( i = 45, \ldots, 48 \), in scenario 3. Dotted power profile: The sum of Agg.1 and Agg.2; solid power profile: DSO.

TABLE II
COMPARISON OF SCENARIOS SOLVED BY CENTRALIZED CONTROL AND TRANSACTIVE CONTROL

<table>
<thead>
<tr>
<th>EV Penetrations</th>
<th>50% Penetration</th>
<th>100% Penetration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( P_{DSO} )</td>
<td>( P_{Agg} )</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>Central</td>
<td>13.9118</td>
</tr>
<tr>
<td></td>
<td>Transactive</td>
<td>13.9156</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Central</td>
<td>5.8490</td>
</tr>
<tr>
<td></td>
<td>Transactive</td>
<td>5.8457</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Central</td>
<td>5.3661</td>
</tr>
<tr>
<td></td>
<td>Transactive</td>
<td>5.4410</td>
</tr>
</tbody>
</table>

V. DISCUSSION AND CONCLUSIONS

In this study, the bid cost function that EV aggregators used to express their charging flexibility to the price coordinator is quadratic, as discussed in [16], popular utility/cost functions include a linear and quadratic utility function which means the equilibrium prices can usually be found. However, in some situations, the equilibrium may not be identified. In this case, relaxation of the constraints or heuristic methods may be needed. Furthermore, note that the case study is towards EU system where the distribution network is normally planned as three phases, also the approximation of the load flow model though is not exact however the results show the effectiveness. As application of this method to unbalanced distribution system, it
is applicable and in that case the adaption requires introducing lamada, i.e., the shadow price on each phase.

In addition, it is one of the assumptions that there are flexibilities within an EV fleet that can shift the demand over a planning horizon to avoid high market price. For a few inflexible customers, their demands can be handled in the aggregators optimisation model by adding additional constraints for their specific energy charging requirements. If it causes violations of network constraints or higher charging cost, then there should be mechanisms between the aggregators and the customers to handle such issue.

Although the EV is used as an example to illustrate the effectiveness of the proposed method, it is note that the method can also be extended to capture other flexible loads such as heat pumps and storages. In addition, the model can be also demonstrated in a distribution system with high penetration of distributed generator such as wind/solar generators. Under this circumstance, the condition will become complex, such as the distributed generator might bring over-voltage problem, if it is the case, a similar penalized method could be used to manage the power flow of the distributed generators. Moreover, it is envisioned that, if distributed generations have contracts with the aggregator, the distributed generator and the flexible loads should be jointly optimally operated by the aggregator, then the DSO only interacts with the aggregators based on the net-power (generation minus consumption) of the aggregator.

To sum up, this paper develops a network-constrained transactive control method and applies it specifically for integrating electric vehicles into power distribution systems. The proposed modeling method covers multiple time periods, which extends the application of transactive control that has been reported in previous studies. The extensions make the transactive control technique fit better with the normal operation of power system operators since ‘schedule and control’ is a typical approach used by the system operators. Furthermore, the proposed method considers the energy inter-temporal characteristics of electric vehicles, i.e., the dynamics of electric vehicle charging. By using the proposed transactive control method, the system operator can ensure a safe operation of the network and the aggregators can optimize the electric vehicles’ charging schedules.

The merit of the work is that it represents a decentralized operation instead of a centralized dispatch, as for centralized mechanism, there would be questions like computational requirements issue, privacy issue? Such questions are addressed and eliminated through transactive control, as each actors keep their operational cost functions and only communicate the solutions with the price coordinator through a negotiation mechanism.
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