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Abstract—Fermentation is a widely used process in production of many foods, beverages, and pharmaceuticals. The main goal of the control system is to maximize profit of the fermentation process, and thus this is also the main goal of this paper. We present a simple dynamic model for a fermentation process and demonstrate its usefulness in economic optimization. The model is formulated as an index-1 differential algebraic equation (DAE), which guarantees conservation of mass and energy in discrete form. The optimization is based on recent advances within Economic Nonlinear Model Predictive Control (E-NMPC), and also utilizes the index-1 DAE model. The E-NMPC uses the single-shooting method and the adjoint method for computation of the optimization gradients. The process constraints are relaxed to soft-constraints on the outputs. Finally we derive the analytical solution to the economic optimization problem and compare it with the numerically determined solution.

I. INTRODUCTION

Maximizing profit has been and will always be the primary purpose of optimal process operation. Within conventional process control, the economic optimization considerations of a plant are usually indirectly addressed or addressed in a separate real-time optimization (RTO) layer that performs a steady-state economic optimization of the process variables [1]. Recent advances have focused on optimizing the higher-level objectives, such as economics, directly in the process control layer. Model Predictive Control (MPC) has for long time been the preferred framework in both industry and academia because of its flexibility, performance and ability to handle constraints on the inputs as well as the states [2]. Many researchers have also proposed nonlinear MPC which handles nonlinear systems and constraints. Much research has, therefore, been focused on extending the MPC framework to also handle optimization of process economics. The idea of optimizing economics directly has been reported in many works [1], [3]–[5]. Research has also been performed on stability theory, showing that limit cycles may arise because these are economically favourable [6].

The use of fermentation in industry is widely used, and the ability to control a fermentation process at its optimal state is of considerable interest to many fermentation industries. Optimal control reduces the production costs and increases yield while maintaining proper quality of the product. Optimal open-loop time profiles of the feed rates are well known and used, but these solutions depend heavily upon uncertainties in the initial conditions and system parameters which can lead to large errors and thereby profit loss [7], [8]. Therefore, it is advantageous to develop a closed-loop optimization scheme which attenuates uncertainties and is independent of the initial conditions [8].

In this work we address the issue of optimizing the economics directly in the controller. We present a simple fermenter example to demonstrate our results and show the applicability of E-NMPC in a tutorial fashion. The example is simple enough for us to derive the exact solution to the control problem, and thus compare the achieved performance of the discrete nonlinear controller with the analytical solution. We aim at developing an economic nonlinear MPC which optimizes the closed loop performance with respect to an economic objective function for a nonlinear system. We compute the gradients of the optimization problem using the single-shooting method to reduce the computational load. The controller handles both input and (soft) output constraints. The design of the MPC is based on receding horizon control. It is easy to implement and can also easily be used for control of other nonlinear processes to maximize the profit of operation.

We introduce a fermentation model that is based on engineering first principles. It describes the fermentation process as illustrated in Figure 1. The model is partly taken from [9] and describes the fermentation of single cell proteins using Methylococcus Capsulatus. The model is simplified in order to only render the fundamental properties of fermentation. The model describes the hold-up, the biomass concentration and the substrate concentration in a well stirred tank, as a
function of water- and substrate-inlets.

The paper is organized as follows: In Section II we set-up the control problem including discretization and derivation of the gradients of the optimization problem. In Section III we present the fermentation model. Section IV contains the derivation of the analytical solution to the control problem. In Section V we present simulation studies to show the benefit of optimizing the fermenter operation compared to the analytical solution. Conclusions are given in Section VI.

II. OPTIMIZATION OF DYNAMICAL SYSTEMS

In this paper, we consider systems of differential equations in the form

\[
\frac{d}{dt}g(x(t)) = f(x(t), u(t), d(t)) \quad t \in [t_0, t_f]
\]

(1)

where \( x(t_0) = x_0 \). The form is natural for a large number of systems in process engineering, petroleum engineering, electrical engineering and mechanical engineering. This system representation is also natural for modelling fermenter dynamics. The state function \( g(x(t)) \) typically represents mass, energy and momentum and \( x(t) \) represents the states. The differential equation may also be represented as the index-1 differential equations

\[
\begin{align}
\frac{d}{dt}h(t) &= f(x(t), u(t), d(t)) \quad x(t_0) = x_0 \\
h(t) &= g(x(t)) \quad h(t_0) = g(x_0)
\end{align}
\]

(2)

There are no numerical difference in these two representations. Assuming \( dg/dt \) is non-singular, we can rewrite and get

\[
\frac{d}{dt}x(t) = \left( \frac{dg}{dx}(x(t)) \right)^{-1} f(x(t), u(t), d(t)) \quad x(t_0) = x_0
\]

(3)

which is not numerically equivalent to (2). In particular, the representation in (3) does not guarantee conservation of \( g(x(t)) \), e.g. mass energy and momentum when solved numerically. We will therefore use the representation in (2) when solving the initial value problem of the fermenter model.

The objective function of our optimization is given in Bolza form

\[
\phi = \int_{t_0}^{t_f} l(x(t), u(t), d(t)) dt + \bar{l}(x(t_f))
\]

(4)

where \( l(x(t), u(t), d(t)) \) is the stage cost and \( \bar{l}(x(t_f)) \) is the end cost. In order to optimize the profit of operation, the cost function must represent the cost (or profit) of operating the system in the period \([t_0, t_f]\).

The manipulated variables and states are restricted by the constraints

\[
\begin{align}
c(x(t), u(t)) &\geq 0 \quad t \in [t_0, t_f] \\
\bar{c}(x(t_f)) &\geq 0
\end{align}
\]

(5)

where \( c(x(t), u(t)) \) are the stage constraints and \( \bar{c}(x(t_f)) \) is the end constraint.

The optimal trajectory for the manipulated variables, \( u(t) \), and the states, \( x(t) \), are obtained by solution of the continuous-time constrained optimal control problem in Bolza form

\[
\begin{align}
\min_{[x(t), u(t)]_{t_0}^{t_f}} & \int_{t_0}^{t_f} l(x(t), u(t), d(t)) dt + \bar{l}(x(t_f)) \\
\text{s. t.} & \quad x(t_0) = x_0 \\
& \quad \frac{d}{dt}g(x(t)) = f(x(t), u(t), d(t)), t \in [t_0, t_f] \\
& \quad c(x(t), u(t)) \geq 0, t \in [t_0, t_f] \\
& \quad \bar{c}(x(t_f)) \geq 0
\end{align}
\]

(6)

A. Discretization

The continuous-time constrained optimal control problem is infinite-dimensional. To solve it numerically it must be approximated by a finite-dimensional optimal control problem. The manipulated variables are made finite-dimensional by approximating the input profile by a piecewise constant profile

\[
u(t) = u_k \\
t_k \leq t < t_{k+1} \\
k \in \mathcal{K}
\]

(7)

with this discretization, the dynamics may be represented as

\[
\begin{align}
\frac{d}{dt}g(x(t)) &= f(x(t), u_k, d_k), \\
&t_k \leq t \leq t_{k+1}
\end{align}
\]

(8)

for \( \mathcal{K} = 0, 1, ..., N - 1 \) where \( x(t_k) = x_k \). The numerical solution to (8) can be determined by using a simple Forward Euler method. We write it in the residual form

\[
R_k(x_k, x_{k+1}, u_k, d_k) = g(x_{k+1}) - g(x_k) - \Delta t_k f(x_k, u_k, d_k) = 0
\]

The discretization of \( u(t) \) implies the objective function

\[
\sum_{k=0}^{N-1} L_k(x_k, u_k, d_k) + L_N(x_N)
\]

(9)

where we also use Forward Euler for discretization and get

\[
\begin{align}
L_k(x_k, u_k, d_k) &= \Delta t_k l(x_k, u_k, d_k) \\
L_N(x_N) &= \bar{l}(x(t_f))
\end{align}
\]

(10)

(11)

The path constraints are relaxed to point constraints

\[
\begin{align}
C_k(x_k, u_k) &= c_k(x(t_k), u(t_k)) \geq 0 \\
C_N(x_N) &= \bar{c}(x(t_f)) \geq 0
\end{align}
\]

(12)

(13)

Consequently, the continuous time constrained optimal control problem in (6) is approximated by the following discrete time constrained optimal control problem

\[
\begin{align}
\min_{\{x_k\}_{k=0}^{N-1}, \{u_k\}_{k=0}^{N-1}} & \phi = \sum_{k=0}^{N-1} L_k(x_k, u_k, d_k) + L_N(x_N) \\
\text{s. t.} & \quad x_0 = x_0 \\
& \quad R_k(x_k, x_{k+1}, u_k, d_k) = 0, k \in \mathcal{K} \\
& \quad C_k(x_k, u_k) \geq 0, k \in \mathcal{K} \\
& \quad C_N(x_N) \geq 0
\end{align}
\]

(14)
B. Single-Shooting Optimization

The discrete-time finite-dimensional optimal control problem may be solved using single-shooting (control vector parametrization) [10], multiple shooting [11], [12], or the simultaneous method [13]. In these methods, a sequential quadratic programming (SQP) algorithm is typically used for the optimization. Gradient computation is straightforward in the simultaneous method, while either forward sensitivity computation or the adjoint method [14] is used by the single-shooting and the multiple-shooting methods.

We solve the optimization problem in (14) by the single-shooting method (also called vector parametrization, CVP). In this method the system dynamics (14c) are used to eliminate the state variables and express the objective and constraint function as function of the manipulated variables and initial state only. Given the manipulated inputs, \( \{u_k\}_{k=0}^{N-1} \), the initial value, \( x_0 \), and the requirement, that the system dynamics are observable, the objective function may be expressed as

\[
\Psi = \Psi(\{u_k\}_{k=0}^{N-1}; x_0) = \{ \phi = \sum_{k=0}^{N-1} L_k(x_k, u_k, d_k) + l_N(x_N) : \]

\[
x_0 = \bar{x}_0, \quad R_k(x_k, x_{k+1}, u_k, d_k) = 0, k \in K \}
\]

Similarly, the constraint functions may be parametrized

\[
\chi_k = \chi_k(\{u_j\}_{j=0}^k; x_0) = \{ \]

\[
C_k(x_k, u_k) : \]

\[
x_0 = \bar{x}_0, \quad R_j(x_j, x_{j+1}, u_j, d_j) = 0, j \in K \}
\]

\[
\chi_N = \chi_N(\{u_j\}_{j=0}^{N-1}; x_0) = \{ C_N(x_N) : \]

\[
x_0 = \bar{x}_0, \quad R_j(x_j, x_{j+1}, u_j, d_j) = 0, j \in K \}
\]

Using (15)-(17), the discrete-time constraint optimal control problem may be expressed as

\[
\min_{\{u_k\}_{k=0}^{N-1}} \Psi(\{u_k\}_{k=0}^{N-1}; x_0)
\]

\[
s. t. \]

\[
\chi_k(\{u_j\}_{j=0}^k; x_0) \geq 0, k \in K \]

\[
\chi_N(\{u_j\}_{j=0}^{N-1}; x_0) \geq 0
\]

where \( K = 0, 1, ..., N - 1 \). It is a nonlinear optimization problem which is solved by using sequential quadratic programming (SQP). In each iteration a convex quadratic problem is solved for which evaluation of \( \Psi \), \( \nabla \Psi \), \( \chi_k \), \( \chi_N \) and \( \nabla \chi_k, \nabla \chi_N \) of the nonlinear problem has to be determined. \( \Psi \) and \( \chi \) are computed directly from (15) and (16) while \( \nabla \Psi \) and \( \nabla \chi \) is computed using the adjoint method. The system states in the optimization problem are dependent on the manipulated variables, in such a way that past changes have an influence on all the subsequent states. This means that the gradients have to be determined in each iteration. The adjoint method is an efficient method for computation of these gradients.

The algorithm for the adjoint method is presented in Algorithm 1 and 2.

**Algorithm 1** Adjoint method for \( \nabla u_k \Psi(\{u_k\}_{k=0}^{N-1}; x_0) \)

\[
\text{for } k = N-1 \text{ to } 1 \text{ do}
\]

Compute \( \nabla u_k \Psi = \nabla u_k L_k - \nabla u_k R_k \lambda_{k+1} \)

Solve for \( \lambda_k \) in \( \nabla x_k R_{k-1} \lambda_k = \nabla x_k L_k - \nabla x_k R_k \lambda_{k+1} \)

**end for**

Compute \( \nabla u_0 \Psi = \nabla u_0 L_0 - \nabla u_0 R_0 \lambda_1 \)

As we use the Forward Euler method the derivatives simply become

\[
\nabla x_k R_k = -\nabla x_k g(x_k) - T_s \nabla x_k f(x_k, u_k, d_k)
\]

\[
\nabla x_k R_{k-1} = \nabla x_k g(x_k)
\]

\[
\nabla u_k R_k = -T_s \nabla u_k f(x_k, u_k, d_k)
\]

and the derivatives for the cost function become

\[
\nabla x_k L_k = T_s \nabla x_k l_k
\]

\[
\nabla u_k L_k = T_s \nabla u_k l_k
\]

To solve the problem, we use Matlab’s fmincon with an SQP algorithm. A local optimum is reported if the KKT conditions are satisfied with relative and absolute tolerance of \( 10^{-9} \). A non-optimal solution is returned if the relative cost function or step size changes less than \( 10^{-9} \). The sample time of the NMPC is \( T_s = 0.20 \) hours.

C. **Soft Constraints**

When both inputs and states are subject to constraints, the solution may become infeasible. For example when disturbances, which cannot be rejected within the given constraints, hits the system. A method for dealing with infeasibility is to introduce so-called soft-constraints. The constraints are softened by using slack variables with the \( l_2 - l_1 \) penalty function

\[
\phi_s = \sum_{k=0}^{N-1} \left( \frac{1}{2} s_k^T S_w s_k + s_k \text{diag}(S_w) \right)
\]

with \( s \geq 0 \) and (14d) are relaxed to \( C_k(x_k, u_k) - s_k \geq 0 \). The optimizer will then find a solution which minimises the original cost function (14) while keeping the constraint
where the specific growth rate is governed and gives streams and the fermenter content. The mass balances for the biomass and the substrate are also governed and gives

\[ \text{Symbol} \quad \text{Value} \quad \text{Unit} \]

\[
\begin{align*}
\gamma_S & = 1.777 \quad \text{kg substrate/kg biomass} \\
\mu_{\text{max}} & = 0.37 \quad \text{1/hr} \\
K_S & = 0.021 \quad \text{kg/m}^3 \\
K_I & = 0.38 \quad \text{kg/m}^3
\end{align*}
\]

TABLE I

<table>
<thead>
<tr>
<th>Kinetic parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>γS</td>
</tr>
<tr>
<td>μ_{max}</td>
</tr>
<tr>
<td>K_S</td>
</tr>
<tr>
<td>K_I</td>
</tr>
</tbody>
</table>

violations as small as possible. The constraints can also be handled without the need for slack variables as shown in [12].

### III. Fermentation Model

A mathematical model is needed for the optimal control and economic analysis of the fermentation process. The aim of this study is to provide a model of the Methylococcus Capsulatus fermentation process. The process is sketched in Figure 1.

It is a model with variable volume, substrate and biomass hold-up that are governed by Haldane growth kinetics. The model is deliberately kept simple to illustrate key principles of fermenter operation.

#### A. Constitutive Relations

The biomass growth is limited by substrate. The overall reaction mechanism is

\[ \gamma_S S \rightarrow X \quad (25) \]

The cell growth model is governed by the Haldane expression. The reaction rate can be written as follows

\[ r = \mu C_X \quad (26) \]

where the specific growth rate is

\[ \mu = \frac{\mu_{\text{max}} C_S}{K_S + C_S + C_S^2/K_I} \quad (27) \]

Consequently, the growth of biomass is only limited by the substrate concentration. The production rates of biomass and substrate are

\[ R_X = r, \quad R_S = -\gamma_s r \quad (28) \]

The parameters belonging to the growth of Methylococcus Capsulatus are shown in Table I.

#### B. Conservation equations

A mass balance for the hold-up in the fermenter is governed, assuming constant and identical density of all feed streams and the fermenter content. The mass balances for the biomass and the substrate are also governed and gives

\[ \frac{d}{dt} (\rho V) = \rho F_S + \rho F_w - \rho F \quad (29a) \]

\[ \frac{d}{dt} (VC_X) = -FC_X + R_X V \quad (29b) \]

\[ \frac{d}{dt} (VC_S) = F_S C_{S,\text{in}} - FC_X + R_S V \quad (29c) \]

with \( V(t_0) = V_0, C_X(t_0) = C_{X,0} \) and \( C_S(t_0) = C_{S,0} \). The state functions in the model are the total mass, \( m = \rho V \), the mass of biomass, \( m_X = VC_X \), and the mass of substrate, \( m_S = VC_S \). The state variables of the model are the volume, \( V \), the biomass concentration, \( C_X \), and the substrate concentration, \( C_S \). The manipulated variables are the water inlet flow rate, \( F_w \), the substrate inlet flow rate, \( F_s \), and the outlet flow rate, \( F \). When the fermenter is operated in fed batch mode, the outlet flow rate is zero, i.e. \( F = 0 \).

#### C. Objective function - Profit

The profit of operating the fermenter is given as the value of the produced biomass minus the cost of the used substrate. This profit, in the period \([t_0, t_f] \), may be expressed as

\[ \phi_p = \int_{t_0}^{t_f} (p_X R_X V - p_S F_S C_{S,in}) dt \quad (30) \]

The price of biomass and substrate is 3000$ and 0$ respectively. Often we neglect the price of the substrate, as \( p_X \gg p_S \). The end cost, \( \ell(x(t_f)) \), is equal to zero. Optimal operation of the fermenter seeks to maximize the profit, \( \phi_p \), by manipulating the fermenter inputs within the operation constraints.

#### D. Constraints

The fermentation process is subject to operation restrictions. The manipulated variables are restricted by input constraints

\[ 0 \leq F_x \leq 30 \quad (31) \]

\[ 0 \leq F_w \leq 30 \quad (32) \]

\[ 0 \leq F \leq 60 \quad (33) \]

The outputs, the volume and the concentrations, are restricted by the output constraints

\[ 0 \leq V \leq 60 \quad (34) \]

\[ 0 \leq C_X \leq 0.2 \quad (35) \]

These are relaxed in the computations as shown in (24). The end constraint, \( \ell(x(t_f)) \), is equal to zero.

### IV. Analytical solution

In this section, we develop an analytical solution to the operation of the fermenter described in section III. As the fermenter is initially almost empty, we start up in fed batch mode, and when the tank is filled, it is operated in continuous mode.

We consider operation of the fermenter in a period \([t_0, t_f] \) where \( t_0 \) and \( t_f \) is a large number i.e. \( t_f \to \infty \). In the period \([t_0, t_N] \) the fermenter is operated in fed batch mode and operated in continuous mode when filled in the period \([t_N, t_f] \). The profit of such an operation is, when neglecting the cost of substrate (\( p_X \gg p_S \)) for simplicity,

\[ \phi_p = p_X \int_{t_0}^{t_N} R_X(t)V(t)dt + p_X \int_{t_N}^{t_f} R_X(t)V(t)dt \quad (36) \]
In order to maximize the production and profit, \( R_X(t) \) and \( V(t) \) must be maximized in both periods. From sec. III-A we have

\[
R_X^* = r^* = \mu(C_S^*)C_X^*
\]  

(37)

Thus, the maximal production of biomass is obtained when the biomass and substrate concentrations are kept constant at their optimal values

\[
C_X^* = C_{X,max} \quad t \in [0,t_f]
\]  

(38)

\[
C_S^* = \max \left( \mu(C_S) = \sqrt{K_fK_s} \right) \quad t \in [0,t_f]
\]  

(39)

In this case the production rates, \( R_X \) and \( R_S \), become constant values which attain their maximal values at

\[
R_X^* = r^*, \quad R_S^* = -\gamma_s r^*
\]  

(40)

such that the total profit of the biomass production (36) can be expressed as

\[
\phi_p = p_X R_X^*(V_{max} - V_0) + p_X R_X^* V_{max}(t_f - t_N)
\]  

(41)

A. Fed batch operation

In order to determine the optimal trajectory for the manipulated inputs we set up the model equations, utilizing that the biomass and substrate concentrations are now constant. \( F = 0 \) in fed batch mode and the density \( \rho \) is constant, which reduces the model to

\[
\dot{V}(t) = F_s(t) + F_w(t) \quad V(t_0) = V_0
\]  

(42a)

\[
\dot{V}(t)C_X = R_X V(t) \quad C_X(t_0) = C_X^*
\]  

(42b)

\[
\dot{V}(t)C_S = F_s C_{S,in} + R_S V(t) \quad C_S(t_0) = C_S^*
\]  

(42c)

Substitution of (42a) in (42b) and (42c) yields

\[
\begin{bmatrix}
C_X^* \\
C_S^* - C_{S,in}
\end{bmatrix}
\begin{bmatrix}
C_X^* \\
C_S^* - C_{S,in}
\end{bmatrix}
\begin{bmatrix}
F_s(t) \\
F_w(t)
\end{bmatrix}
= 
\begin{bmatrix}
R_X^* \\
R_S^*
\end{bmatrix}
V(t)
\]  

(43)

Solving for \( \left[ F_s(t) \quad F_w(t) \right]^T \) we get

\[
\begin{bmatrix}
F_s(t) \\
F_w(t)
\end{bmatrix}
= 
\begin{bmatrix}
\frac{C_X^* R_X^*}{C_{S,in} C_X^* - C_{S,in} C_S^*} - \frac{R_S^*}{C_{S,in} C_S^*} \\
- \frac{R_X^*}{C_{S,in} C_S^*} + \frac{R_S^*}{C_{S,in} C_S^*}
\end{bmatrix}
V(t)
\]  

(44)

As we have restricted \( F_w \) to be greater than zero we require

\[
R_X^* (C_S^* - C_{S,in}) \leq R_S^* C_X^* \Rightarrow C_{S,in} \geq C_S^* + \gamma_s C_X^*
\]  

(45)

As the volume in the fermenter is given by the simple differential equation in (29a), we can now construct the trajectory of the states and the inputs in fed batch operation. The equation becomes

\[
\frac{d}{dt} V = F_s + F_w = \frac{R_X^*}{C_X^*} V(t) \quad V(t_0) = V_0
\]  

(47)

Leading to the state evolution

\[
V(t) = V_0 \exp \left( \frac{R_X^*}{C_X^*} \right) t
\]  

(48)

and the time, \( t_N \), where the fermenter is filled, \( V(t_N) = V_{max} \)

\[
t_N = \frac{C_X^* \log \left( \frac{V_{max}}{V_0} \right)}{R_X^*}
\]  

(49)

Consequently, the optimal operation of the inputs are given by substituting (48) into (44) and the switch to continuous operation is given in (49).

B. Continuous operation

During continuous operation, the production is optimized by letting the state assume its optimal values

\[
V^*(t) = V^* = V_{max} \quad t \in [t_N, t_f]
\]  

(50)

\[
C_X^*(t) = C_X^* = C_{X,max} \quad t \in [t_N, t_f]
\]  

(51)

\[
C_S^*(t) = C_S^* = \sqrt{K_f K_s} \quad t \in [t_N, t_f]
\]  

(52)

Solving for \( \left[ F_s(t) \quad F_w(t) \quad F(t) \right]^T \) in (29) utilizing the above we get the optimal input trajectory

\[
\begin{bmatrix}
F_s^*(t) \\
F_w^*(t) \\
F^*(t)
\end{bmatrix} = 
\begin{bmatrix}
\frac{C_X^* R_X^*}{C_{S,in} C_X^* - C_{S,in} C_S^*} - \frac{R_S^*}{C_{S,in} C_S^*} \\
- \frac{R_X^*}{C_{S,in} C_S^*} + \frac{R_S^*}{C_{S,in} C_S^*}
\end{bmatrix}
V^*
\]  

(53)

As the volume, biomass and substrate concentration in the fermenter are measured, we can now construct the optimal inputs for continuous operation.

V. RESULTS

We illustrate the applicability of the E-NMPC by considering a combined simulation, in which the fermenter is started in fed batch mode and then goes into continuous mode when it is full. The analytical solution and simulated states, inputs and the value of the objective function to the fermenter are shown in Figure 2, 3 and 4 respectively.

A. Fed batch operation

The fermenter is started in fed batch mode. We, first of all, notice that the controller is able to control the system to the optimal state when comparing with the analytical solution. Furthermore, the volume of the fermenter increases exponentially. The NMPC uses a simple Forward Euler method with constant step size for state prediction, and we, therefore, see a small offset arise in the substrate and biomass concentrations while the volume increases. A reduced sample time will decrease the deviation from the analytical solution. On the other hand, the deviation do not lead to a significant loss of profit. The violations of the constraints are small and by any practical means do not pose a problem.

B. Continuous operation

Continuous mode is reached when production is continued after the fermenter is filled. Again we note that the correct optimal solution is found compared to the analytical solution. The before mentioned small offset in the substrate and biomass concentrations have vanished due to the constant hold-up. Only small numerical errors on the NMPC solution arise. These errors are due to the Forward Euler method, but are also negligible.
In this paper, we have derived and demonstrated an economically optimizing nonlinear model predictive controller (NMPC) for a fermentation process. The performance of the controller is by any practical means deemed identical to the analytical solution. Only minor economic loss was observed due to the Forward Euler state integration method. A model for the fermentation process of single cell proteins, using Methylococcus Capsulatus, was stated and used directly in the control algorithm. The process was studied under feedback control using the proposed controller in a reseeding horizon setup. The performance of the closed-loop system was studied in fed batch and continuous operation. We have presented a thorough description of the NMPC algorithm and a fermentation example, which can be used in a tutorial fashion.

VI. CONCLUSION

In this paper, we have derived and demonstrated an economically optimizing nonlinear model predictive controller (NMPC) for a fermentation process. The performance of the controller is by any practical means deemed identical to the analytical solution. Only minor economic loss was observed due to the Forward Euler state integration method. A model for the fermentation process of single cell proteins, using Methylococcus Capsulatus, was stated and used directly in the control algorithm. The process was studied under feedback control using the proposed controller in a reseeding horizon setup. The performance of the closed-loop system was studied in fed batch and continuous operation. We have presented a thorough description of the NMPC algorithm and a fermentation example, which can be used in a tutorial fashion.

REFERENCES