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Abstract—A method for rapid measurement of intensities ($I_{ppta}$), mechanical index (MI), and probe surface temperature for any ultrasound scanning sequence is presented. It uses the scanner’s sampling capability to give an accurate measurement of the whole imaging sequence for all emissions to yield the true distributions. The method is several orders of magnitude faster than approaches using an oscilloscope, and it also facilitates validating the emitted pressure field and the scanner’s emission sequence software. It has been implemented using the experimental SARUS scanner and the Onda AIMS III intensity measurement system (Onda Corporation, Sunnyvale, CA, USA). Four different sequences have been measured: a fixed focus emission, a duplex sequence containing B-mode and flow emissions, a vector flow sequence with B-mode and flow emissions in 17 directions, and finally a synthetic aperture (SA) duplex flow sequence. A BK8820e (BK Medical, Herlev, Denmark) convex array probe is used for the first three sequences and a BK8670 linear array probe for the SA sequence. The method is shown to give the same intensity values within 0.24% of the AIMS III Sonix 5.0 (Onda Corporation, Sunnyvale, CA, USA) commercial intensity measurement program. The approach can measure and store data for a full imaging sequence in 3.8 to 8.2 s per spatial position. Based on $I_{ppta}$, MI, and probe surface temperature, the method gives the ability to determine whether a sequence is within US FDA limits, or alternatively indicate how to scale it to be within limits.

I. INTRODUCTION

The US FDA stipulates that intensity levels, mechanical index (MI), and transducer heating have to be measured before studies can be conducted on humans [1]. The guidance document by the US FDA explains the method for obtaining US FDA approval including which standard to use for measurements. These are described in the NEMA UD-2 and UD-3 documents as well as the IEC 60601-2-37, IEC 62127-1, and IEC 62359 standards [2], [3], [4], [5], [6]. The standards describe in detail how to conduct measurements and derive the necessary indices. These measurements are often a huge task for manufacturers to conduct, as MI and especially intensities depend intimately on the scan setup in terms of focusing depth, elements used, apodization, excitation voltages, transducer, and the imaging sequence, which all have to be taken into consideration. It is increasingly also becoming an issue for research groups, where new advanced imaging sequences and schemes are being developed and ultimately have to be tested on human volunteers and patients. These imaging sequences also have to abide by the same rules as the commercial implementations.

Ultrasound sequences often have hundreds of emission each with different properties. Each emission should ideally be mapped out for all space and intensity levels calculated for the given pulse repetition frequency ($f_{prf}$). Modern ultrasound systems can emit with low F-numbers between 1 and 5. This leads to transmit pressure distributions that changes energy significantly within distances of 1-5 wavelengths. The sampling grid therefore has to be dense to capture peaks, which results in long measurement times. Modern sequences can also include spherical waves for synthetic aperture imaging [7] or plane waves [8]. This can include several sources spread out over the aperture or angulation of the plane waves, which distributes the emitted energy over a large area. Long duration signals can also be needed to sample, due to employment of coded imaging [9], [10].

Current intensity measurement systems are oscilloscope based and can often only cope with transmission in one direction at a time, as the oscilloscope does not have information about the imaging mode. This would require that the hydrophone sampling device has full knowledge of the imaging sequence and have the right synchronization signals for start of a new frame and start of a new emissions. In e.g. triplex imaging this can be quite complicated as B-mode, color flow map (CFM) and spectral velocity emissions are interleaved. The sequences are sometimes also very long covering several B-mode images in the CFM sequence. This requires careful synchronization and detailed knowledge of the sequence, which changes as a function of imaging depth and focusing. The sequence, thus, has to be split into the individual emissions and then combined again during intensity calculation, if such a synchronization is not available. Measurement of a single response takes 1-2 seconds due to the hydrophone movement and averaging, and covering a large area for many different emissions can therefore take hours or days for all permutations. The procedure has to be performed for all transducers, setups, and imaging modes. This is very time consuming, and the remedy is often to select only the most important emissions in a sequence and then measure them. These measurements are then applied to others emissions in the sequence. This can be error prone, and often a safety factor has to be imposed to guarantee levels below FDA limits. Such an approach can limit the maximum penetration depth, or adversely affect the quality of velocity estimates, due
to the poorer signal-to-noise ratio from limiting the emitted energy.

In a research environment this can also be difficult to use consistently for advanced synthetic aperture or plane wave emissions, as all transmitted waves contribute significantly to the overall intensity level. A major source of potential error is also that the scanner has to be reconfigured to single emissions rather than running the actual sequence. This is especially a concern in a research environment, where the resources for implementation and validation of such a scheme are limited.

A method for solving these problems is suggested here, which reduces the measurement time and increases assurance of validated results. It is based on two prior conference papers [11], [12], which are combined here. The method is described in Section III and is based on the Track 1 recommendation from the US FDA [1]. Here the spatial-peak-pulse-average intensity and the mechanical index have to be measured according to IEC and NEMA standards [4], [2], [3]. It also has to be ensured that the probe surface temperature is within acceptable IEC limits [4]. The method uses the sampling capabilities of modern scanners.

Today multi-channel sampling systems for experimental use have been developed like the RASMUS [13], ULA-OP [14], and SARUS (Synthetic Aperture Real-time Ultrasound System) systems [15]. All modern commercial scanners also offer internal real-time sampling of signals from the transducer and some have dedicated research interfaces [16], [17], [18], [19]. The basic idea is therefore to use this sampling capability to acquire the hydrophone signal while the actual imaging sequence is run. The hydrophone signal is then fed into one sampling channel and the signal stored for each emission. A major advantage of this approach is that the pressure signal produced by the actual imaging sequence are measured for all emissions. An unmodified sequence is therefore used, which increases confidence that the measured values represent the actual operating condition of the ultrasound system. The acquisition is performed by the scanner and the hydrophone signal is therefore fully in phase with the emission, so averaging of multiple emissions is easy. All emissions are measured simultaneously for the given position and the full intensity map is acquired in the time it takes for a single frame. This yields a very fast measurement approach. Even using a moderate pulse repetition time between emissions, to avoid reverberations and re-reflections in the water tank, the complete measurement can be performed in seconds for several images. An automatic and generic program can then calculate the complete intensity level for the full image. Intensity mapping of the full sequence in 2-D can be conducted in 1 to 2 hours. Automatic reports are made from the measurements to make it less error prone and more accurate than manual approaches. Any ultrasound scanner with the possibility of connecting an external input to a single sampling channel in the scanner can implement the approach.

Scan sequences are often symmetric and concentrated at the center of the image. In such cases the spatial peak will therefore be on the center acoustical axis of the transducer and the levels need only be measured on this axis. It is, thus, possible to eliminate scanning in the lateral dimension. This demands a very precise alignment of the setup as described in Section IV-A to ensure movement in the correct plane and confirmation that the peak is on the center axis. The selection of the region to scan can be made by employing simulations as detailed in the accompanying paper [20], where linear Field II simulations are shown to closely match the measurements presented here.

The approach has been implemented on the SARUS experimental ultrasound scanner using BK 8820e and BK8670 (BK Ultrasound, Herlev, Denmark) transducers and the AIMS III intensity measurement system (Onda Corporation, Sunnyvale, California, USA) as described in Section IV. Four different imaging sequences are investigated. Results are shown in Section V and commented on in Section VI.

II. FDA INTENSITY AND MECHANICAL INDEX CALCULATION

The regulatory limits are set by the US FDA [1] They regulate derated values, and related standards [2], [3], [6] specify derated values. These are found by employing an attenuation value of 0.3 dB/[MHz cm] on the pulse using the probe’s center frequency. It is found from

\[ f_0 = \frac{f_1 + f_2}{2}, \]

where \(f_1\) and \(f_2\) are the frequencies -3 dB down from the peak frequency in the measured spectrum.

The instantaneous intensity is derived from the sampled acoustic pressure \(p(n, \vec{r})\) measured in a water bath using a calibrated hydrophone by

\[ I_i(n, \vec{r}) = \frac{p^2(n, \vec{r})}{\rho c} = \frac{p^2(n, \vec{r})}{Z}, \]

where \(Z = \rho c\) is the characteristic acoustic impedance, \(n\) is sample number, \(\rho\) is the density, \(\vec{r}\) is measurement position, and \(c\) is speed of sound. The spatial and temporal peak of \(I_i\), is denoted \(I_{SPPR}\). Averaging over time gives the spatial peak temporal averaged intensity:

\[ I_{SPA} = \frac{1}{T'} \sum_{n=1}^{N} I_i(t, \vec{r}_{max}) \Delta T, \]

where \(N\) is the number of samples in the response, \(T'\) is the period from pulse to pulse, \(\Delta T\) is the sampling interval, and \(\vec{r}_{max}\) denotes the position of maximum intensity. The temporal average intensity is:

\[ I_{ta}(\vec{r}) = \sum_{n=1}^{N} \frac{p^2(n, \vec{r})}{Z} \frac{\Delta T}{T_{p2f}}, \]

where \(T_{p2f}\) is the time between pulse emissions. This is valid for using the same emission continuously, but real imaging sequences uses different pulses in different directions. They must be weighted with their relative time duration in the imaging sequence as

\[ I_{ta}(\vec{r}) = \frac{1}{M_f} \sum_{i=1}^{M_f} \frac{1}{N} \sum_{n=1}^{N} \frac{p^2(n, \vec{r})}{Z} \frac{\Delta T}{T_{p2f}(i)}, \]

where \(M_f\) is the number of emissions in the complete sequence and \(i\) is the emission number. at the center frequency. For
abdominal scanning the US FDA derated $I_{\text{pta,3}}$ must be below 720 mW/cm², and the derating center frequency should be determined for the individual emissions. This gives the allowable energy level for a given scan site.

The maximum peak negative pressure is limited by the Mechanical Index (MI) given by

$$MI = \frac{\min(p_d(n, \vec{r}))/10^6}{\sqrt{f_0}/10^6}$$

(5)

where $f_0$ is the center frequency of the measured pulse and $\min(p_d(n, \vec{r}))$ is the derated peak negative pressure. MI must be below 1.9, when derated by 0.3 dB/[MHz cm].

The heating of the probe surface must also be measured in the US FDA Track 1 procedure, and can also limit the scan sequence. The temperature increase must be measured for the probe in air and attached to a phantom. They should be performed for the actual scan sequence, and an automatic measurement procedure for this is described in Section III-B.

### III. EFFICIENT MEASUREMENTS OF INTENSITIES FOR ADVANCED IMAGING SEQUENCES

The hydrophone signal is connected to one of the receive channels in the SARUS scanner, and the signal is measured for all emissions in a sequence for a given spatial position. This ensures the minimum amount of (slow) physical movement of the hydrophone and averaging of responses is also easy, as the measurements are fully synchronized with the emissions. The instantaneous intensity is then calculated by weighting each response according to the relative time duration in the imaging sequence as described in (4).

The method also makes it possible to setup the scanner for the required imaging mode, and then run a program on the scanner, which makes the acquisition. This ensures that the actual sequence using the implemented scanner codes is used, and ensures that the measurement is conducted on the actual scanner and run-code. Implementing this can make the FDA measurements fully automatic, with a completely automatic reporting on FDA levels. It requires that the scanner measurement can be calibrated to obtain the same values as a dedicated intensity measurement system.

#### A. Calibration of measurement method

Both the Onda and the SARUS systems have to be calibrated. The signal chain is shown in Fig. 1. It consists of an HGL-400 hydrophone, an ATH-2000 attenuator, an AH-2010 preamplifier, and an angle connector connected to a sampling device through a BNC connection. Each of these must be included in the calibration of the sensitivity in V/Pa. It must be ensured that the bandwidth of the whole signal chain is flat until $f_0$ or 40 MHz, where $f_0$ is the center frequency of the probe [4], [1].

The sensitivity of the hydrophone is adjusted by the potential use of the attenuator and the preamplifier. The sensitivity, gain, and capacitance for the Onda hydrophone, attenuator, and amplifier are found from data supplied by the manufacturer.

![Fig. 1. The signal chain for the hydrophone consists of the HGL-400 hydrophone (1), an ATH-2000 attenuator (2), an AH-2010 preamplifier (3), an angle connector (4), and the power supply (5) connected to a sampling device through a BNC connection.](image-url)

The sensitivity in V/Pa is then calculated based on the user defined center frequency as [21]:

$$V_{Pa}(f) = 10 \frac{G_a(f) - G_p(f)}{C_h + C_a} M_r(f) C_h,$$

(6)

where $G_a$ is the attenuator gain in dB, $G_p$ is the preamplifier gain in dB, $M_r$ is the hydrophone sensitivity, $f$ is frequency, $C_h$ is hydrophone output capacitance, $C_a$ is the attenuator capacitance. If no attenuator is used, the sensitivity is

$$V_{Pa}(f) = 10 \frac{G_p(f)}{C_h + C_p} M_r(f) C_h,$$

(7)

where $C_p$ is the preamplifier capacitance. This is used in the Onda measurements with an Agilent DSO5012A oscilloscope and the Soniq 5.0 software [22].

The SARUS system is not designed for calibrated measurements of voltages, and a calibration against the Onda system therefore has to be performed. The basic approach is to measure the same sequence with both systems and then scale the SARUS results from one measurement. Both the Onda software and SARUS system measure a focused single emission sequence, and the scaling factor for the SARUS system is calculated at the spatial peak position of the pressure.

#### B. Measurement of probe heating

The heating of the ultrasound probe surface should also be measured during scanning. This includes measuring the probe heating in air and in contact with a suitable phantom. This is easily conducted by attaching a thermocouple to the transducer face and then logging the temperature as a function of time. The temperature rise must at most be 27 degrees in still air and 10 degrees when the probe is attached to a phantom [4]. An automatic setup for such a measurement is described in Section IV-C.

### IV. EXPERIMENTAL SETUP

SARUS is used for emitting the sound and measuring the response for a 3 MHz BK 8820e (BK Ultrasound, Herlev, Denmark) convex array transducer with 192 transducer elements and a BK8670 128-elements linear array probe. An Onda HGL-0400 (golden lipstick) hydrophone is moved by...
the Acoustic Intensity Measurement System AIMS III (Onda, Sunnyvale, California, USA). The hydrophone is connected to an AH-2010 (Onda Corporation, Sunnyvale, USA) 20 dB amplifier after an ATH-2000 20 dB attenuator to prevent overload in the preamplifier.

Four different imaging sequences are used for the experiments. The first sequences focuses a single beam at a depth of 40 mm on the center axis of the transducer. This is used for the SARUS calibration mentioned above and for comparing the Onda and the SARUS systems. The second duplex scan sequence emits 129 B-mode lines interleaved with 129 flow emissions [23], [24]. The third example is a vector flow imaging scheme (VFI sequence) with 17 emission directions of 32 emissions each followed by a 129 lines B-mode image [25]. The fourth is a duplex Synthetic Aperture (SA) sequence with flow emissions inter-leaved with B-mode emissions suitable for high dynamic range flow imaging [26]. The method is, however, not limited to these modes as any other imaging scheme can be used (synthetic aperture, triplex, plane wave, continuous wave, 3-D, etc.).

To avoid reverberations and multiple reflections in the tank, the pulse repetition frequency can be lowered during measurements. It is possible to use any low pulse repetition frequency, as the measured intensities can be linearly scaled by the one used in clinical measurements to give the correct intensity level. The hydrophone amplifier is connected to one receive channel in SARUS, which has a maximum input range of ±1 volts with 12-bits precision. The SARUS and Onda systems are controlled using Matlab (Mathworks, MA, USA) through internally made libraries containing C and Matlab code to fully automate the measurements. The emission and hydrophone measurement are performed by the same system and are therefore fully in phase. Averaging even complicated measurement sequences is therefore possible without phase errors, and it is, thus, not necessary to resort to phase correction schemes used in other systems for getting usable averages.

The basic setup is shown in Fig. 2 with the mounting of the transducer on the fixed boom and the hydrophone mounted on the translation stage. The coordinate system follows the usual convention of z being the depth direction, x along the transducer crystals, and y in the elevation direction.

A. Transducer alignment

The hydrophone must be moved relative to the transducer coordinate system, and alignment therefore has to be performed. A single focused field with an F-number of 2 and using 64 elements is employed. This has a well defined peak value, which is found by searching around the focus and at two depths before and after the focus. This gives a number of points in 3-D space from which the unit vector for the transducer coordinate system can be found.

The hydrophone is first moved across the beam in the x-direction to find a value before the maximum at \( x_m - \Delta_x \) and two positions after the maximum at \( x_m + \Delta_x \), where \( \Delta_x \) is the step size. A second order polynomial is then fitted to the energy of the response, and the true peak position is found by the interpolation formula [27]:

\[
x_{int} = x_m - \Delta_x \frac{E(x_m + \Delta_x) - E(x_m - \Delta_x)}{2(E(x_m + \Delta_x) - 2E(x_m) + E(x_m - \Delta_x))},
\]

where \( E(x) \) is the energy of the pressure response at position \( x \). The parametric fitting reduces the number of steps for finding the peak and gives a very accurate determination of the peak position. The procedure is then repeated in the y direction. Making this before and after the focus gives two points from which the unit vector for the transducer coordinate system can be found, and the position of the focus peak gives the distance to the transducer. The hydrophone can then be moved safely in the transducer coordinate system.

B. Measurement protocol

The basic protocol is:

1) Setup SARUS to transmit a focused field along the acoustical axis of the transducer.
2) Move the transducer manually to obtain the maximum pressure signal on the axis of the transducer.
3) Execute the automatic alignment program to find the center position of the aperture and calculate the unit vector for the acoustical axis.
4) Run the imaging sequence on the scanner to make the setup and store a description of the sequence.
5) Determine the needed measurement area from simulation of the sequence.
6) For each position in the region of interest, measure all emissions in the imaging sequence a number of times,
and store the averaged data in Matlab files for a given position.

7) Make an automatic report on derated intensities and MI from the acquired data.

In this approach SARUS is programmed in the same way as for conducting a clinical study. After the programming a separate script is run, which modifies the acquisition to measure only the hydrophone signal. The script then runs the clinical emission sequence automatically, and thereby ensures that the correct sequence is executed by the scanner. The hydrophone records the pressure waves for all emissions at one spatial position in the time span for one image. The hydrophone is then moved over the user-specified region of interest and the measurements are conducted. After the acquisition a Matlab script calculates the intensity and MI distributions and generates an HTML page with the results and graphs for the distributions and the calibration.

C. Setup for probe heating measurement

The probe surface temperature should also be automatically measured to ensure safe operation. The SARUS system is set-up for the user’s scanning sequence, and a temperature measurement script is then run under Matlab. It controls the starting and stopping of the scanner and logs the temperature of the probe, and it automatically shuts down the scanner if the temperature is above a preset limit or if a predetermined time limit is met. An Almemo 2390-5 temperature DAQ device (Ahlborn Mess- und Regelungstechnik GmbH, Holzkirchen Germany) is used with a USB interface to the controlling PC. An Almemo ZA 9020-FS thermocouple is attached to the probe surface during measurement. A large (20 x 20 x 20 cm) agar-agar based phantom (Danish Phantom Surface no. 657, Frederikssund, Denmark) is coupled to the probe through normal clinical scan gel. The phantom has normal acoustic properties with a sound speed of 1544.4 ± 0.3 m/s, an attenuation of 0.52 ± 0.02 dB/[MHz · cm], scattering properties resembling soft tissue, and a density of 1055.0 kg/m³. The heat capacity of agar is 3900 J/[kg · K] and the thermal conductivity is 0.6 W/[m · K] [28], corresponding to the properties required for a temperature test phantom [4]. A HTML-based report is generated with the measured data, along with an indication whether the sequence obeys US FDA and IEC limits for transducer surface temperature rise.

V. RESULTS

This Section shows the results from the measurements. The calibration of the system is shown in Section V-A and the measurement results for the four sequences are shown in Sections V-B to V-E.

A. Calibration of SARUS

The peak pressure waveforms measured on the acoustical axis of the probe by both systems are shown in Fig. 3. The SARUS waveform is scaled by a factor of 1.2314, to have the same energy in both response. Small differences are seen between the waveforms, which are due to bandwidth limitations in the SARUS input stage. This can also be seen in the bottom graph, which displays the Fourier spectrum of the two waves. Until 12 MHz the graphs are similar, and after 15 MHz the deviation starts to increase due to the SARUS low pass filter. It has a 50 Ω input impedance and a -3 dB cutoff frequency of 40.8 MHz to avoid aliasing in the sampling process. Despite this the maximum deviation is 0.74 dB below frequencies of 15 MHz, which is the frequency range for transducers used on SARUS.

The difference between the two measurement systems was investigated by moving the hydrophone for depths from 20 mm to 120 mm along the acoustical axis of the field. Fig. 4 shows the resulting $I_{ta}$. The calibrated $I_{pta}$ is 2.29 mW/cm² due to the low $f_{prf}$ of 100 Hz. The relative error of 0.24% between the AIMS III system and SARUS indicates a negligible difference between the systems. The single channel sampling in SARUS, thus, yield correct intensity levels.

B. Measurements for single focus emission

The intensity measured for the single focus sequence is shown in Fig. 5, where the left image shows the derated $I_{ta}$ in dB relative to 1 mW/cm². Colors below red indicates areas that are within the FDA limit of 720 mW/cm². The white circle indicates the position of $I_{pta}$, and in this case it coincides with
the position of the transmit focus. The shape of the emitted field can also be seen with an intensity level that concentrates around the focus and diverges after it. The measurement was conducted at a pulse repetition frequency of 100 Hz where \( I_{spta} = 3.28 \text{ mW/cm}^2 \). The pulse repetition frequency can, thus, be scaled by a factor of 219 before reaching the FDA limit.

The right image in Fig. 5 shows the derated MI on a linear scale. Again a red color value indicates values getting above the FDA limit of 1.9. The white circle indicates the position of the maximum value, which here is 0.81. It also coincides with the transmit focus at a depth of 40 mm. The transmit voltage can be scaled by a factor of 2.35 before reaching the FDA limit. This will, however, depend on the transmit amplifier and the non-linear propagation. A new measurement should therefore be conducted, if a new transmit voltage is used.

C. Measurements for Duplex flow

The duplex scan sequence mixes flow and B-mode emissions, and yields a complex energy distribution in the medium. The instantaneous intensity is shown in Fig. 6 as a function of emission number and time. The intensities are shown with a 60 dB dynamic range in dB relative to an instantaneous intensity of 0.1 \( \mu \text{W/cm}^2 \). The data are acquired at a depth of 42 mm with the hydrophone at the center axis of the transducer coinciding with the transmit focus for the B-mode sequence.

The sequence alternates between flow and B-mode emissions and every second emission is a four cycle transmission suitable for velocity estimation. The butterfly shape at the image center is the emitted B-mode field, since the imaging beam is swept across the hydrophone position. To avoid reflections in the water tank the measurement is conducted at an \( f_{prf} \) of 200 Hz. The real measurement then gives a value of \( I_{a} = 245 \text{ mW/cm}^2 \) at \( f_{prf} = 8 \text{ kHz} \).

The spatial distribution of \( I_{a} \) is shown in Fig. 7. The hydrophone has been moved to the different spatial positions indicated and the signals averaged for two emissions. The peak value of \( I_{ppta} = 14.42 \text{ mW/cm}^2 \) is at 66 mm. The pulse repetition frequency can, thus, be scaled by a factor of nearly 50 and still be below the FDA limit of \( I_{spta,3} = 720 \text{ mW/cm}^2 \).

This sequence is, thus, limited to an \( f_{prf} \) below 10 kHz. The main intensity contribution is at the center of the image, where the flow emissions are emitted. Away from the acoustic center axis the intensity drops by the distance and attains a level roughly 15-20 dB below the peak level. This intensity level is due to the B-mode emissions, which are spread over a large imaging region. Here the maximum value is also around 65 mm, due to the transducer’s elevation focus.

D. Measurements for VFI sequence

The VFI sequence alternates between a B-mode image and vector flow imaging emissions in 17 directions with 32 emissions per direction. The VFI sequence is focused at 105 mm, and the B-mode image is focused at 40 mm. The intensities were scanned for depths from 20 to 120 mm and from -40 to +40 mm in the lateral direction. The measurements were conducted at \( f_{prf} = 2 \text{ kHz} \). The resulting derated values are shown in Fig. 8.

The intensities are fairly uniformly distributed in the region of the VFI imaging and the peak value of 31.9 \( \text{ mW/cm}^2 \) is found close to the transducer due to the derating of the measured values. The higher values in the VFI region is due to the four cycle pulse used for velocity imaging. The largest derated MI value of 1.32 is found at the focus of the B-mode image, where the F-number is low. The larger region for the flow compared to the duplex sequence decreases the overall intensity, and \( f_{prf} \) can be scaled to a value of 45 kHz.

E. Measurements for SA sequence

The SA sequence was developed for flow imaging, where 7 emissions of spherical waves are spread out over the 128 elements BK 8670 linear array. Every 8th emission is used for B-mode imaging, and this emission is made for all 128 elements. The sequence is, thus, 1024 emissions long and is designed so the 7 flow emissions are repeated continuously.
The focus is behind the aperture giving rise to spherical waves, where the intensity rapidly drops after the transducer surface. The intensities were scanned close to the transducer for depths from 10 to 17 mm and from -5 to +5 mm in the lateral direction. The measurements were conducted at \( f_{prf} = 500 \) Hz. The resulting derated values are shown in Fig. 9.

Here a very uniform and low intensity with a peak value of 4.81 mW/cm\(^2\) is found close to the transducer. MI is 0.91 indicating that both the transmit voltage and \( f_{prf} \) can be increased or coded excitation could be used [29].

**F. Measurement of transducer surface temperature rise**

The transducer surface temperature rise for the SA scan sequence is shown in Fig. 10. Here the blue curve is in air and the red curve is when measured on a phantom. The normal exponential curve is typical for such temperature measurements, and it can be seen that the temperature rises from the ambient value of 23.7\(^\circ\) to 47.3\(^\circ\), which is within the acceptable limits of a temperature rise of 27\(^\circ\). For the phantom measurement it is from 24.3\(^\circ\) to 30.0\(^\circ\) after 1/2 hour of heating. Here the limit is a maximum of 10\(^\circ\) rise. Both are, thus, within IEC limits [4].

**G. Measurement times**

All the 21 \( \times \) 101 = 2,121 measurements were acquired in 8,430 seconds for the duplex sequence for both emission, data transfer, storage, and motion of the hydrophone. A single measurement, thus, takes 3.97 seconds including the 2.58 seconds for emitting the 258 emissions at \( f_{prf} = 100 \) Hz. The data reading, storage and movement part therefore takes 1.39 s.

The VFI sequence took 5,389 s for the 41 \( \times \) 13 = 533 measurements. Each contains 673 emissions repeated five times for 3,365 emissions at an \( f_{prf} \) of 2 kHz. This corresponds to 1.68 s of emissions and the reading, storage, and movement part therefore takes 8.2 s, as there is more data to load and average.

The single focus sequence contained 1,001 measurements and was conducted in 3,900 seconds for a storage time of 3.8 s per sequence at each spatial point.
A method for the measurement and simulation of advanced imaging sequences has been presented. The scheme can automatically measure any imaging sequence setup on the scanner as a separate program independent of the actual imaging just has to be run. The method devised here thereby makes it possible to validate the whole setup of the scanner including the real time scan control. The current method for measuring intensity has to break up the sequence into the individual emissions and then after measurements make a calculation of the total intensity and MI. This can be correct, but can also give too conservative estimates, but most importantly such an approach does not guarantee that the actual software in the scanner implements the sequence desired. This can be guaranteed and validated automatically with the presented approach.

The measurement time for one point was 3.97 s for the duplex sequence. Other experiments have shown that inserting an attenuating mat underneath the transducer at the bottom of the tank can reduce re-reflections sufficiently to not influence the measurement. This makes it possible to increase $f_{prf}$ to e.g. 2 kHz or more. The emission time is then reduced by a factor of 20 to 0.129 s per measurement. Currently SARUS has a waiting time between measurements, which could be reduced. Also the read out time for the measurement can be reduced, so that the primary time determining the measurement speed is the movement of the hydrophone. Ideally this can reduce the total time to 0.129 + 0.139 = 0.268 s for the movement, where the 0.139 s is the storage time. The total measurement time in an optimized set-up could therefore be kept to one second per point for the duplex sequence. The more complicated VFI sequence consists of 129 $\times$ 32 $\times$ 17 = 673 emissions. Measuring down to a depth of 15 cm necessitates a pulse repetition time of 100 $\mu$s for a full emission time of 0.0673 s. This generates 9.4 Mbytes/emission using a 70 MHz sampling frequency, when sampling the full response. It is possible for SARUS to store 5.1 Mbytes of data per second to disk per measurement card in the system. This would take 1.8 s per frame and storage time would dominate the measurement process. This can significantly be reduced by adapting the sampling to the actual depth. For this sequence the largest span in arrival times 10 mm from the transducer is 20.3 $\mu$s. Reducing the sampling time to 30 $\mu$s would reduce the storage time to 0.54 s, and this makes it possible to maintain the measurement time of 1 s per point. The largest measurements conducted here span 80 $\times$ 100 points, and thereby could be optimized to take 8,000 seconds or 2 hours 12 min for the whole measurement.

The measurement at a reduced $f_{prf}$ ensures freedom from re-reflections, which can bias the measurements, and the underlying assumption is that intensities directly can be scaled with the emission frequency. This is only valid in a linear regime, and effects from water heating, probe heating, and larger current drains on the output amplifiers might change the results. All of these effects, however, reduce the efficiency of the system, and the intensity is probably lower than the scaling of $f_{prf}$.

In many sequences the important areas of the peak intensity...
and MI are confined to a smaller region. This can be uncovered using simulations as shown in the accompanying paper [20]. Although a linear simulation model is used, it is possible to predict both derated values for $I_{shpt}$ and MI to a deviation of less than 40%, which is sufficient to predict a narrow region for the peak values and how closely the spatial sampling should be performed. This also makes it possible to rapidly prototype new sequences, and validate the possibility for implementation using simulation by employing a measured impulse response for the probe used.

Often ultrasound sequences are not limited by either intensity level or MI but by the probe surface heating. This is especially true for modern SA and plane wave sequences, which distribute the ultrasound energy over a wider area and do not use focused emissions. Here the probe surface temperature rise is the limiting factor, and an automatic scheme for measuring this has also been developed. The temperature is measured with a thermocouple, and a program is run under Matlab for acquisition and controlling the SARUS scanner. This ensures that an unmodified sequence is used and the test is again generic and independent of the user’s program. An automatic web based report is also generated and indicate whether the IEC rules for temperature rise are obeyed.

The developed method is not limited to the US FDA Track 1 approach. The Track 3 approach is based on determining MI and the Thermal Index (TI). This can be estimated from a radiation force balance system or from scanning the pressure signals in a region suitable for calculating the emitted power [3]. The sampling density should be properly determined for the ultrasound field, and new calculation routines should be validated against a reference model. The principles behind the measurements and how to conduct them are, however, similar to Track 1.

Finally it should be noted that there are also alternative ways of measuring the power induced by an ultrasound sequence. This includes thermo acoustic sensors which: "are a very simple and low-cost alternative for the determination of local temporal-averaged intensities. Here, inclusion of all contributing pulses and temporal averaging is done by the sensor inherently without the need for synchronization to individual pulses and pulse sequences. The measurement technique is based on the transformation of the incident ultrasonic energy into heat inside a small-sized cylindrical absorber." (from http://www.ptb.de/cms/en/ptb/fachabteilungen/abt1/fb-16/ag-162/thermo-acoustic-sensors.html). This can be a very rapid method for assessing the thermal properties, but does not give a detailed understanding of the emitted pressure and how to scale the imaging sequence by lowering the pulse repetition frequency for reducing intensity and probe heating or lowering the transmit voltage to reduce MI.

VI. CONCLUSIONS

A method for measuring the complete intensity map, distribution of MI, and probe surface temperature has been suggested and investigated. It uses one scanner input to acquire the pressure data, and it was demonstrated that this is accurate within 0.24% of the results from the Onda AIMS III intensity measurement system for a single calibration measurement. The approach can also be used to validate the transmitted field and that the scanner is emitting pulses as expected. Based on $I_{shpt}$, MI, and probe temperature it can automatically be determined whether the imaging sequence obeys the US FDA track 1 procedure for ultrasound sequences, and modifications to the sequence can be suggested to make it usable for in-vivo scanning in case it exceeds the limits.
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