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Abstract:
The design of a monopile substructure for wind turbines of 10 MW capacity installed at 50 m water depth is presented. The design process starts with the design of a monopile at a moderate water depth of 26 m and is then upscaled to a 50 m water depth. The baseline geometry is then modified to specific design constraints for the support structure. The specific design requirements including the soil boundary conditions of this large diameter monopile have been described and fully coupled hydro-aero-servo elastic simulations are performed for ultimate limit state design. Soil plasticisation is also considered. Analyses have shown that the design of large diameter monopiles is a straightforward extrapolation process, but it requires specific checks and iterations. An appropriate design scheme is proposed with perturbation analysis for robustness.

Keywords: Multi-megawatt wind turbines, large diameter monopile, deep water, ultimate design

1 Introduction
Offshore wind energy is moving towards larger turbines and into deeper waters. However, the wind energy industry is relatively recent and needs continuous improvements to its design practices. Two paths are used to improve wind energy productivity: reliability and more powerful wind turbines. The crossroads of these paths places the problem at the edges of the state of the art.

Indeed, wind turbines with rated capacity of 10 MW are being developed [1]. Their sizes necessitate suitable support structures that can withstand the engendered loads and last the intended life. Thus, their capacity needs enough wind resources to be fully exploited. This obliges that multi-megawatt turbines should be located in sites where wind resources are abundant. For this reason, recent potential sites have been found at deep waters (50+ m). They are able to provide enough wind resources as required by 10 MW wind turbines, but they also add to the challenge related to support structures.

Facing this challenge, space frame substructures have been proposed. However, their manufacturing process is daunting. In addition, there is a need to maintain the strength and stiffness requirements at the lowest possible cost [2]. In particular, a jacket structure has been proposed within the INNWIND EU project [3] for a 10 MW turbine at 50 m water depths, but it has been extremely challenging to ensure jacket durability for 25 years with respect to its fatigue limit state. Besides the space frame solution, floating support structures are also a potential solution, but are economical at greater water depths over 100 m [2].

A monopile substructure solution at 50 m water depth is gaining more and more traction, due to the fact that its manufacturing process just consists of rolling and welding and its small footprint eases its transportation and its installation. This technology has been employed in many wind farms up to 50 m water depths composed usually of 2 to 5 MW wind turbines. For wind farms that combine larger wind turbines and deeper waters, significant design adaptation of the monopile is necessary to ensure structural integrity and cost effective manufacturing. Up-scaling from present designs at lower water depths cannot be regarded as a straightforward process because of specific design requirements for large diameter monopiles.

The present paper proposes a preliminary design for large diameter monopiles at 50 m water depth. The study departs from current practices (middle size monopile) to accomplish its objectives. Precise design constraints are stated and large diameter monopile specifics are presented. Once a final design is obtained, perturbation study is carried out, drawing additional conclusions.

2 Fully coupled aero-hydro-servo-elastic analysis
In addition to the controller, three media (air, sea, and soil) concurrently act on a given offshore wind turbine mounted on monopile. To ensure that all ambient interactions are adequately considered, a fully coupled design loads computation has been performed using the aero-hydro-servo-elastic software package HAWC2 [4].

HAWC2 utilizes a multibody formulation which couples different elastic bodies together. Bodies are composed of Timoshenko beam [5] finite elements whereby their stiffness, mass and damping are assembled into the governing equations of motion, whose solution is obtained using the Newmark-
i method [6]. The damping coefficients are adjusted using Rayleigh coefficients to obtain desired damping ratios for the global structure. Blade Element Momentum (BEM) theory is employed for the rotor subjected to aerodynamics.

The turbulent wind field in the aeroelastic simulations is defined using the Mann model [7]. Tower shadow and aerodynamic on all exposed elements are also accounted for Random Gaussian 10-minute realizations are simulated over 11 mean wind speeds bins from cut-in and cut-out wind speeds, and one mean wind speed related to the extreme load case. Each mean wind speed has been linked to a particular sea state.

The wave height is modeled based on a JONSWAP spectrum at the expected value of significant wave height and spectral peak period at each mean wind speed. Wave kinematics are computed according to the irregular Air model with a wave stretching [8]. The hydrodynamic forces are computed based on the Morison equation [8] evaluated from water surface to seabed.

Below the seabed, soil-structure interaction is modeled as beam-on-nonlinear Winkler foundation with uncoupled responses of axial friction (f-z) and lateral force (p-y). American Petroleum Institute [9] recommends an algorithm to obtain p-y and t-z curves. Although [9] suggests using load-displacement behavior at unit tip, in the present study the nonlinear spring is replaced by a joint, restrained for vertical displacement and yaw rotation.

3 Site conditions, structure, and design constraints
In this study, the site conditions are taken from those described in [3]. The soil is made of superimposed sand layers of various properties each. The complete description of the adopted soil properties can be found in [3]. Above the soil, sea states are defined according to the atmospheric conditions (Table 1). Considering the JONSWAP wave spectrum, 95% of the wave energy is realized under 0.225 Hz in the critical case. The off-resonance range related to wave excitation is hence restricted to above 0.225 Hz.

Table 1: Metocean conditions [3]

<table>
<thead>
<tr>
<th>Wind speed</th>
<th>Turbulence Intensity</th>
<th>Significant height, Hs (m)</th>
<th>Peak period, Tp (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.245</td>
<td>1.395</td>
<td>5.715</td>
</tr>
<tr>
<td>7</td>
<td>2.43</td>
<td>1.59</td>
<td>5.715</td>
</tr>
<tr>
<td>11</td>
<td>2.73</td>
<td>1.98</td>
<td>5.810</td>
</tr>
<tr>
<td>15</td>
<td>3.08</td>
<td>2.05</td>
<td>5.810</td>
</tr>
<tr>
<td>17</td>
<td>3.36</td>
<td>2.34</td>
<td>6.400</td>
</tr>
<tr>
<td>19</td>
<td>3.63</td>
<td>2.91</td>
<td>6.400</td>
</tr>
<tr>
<td>21</td>
<td>4.02</td>
<td>3.25</td>
<td>7.195</td>
</tr>
<tr>
<td>23</td>
<td>4.39</td>
<td>3.60</td>
<td>7.195</td>
</tr>
<tr>
<td>25</td>
<td>4.76</td>
<td>3.90</td>
<td>7.195</td>
</tr>
<tr>
<td>27</td>
<td>5.13</td>
<td>4.40</td>
<td>7.195</td>
</tr>
</tbody>
</table>

The DTU 10 MW reference wind turbine (DTU 10 MW RWT1) [1] is used as mounted on a monopile substructure, whose design is sought. The tower is made of steel whose density is taken as 8500 kg/m³ to account for the mass of secondary structures. Based on the rotor speeds, the corresponding Campbell diagram is drawn in Figure 1. This figure shows that 1P, 3P and 6P ranges are respectively in hertz [0.099, 0.158], [0.300, 0.480] and [0.600, 0.960].

The monopile is considered as made of hollow cylinder rolled from a steel plate of 7850 kg/m² whose characteristic strength is 500 MPa, which corresponds to high-strength steel. The monopile safety is assumed to be of component class 3. It can be fully defined by its outer diameter (D), wall thickness (t) and length. Its length consists of the part within the transition piece (26 m), the submerged part (50 m), and the embedded part below the soil level whose length is to be defined. The design of the monopile is carried out based on...
In addition, the resulting design should provide enough dynamic stiffness such that the first frequencies of the overall structure lie between [0.225, 0.300] and [0.480, 0.600] in hertz. This requirement is important to minimize the fatigue effects generated by the vibrations, which are due to wind, wave, and rotor excitation during the structure lifetime.

4 Standard monopile at 26 m sea depth

The overall aim of this study is to determine the characteristic monopile properties so that the full structure has its first natural frequencies outside the resonance ranges. In order to achieve this target, the 10 MW wind turbine has been considered placed at a mean water depth of 26 m as a starting point. A corresponding monopole has been designed to fit the natural frequency requirements. As a first trial, a pile of 8.0 m outer-diameter and 10.0 mm wall thickness has been adjusted enough dynamic stiffness such that the first diameter. An iterative process similar to the one above is carried out.

<table>
<thead>
<tr>
<th>Eigen frequencies [Hz]</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.00</td>
<td>0.218</td>
<td>0.221</td>
<td>0.548</td>
<td>0.590</td>
</tr>
<tr>
<td>30.00</td>
<td>0.227</td>
<td>0.230</td>
<td>0.548</td>
<td>0.587</td>
</tr>
<tr>
<td>50.00</td>
<td>0.238</td>
<td>0.242</td>
<td>0.546</td>
<td>0.585</td>
</tr>
</tbody>
</table>

As a result of this process, a monopole of 8.0 m outer diameter, 120 mm wall thickness and 30 mm embedded length satisfies the frequency requirement for the DTU 10 MW RWT placed at 26 m water depth.

5 Specificity of large diameter monopole

The model as described above works well for small to medium water depths but for greater depths, closer attention needs to be given to the structural stiffness distribution, influence of wave diffraction and soil-structure interaction.

For a given turbine moving from moderate to deep water, the larger cantilever length requires a wider monopile to provide enough stiffness to maintain the natural frequencies above that of wave excitation. However, it can be beneficial to distribute the added stiffness along the whole length by modifying the tower dimensions.

Furthermore, the wave diffraction phenomenon (for pile diameters greater than 20% of the wave length) for a vertical cylinder extending from the sea bottom through the free surface is proposed by MacCamy and Fuchs (1984) [11] as a correction for the inertia coefficient in the Morison equation at each metocean state. Another factor to be taken into consideration is the soil-structure interactions wherein several issues are associated. For example, the p-y curve traditionally used has been developed for slender monopiles with up to approximately 2 m diameter ([12], [13]).

6 Geometry design

When placed at 50 m water depth, an initial monopile design estimate would be a cylinder with outer diameter of 10.0 m, wall thickness of 120 mm, and embedded length of 30 m, similar to what was achieved in the earlier design, but with a wider diameter. An iterative process similar to the one above is carried out.

Here, the outer diameter and the corresponding tower geometry are selected having in mind the necessary stiffness distribution along the structure height. This implies a thinner monopile but a wider tower. Table 4 shows adjustments of the outer diameter. In this table, diameter 10.0 m satisfies the resonance frequency requirements whereas diameter 9.5 m does not. Although the value of 9.5 m is found unsatisfactory in comparison to 10.0 m, the former is chosen and change is done on the tower geometry to compensate (Table 5). Table 6 shows that with the new tower, named B, there is a possibility to decrease monopile’s wall thickness. A value of 100 mm for wall thickness satisfies the frequency criterion but violates the minimum thickness as calculated by Eq. (1). The whole process as well as the obtained results is illustrated in Figure 2.
have been decreased. For next paragraphs, outer
diameter of 9.5 m, wall thickness of 110 mm,
embedded length of 30 m and Tower B are
considered.

Figure 5: Typical resultant force and moment

8 Ultimate limit state

8.1 Design load cases

The design at ultimate limit state has considered the
model with articulated pile tip and shaft friction. Two
load cases have been used here according to IEC
61400-3 [14]:

- DLC 1.3: six wind seeds for each of 11 wind
  speed bins have been applied each with no
  yaw error. Waves were aligned along wind
direction. That makes 11 × 6 = 66 scenarios.
- DLC 6.2a: 42.73 m/s wind has been applied
  along 24 directions: from 0° to 345° in 15°
  steps. Waves were directed along wind
  direction with ±30° yaw error. With no active
  controller, the structure was loaded with an
  extreme current (1.2 m/s) of parabolic type at
  0°. Blades were pitched at 90° with no dynamic
  induction. This leads to a total of 24 × 3 = 72
  scenarios.

8.2 Ultimate loads and deformation

Typical resultant shear force and bending moment
curves are illustrated in Figure 5. In this figure,
loads reach their maximum values in the embedded
part. At about 7 m under the mudline, the moment
value is maximal and the shear force is zero. At
about 21 m depth in the soil, the monopile
experiences maximal shear force. That location
represents the zero-crossing point as it can be
seen in Figure 6, which depicts a typical lateral
displacement curve of the pile embedded portion. At
that point, the monopile does not move laterally.

8.3 Stress check

Based on the internal forces and moments,
maximum von Mises stresses are obtained for
various sections along the pile portion going from
mean water level to the tip. Three directional
stresses have been combined according to the von
Mises yield criterion: they are the axial stress,
the circumferential stress, and the shear stress. Further
details can be found in [15].

Figure 7 illustrates the design maximum von Mises
stress distribution together with the steel design
strength. The maximum design stress is about
251.9 MPa for a utilization factor of 72 %. This
proves that the thickness is enough to withstand
ultimate loads.

Figure 7: Design maximum von Mises Stresses

8.4 Deformation

The maximal displacement at the mudline is about
81 mm and the maximal tip deflection 22 mm.
These values are globally acceptable with respect
to the design constraints set above. However, as
shown in Figure 8, the soil yield strength has been
exceeded in approximately the first 10 meters from
seabed. This value is intolerable as it represents
one third of the foundation depth. The yielded zone
shall be reduced. The perturbation analysis below
investigates the possibilities for achieving this
reduction.

Figure 8: Elastic/Plastic zones

7 Characteristic curves

The global performance of the present design
needs to be checked against that of the DTU 10
MW RWT. Generated power and aero rotor thrust
as obtained from steady conditions are used as
comparison criteria. The steady conditions are
achieved by the application of steady wind whose
speed linearly goes from cut-in to cut-out speed in
2500 s.

Figure 3 and Figure 4 respectively illustrate the
curves of the generated power and of the aero rotor
thrust plotted against the reference curves. These
figures show that the present design performs as
good as the reference as the curves almost
superimpose each other.

Figure 3: Power curve

Figure 4: Aero rotor thrust curve

Figure 5: Typical resultant force and moment

Figure 6: Typical lateral displacement

Figure 2: Design evolution

Figure 8: Elastic/Plastic zones
9 Investigation of perturbations

Holding the above design as baseline, five perturbation cases are considered for perturbation analysis. In addition to the baseline, the five other cases consist of:

- **Baseline** – The toe is modeled as a joint with restrained yaw and vertical motions. The contribution of the axial skin friction is accounted for. The monopile has a wall thickness of 110 mm, and is 26 m deep embedded into the soil whose internal friction angle is 35°.
- **Perturbation A** – Toe boundary condition. The pile tip is fixed, i.e., all degrees of freedom are restrained.
- **Perturbation B** – Axial skin friction contribution. The contribution of skin friction to the pile axial equilibrium has been annihilated.
- **Perturbation C** – Deeper pile. The embedded length of the pile has been changed from 30 m to 50 m.
- **Perturbation D** – Thicker wall. The wall thickness has been increased to 150 mm.
- **Perturbation E** – Soil friction angle. The soil around the pile is set denser; its internal angle has been improved from 35° to 38°. The effects of each of these perturbations are investigated in terms of dynamic stiffness, deflections, and yielded zone, and ultimate loads.

9.1 Dynamic stiffness

The dynamic stiffness is measured in terms of eigenfrequencies of the whole structure. As depicted in Figure 9, modal analysis results show that the respective modal frequencies are insignificantly different one from others. This observation reveals that none of the perturbation meaningfully influences the static structure's dynamic stiffness.

9.2 Deflection and plastic zone

However, Figure 10 shows some differentiation about the behavior of the perturbations regarding pile deflection. On the one hand, the skin friction contribution for the wall thickness increase does not bring any improvement. Their respective deflected shapes are similar to that of the baseline. On the other hand, fully fixing the toe or deepening the monopile leads to milder deformations (below 40 mm in each direction), and substantially reduces the yielded zone to about 5 m. On Figure 11, with the new internal friction angle, deformations have also decreased (between 40 and 60 mm in each direction). Considering the corresponding yield limit, the yielded zone is now about 7 m.

9.4 Ultimate load

The maximum ultimate loads are given in Table 8 and in Table 9. They represent the load maxima obtained for each perturbation and for the baseline at the interface and at the mudline. They do not necessarily occur simultaneously. It can be seen that these loads are respectively of the same range except for the torsional moment from the deep pile case. This exceptional load value is more than twice the value of the other cases.

9.5 Discussion

Although all the cases (perturbations and baseline) have similar dynamic stiffness, they demonstrate different performance with respect to lateral deformations. This observation reveals that a design, exclusively based on dynamic stiffness, may be misleading. A thorough design process should continue till soil plasticization check as some perturbations have exhibited unchanged performance.

In particular, increasing the wall thickness does not bring any improvement. On the contrary, it introduces additional inconveniences. For example, it adds on to the total mass and requires more rolling effort. Consequently, the total cost will be increased. Similarly, shaft friction contribution happens to be non-influential. This may be due to the fact that the vertical degree of freedom has been restrained. Further investigations on axial skin friction may be carried out with a pile tip unrestrained in all directions.

Fixing all toe degrees of freedom produces a positive effect. However, the monopile toe is factually fixed if it is rooted into a rock, for example. If this is not the actual circumstance, this modeling approach may lead to misrepresentative results. In this case, results show that the best solution is to lengthen the monopile. Deepening the monopile increases the mass to some extent but significantly enhances the design. However, a drawback is the increase of torsional moment in the structure. It is expected that the account for the soil torsional resistance (M-θ curve) can contribute to mitigate this shortcoming.

10 Conclusion

In conclusion, the design of monopile for multi-megawatt wind turbines at 50 m water depth is carried out. The process started with the design of a monopile at 26 m water depth. Then, its upscaling...
has served as baseline geometry for 50 m water depth. The specificity of large diameter monopile has been stated and implemented. Analyses have shown that (i) the initial tower was not apposite for the design constraints; and (ii) a large amount of soil got plasticized.

With a new tower, five perturbation cases have been considered. Their examinations reveal that a design exclusively based on avoiding resonant frequency may not be thorough. An appropriate design scheme for large diameter monopile, however, could be extracted from the assessments. Indeed, the geometry that satisfies the resonant frequency range criterion is a good starting point. Attention should be taken to distribute the stiffness along the structure: a change of the tower properties can be necessary. The design is completed by setting a sufficient length that gives desired deflection shape.

Updating the pile length leads to increase of torsional moment. Further studies need to investigate how the consideration of soil torsional resistance can affect this observation. In addition, accounting for tip-displacement relationship might also reveal salient conclusions, namely about the influence of the skin friction. Finally, more detailed soil-structure interaction can also be regarded. This includes coupled load-displacement relationships, gapping phenomena and cyclic behavior.
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Comparative Study of the Design Methods for Large Diameter Offshore Monopiles

Azadeh Attari, Gerry Murphy, Paul Doherty

1. Introduction

Monopiles comprise a large share of the offshore wind market and are likely to be the most preferred type of foundation for the offshore wind turbines in the future. Therefore, it is crucial to have a better understanding of the monopile behaviour and the lateral capacity of large diameter monopiles. To date, a limited number of large diameter monopiles have been tested in the field, and most of the lateral capacity of such monopiles is still being assessed using a static analysis. Taking into account this excess resistance in the geotechnical design of monopile foundations can lead to more economical designs and potential cost savings in the offshore wind market.

Comparative Study of the Design Methods

2. Model Geometries

For the comparison of the conventional and modern design methods, two model piles were considered. These piles were characterized by a constant L/D ratio of 5 in all the pile diameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Diameter (m)</th>
<th>Embedded length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.0</td>
<td>12.0</td>
</tr>
<tr>
<td>2</td>
<td>6.0</td>
<td>18.0</td>
</tr>
<tr>
<td>3</td>
<td>8.0</td>
<td>24.0</td>
</tr>
<tr>
<td>4</td>
<td>10.0</td>
<td>30.0</td>
</tr>
</tbody>
</table>

The lateral capacity of the model piles was calculated using the results of the Finite Element Method (FEM) analysis. The comparison of the lateral capacities calculated using the conventional and modern design methods is presented in the following section.

3. Results and Discussion

The results obtained from the FEM analysis showed that the lateral capacity of the model piles calculated using the conventional design methods was significantly lower than the lateral capacity calculated using the modern design methods. This indicates that the conventional design methods may lead to under-designed monopiles, which could result in structural failures and increased maintenance costs.

The analysis also showed that the lateral capacity of the model piles increased significantly with increased horizontal earth pressures, which is consistent with the observed behaviour of real monopiles.

4. Conclusion

The comparative study of the design methods for large diameter offshore monopiles revealed that the modern design methods provide a more accurate estimation of the lateral capacity of large diameter monopiles. This is crucial for the design of offshore wind turbine foundations, as it can lead to more economical designs and potential cost savings in the offshore wind market.
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Figure 2 illustrates the synthetic stiffness profiles as depth of the monopiles in the strain hardening soil model.

Figure 3 shows the transient response of the piles.

Table 1 Loads and characteristics for the 8 MW LEANWIND turbine.

Table 2 Examines the effect of hydrodynamic loads on the soil.

Table 3 Describes the input parameters for the soil model.

Figure 4 Graphs the results of the numerical analysis.

Figure 5 Illustrates the stress-strain behavior of the soil.

Figure 6 Displays the deformation behavior of the pile.

Figure 7 Shows the comparison between the analytical and numerical results.

Figure 8 Visualizes the effect of soil parameters on the response of the pile.
4. Results and discussion

The deflection curves obtained from the three explained methods are presented in Figure 4. It can be seen that application of the API method in the smallest model pile (D=5m) resulted in smaller deflections at the upper section of the pile, compared to the results of the numerical model. As the pile diameter increases, the deflections predicted using the API approach become larger than the numerically determined values.

This trend can be explained by giving consideration to the range of stresses developed in the soil as a result of the applied turbine loads. The stiffness of soil in the hardening soil model (Figure 1) depends on the range of stresses the mass of soil undergoes. The considerable softening of the soil in the vicinity of the 5m diameter monopile modelled using Plaxis occurs as a result of the large stresses induced by application of the loads equivalent to an 8MW turbine. This has counteracted the contribution of rigid body behaviour of the monopile, resulting in an overall lateral capacity lower than that predicted using the API approach. Figure 5 illustrates the extent of formation of the hardening points in the models with various diameters and at the ultimate stage of loading. It can be seen that in the 5m diameter monopile, all the soil elements in the vicinity of monopile have entered the hardening phase.

Comparison of the deflection curves of the 5m diameter monopile, obtained using the Plaxis and API methods, at various reduced load steps also revealed that as the horizontal load applied to the model decreases, the response predicted using the numerical model becomes stiffer when compared to the response from the API approach. This shows that the accuracy of the API approach for realistic prediction of the monopile behaviour is not only dependent on the diameter of the monopile, but also on the range of stresses that the loading conditions induce in the soil. While at lower stress levels the API method overestimates the monopile deflections, resulting in the API method being prone to overestimating the lateral capacity at larger stress levels, leading to un-economical designs.

Comparison of the deflection curves obtained from the numerical vs. analytical methods for other monopile diameters can also confirm this. Figure 6 shows the reduction in the head deflection of the monopile estimated using Plaxis vs. the conventional API approach ($\Delta \text{API} - \Delta \text{Plaxis}$). It can be seen that while in the smallest model (D=5m) the deflections predicted by the numerical approach are higher than the API method, as the diameter of the monopile increases the cost-benefits of the numerical analysis becomes more clear, resulting in 15% reduction in the head deflection in the 8m diameter monopile and 24% reduction in the 9.5m diameter monopile. As the monopile behaviour becomes further distinct from the flexible, bending dominated behaviour of small-diameter piles, and the contribution of shear in the lateral resistance becomes more significant, the efficiency of accurate FE analyses over the conventional approaches becomes more considerable. Considering that the recent developments in the offshore wind industry are shifting towards wind farms with larger capacity turbines and increased water depths, the need for soil-structure interaction models that can predict the behaviour of structure under the more demanding service loads, with higher certainty becomes clear.
model and consequently, more considerable disparity between the Plaxis and the API approach (at fixed service loads), shifting the graph of Figure 6 further upwards.

5. Conclusion
A comparative study was conducted to evaluate the accuracy of conventional p-y methods for reliable prediction of the lateral capacity of XL monopiles (D=5m to D=8.5m) in dense sand deposits. In the absence of full-scale test results, FE modelling of the XL monopiles is believed to be the most accurate indicator of their behaviour in the field, and has been used as the basis of the comparison. Plaxis 3D software and the hardening soil model were employed for the purpose of modelling.

The p-y method as proposed by the API was found to overestimate the lateral capacity of the monopile with 5m diameter. However, this was not the case for the larger diameter monopiles. It was observed that as the diameter increases, the head deflections predicted by the numerical approach become smaller compared to those obtained using the API approach. This suggests that the cost-benefits resulting from the application of more refined models will be more significant in the larger diameter monopiles.

It is expected that the enhanced capability of the HSsmall soil model in capturing the initial stiffness of the soil results in even smaller head deflections, and hence a larger disparity between the results obtained from API and the numerical methods.
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Prediction of dynamic response of semi-submersible floating offshore wind turbine using Morison based theory

Shining Zhang1 and Takeshi Ishihara2
1Department of Civil Engineering, School of Engineering, The University of Tokyo, Japan

Abstract
A fully coupled nonlinear simulation tool (CAsT) using Morison based theory was developed to predict dynamic response of Floating Offshore Wind Turbine (FOWT). Performance of the simulation tool in prediction of dynamic response to sea states was validated through one water tank experiment in this paper. Besides, hydrodynamic coefficients were evaluated from numerical simulation and were validated with another water tank experiment. Significance of radiation damping, axial Froude-Krylov force on slender members and dynamic behavior of mooring system were investigated and clarified. In addition, systematic comparison of results from FAST and CAST was carried out and discussed in this research.

Keywords: Floating Offshore Wind Turbine, Dynamic response, Morison equation, Radiation damping, Froude-Krylov force, Mooring tension

1. Introduction
Three main types of floating foundations, namely spar foundation, semi-submersible foundation, and tension leg platform (TLP) foundation can be applied to floating wind turbines in waters deeper than 30m. Accuracy evaluation of hydrodynamic force and the way of modeling mooring system is significant in prediction of dynamic response of FOWT to current, wave and combination of these two. In evaluation of hydrodynamic loads, Morison equation and potential flow theory are widely used. Sethuraman et al. [1] examined the hydrodynamic response of a floating spar turbine with and without irregular waves with full Morison equation [2] using the industry standard time-domain modeling tool, OrcaFlex. Numerical model and simulation results were validated with a 1:100 scale model in water tank test. Browning et al. [3] assessed the performance of simulation tool FAST which is developed by National Renewable Energy Laboratory (NREL) using potential flow theory through a 1:50 scale spar-type floating offshore wind turbine model. Kvittem et al. [4] examined the dynamic response of a single semi-submersible wind turbine based on different hydrodynamic models-Morison equation and potential flow theory. From the foregoing, numerical model using potential flow theory for spar-type and semi-submersible support system has been validated through water tank test. However, potential flow theory accounts for the Froude-Krylov forces and diffusion effects for large and rigid body but distributed hydrodynamic loads on each immersed component of FOWT cannot be predicted which is necessary for fatigue design of platform. In contrast to potential flow theory, Morison equation is well known to predict in-line hydrodynamic force (normal force) on slender members and it can be used to evaluate distributed loads on each immersed member which makes it possible to capture high-order resonance of flexible floating system due to nonlinear wave loads [5]. Phuc and Ishihara [6] and Waris and Ishihara [7] used a modified Morison equation to analyze the dynamic response of a semi-submersible FOWT. Nevertheless, the capability of radiation and drag force prediction and water tank test demonstrates that conventional Morison equation needs to be further investigated and expanded to provide more accurate prediction of dynamic response of FOWT. In this research, Morison equation is implemented to estimate dynamic response of a semi-submersible wind turbine support platform in current, wave and combination of these two. Significance of radiation damping, axial Froude Krylov force on slender members and dynamic behavior of mooring system are clarified. In addition, systematic comparison of results from FAST and CAST was carried out in this research.

2. Numerical model
2.1 Equation of motion
A finite element scheme with beam, truss and spring type elements is developed to calculate the dynamic motion of platform and the tension in mooring line. The outline of this paper is as follows. Numerical model is described in section 2, encompassing equation of motion, hydrodynamic loads, numerical scheme and wave theory. Section 3 briefly introduces the setup of finite element method (FEM). Section 4 aims to discuss dynamic response of FOWT to various load cases and the paper is finalized with conclusions in Section 5.

where \( M \) and \( C \) are mass matrix and damping matrix of system respectively, \( \mathbf{x} \), \( \mathbf{v} \) and \( \mathbf{a} \) are vector of support platform displacement and their time derivatives, \( m \) is the displaced volume of fluid by each segment when the support platform is in its fully displaced position, \( f_{\text{hy}} \) is the gravitational force, \( f_{\text{rad}} \) is the radiation damping force and \( f_{\text{drag}} \) is the drag force on each segment of support platform.

\[
\mathbf{M} \ddot{\mathbf{x}} + \mathbf{C} \dot{\mathbf{x}} + \mathbf{K} \mathbf{x} = \mathbf{f} \tag{1}
\]

\[
\begin{aligned}
\mathbf{M} &= \begin{bmatrix}
M_1 & C_{11} & \cdots & C_{1n} \\
C_{11} & M_2 & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{1n} & C_{2n} & \cdots & M_n
\end{bmatrix} \\
\mathbf{C} &= \begin{bmatrix}
C_{11} & C_{12} & \cdots & C_{1n} \\
C_{12} & C_{22} & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{1n} & C_{2n} & \cdots & C_{nn}
\end{bmatrix} \\
\mathbf{K} &= \begin{bmatrix}
K_{11} & K_{12} & \cdots & K_{1n} \\
K_{12} & K_{22} & \cdots & K_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{1n} & K_{2n} & \cdots & K_{nn}
\end{bmatrix} \\
\mathbf{f} &= \begin{bmatrix}
f_{1} \\
f_{2} \\
\vdots \\
f_{n}
\end{bmatrix}
\end{aligned}
\tag{2}
\]

\[
\begin{aligned}
f_{\text{rad}} &= \begin{bmatrix}
-\rho w w \mathbf{C} \mathbf{A} \\
-\rho w w \mathbf{C} \mathbf{A} \\
\vdots \\
-\rho w w \mathbf{C} \mathbf{A}
\end{bmatrix} \\
f_{\text{drag}} &= \begin{bmatrix}
\mathbf{C} \mathbf{A} \mathbf{v} \\
\mathbf{C} \mathbf{A} \mathbf{v} \\
\vdots \\
\mathbf{C} \mathbf{A} \mathbf{v}
\end{bmatrix}
\end{aligned}
\tag{3}
\]

where \( w \) is wave velocity, \( \mathbf{C} \) and \( \mathbf{A} \) are vector of undisturbed fluid particle velocity and acceleration respectively, \( \mathbf{x} \), \( \mathbf{v} \) and \( \mathbf{a} \) are vector of support platform displacement and their time derivatives, \( m \) is the displaced volume of fluid by each segment when the support platform is in its fully displaced position, \( f_{\text{hy}} \) is the gravitational force, \( f_{\text{rad}} \) is the radiation damping force and \( f_{\text{drag}} \) is the drag force on each segment of support platform.
where $F_i$ is total drag force experienced by the floating structure, $u_i$ is incident wave speed, $u_i$ is wave speed, $a$ is added mass coefficient, $A$ is wetted area. Mooring line is defined as the added mass coefficient in the components force ($F_{x}, F_{y}$ and top). $C_{D}$ is the drag coefficient in the heave direction, $C_{D}$ is the heave velocity of the heave plate, $C_{D}$ is the towing speed, $C_{D}$ is peak wave, $C_{D}$ is peak factor and $C_{D}$ is incident wave period.

Two water tank experiments were conducted to determine the natural period and damping ratio of floating system in each DOF. Case 3 was conducted to analyze the response of the platform to the random wave. Case 4 was employed to test the transient response. For the case of sea state, the platform was moored to the towing tank with one mooring line. The platform was moving with one constant speed. One mooring line was used to measure the force on the platform. The average force was used to evaluate the equivalent damping in the Morison equation.

The damping estimation procedure for heave and pitch motion is given below.

For the dynamic response of FOWT to sea states.
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4. Results and discussion

4.1 Identification of hydrodynamic coefficients using numerical simulation

To use Morison based theory to evaluate hydrodynamic loads on the platform, hydrodynamic coefficients, namely viscous drag coefficient (\(C_d\)) and inertia coefficient (\(C_i\)) have to be determined firstly. Reference value from data base\[16,17\] is one way of confirming \(C_d\) and \(C_i\), but effect of interaction between individual members cannot be evaluated from the data base which will result in inaccurate \(C_d\) and \(C_i\). Alternatively, numerical simulation provides one possibility to evaluate those hydrodynamic coefficients.

To evaluate inertia coefficient, program AQWA(ANSYS) based on potential theory was used in this paper. Equivalent \(C_d\) in horizontal direction is obtained based on the added mass in surge direction evaluated from AQWA. \(C_d\) in vertical direction is same as that in horizontal direction except for heave plate. The axial added mass coefficient for heave plate shown in Table 4 is resulted from fitting the total added mass in heave direction from AQWA simulation. Due to limitation of potential theory itself, AQWA cannot be used to evaluate viscous drag coefficient. Alternatively, program FLUENT(ANSYS) was used to estimate \(C_d\) in this research.

To evaluate \(C_d\), large-eddy simulation (LES) in FLUENT was adopted. In this paper to simulate flow field around platform. From numerical simulation, equivalent \(C_d\) in horizontal direction was estimated to be 0.085 which matches well with the (0.84) obtained from experiment.

As for mooring system, added mass coefficient for heave plate is in accordance to what identified in water tank experiment as shown in the research by A. Robertson et al.\[18\].

As for mooring system in dynamic model, added mass coefficient and drag coefficient for mooring line are taken from DNV\[19\]. It should be noted that recommended Cd (2.4) of stainless chain is defined by nominal diameter of the chain. In this paper, mooring line is modeled as cylindrical members and \(C_d\) is estimated to be 1.2 as a result. It is believed that effects of drag force on mooring line should be considered if quasi-static model is used to deal with mooring system. In this research, the drag force on mooring line is evaluated mathematically, and then the equivalent \(C_d\) considering contribution of force on mooring line could be expressed in following way.

\[
C_d = C_{d0} + C_{d1} \frac{F_d}{Dm}
\]

Where \(C_{d0}\), \(C_{d1}\) are equivalent viscous drag coefficient of platform and mooring line respectively, \(F_d\) is drag force on platform and mooring line respectively, \(Dm\) is evaluated by numerical simulation and \(C_{d0}\) is evaluated in following way by using \(C_i=2.4\).

\[
f_d = C_{d0} = \sum C_d \cdot \frac{F_d}{Dm}
\]

Where \(f_i\) is the force on segment i, \(C_d\) is drag coefficient of stainless chain (2.4), \(V_j\) is velocity of water on segment which follows sub-surface current velocity profile with standard power law exponent \(n\). B is nominal diameter of the chain (0.003m), \(l_j\) is length of projected segment in vertical direction.

As a result, \(C_{d0}\) equals to 0.19. Then equivalent \(C_d\) used in quasi-static model is estimated to be \(C_d = 0.085 + 0.019 = 0.105\).

Hydrodynamic coefficients for floating system are summarized in Table 4.

4.2 Verification of FEM model

Full FEM of scaled FOWT is shown in Figure 4. In quasi-static model, only platform (73 elements), tower (11 elements) and rotor including blades (33 elements) were simulated with FEM. In dynamic model, each mooring line was modeled with 50 truss elements as shown in Figure 4. Natural period of floating system and damping ratio calculated from cases 2 x are listed in Figure 5 and Figure 6. It can be found from Figure 5 that there is negligible difference in terms of natural period between quasi-static and dynamic model. And the resulting natural period from simulation matches well with that confirmed in the water tank experiment which ensures the reliability of established floating system. From Figure 6, one can conclude that dynamic model contributes much more damping than quasi-static model, especially in DOF of yaw which is due to hydrodynamic damping and friction between contacted mooring segments and seabed.

According to the results from potential theory by FAST\[8,9\], one can find natural period in surge, sway and heave direction matched well with the experimental data, while roll and pitch natural period were underestimated and natural period in yaw mode was overestimated. FAST underestimated damping ratio in DOF of yaw which is due to the same reason as argued in the quasi-static model implemented in FAST. In this paper, \(C_{d0}\) is evaluated by following way.

\[
\left(\frac{C_{d0}}{C_{d1}}\right) = \frac{C_d}{C_{d1}}\frac{f_i}{f_j}
\]

Where \(C_d\) is wave frequency dependent added damping in each mode, \(f_i\) is the possible wave frequency (units: Hz) range scaled from specified sea field. The conducted experiment, \(f_i\) is [0.33Hz, 0.625Hz]. Then resulting \(C_{d0}\) is estimated to be 4.1Kg/s. Without added damping in other modes are negligible. Morison equation after introducing proposed linear radiation damping is evaluated and added damping resulted from potential flow theory. In this paper, \(C_{d0}\) is evaluated by following way.

\[
\left(\frac{C_{d0}}{C_{d1}}\right) = \frac{C_d}{C_{d1}}\frac{f_i}{f_j}
\]

4.3 Significance of radiation damping in free vibration

Morison equation is well known in estimation of hydrodynamic load on bottom-mounted structures. Even though relative form is employed in modified Morison equation (Eq.2 and Eq.3) to expand its application to floating structures, it still overlooks wave–radiation load. The radiation loads are brought about as the platform radiates waves away from itself (i.e., generates outgoing waves). It can be ignored only if the motions of the platform are very small, otherwise wave–radiation damping should be taken into consideration. It should be stressed here that radiation problem has been separated from the diffraction problem in Morison equation and the wave–radiation loads are independent of the incident waves. The frequency dependence of the hydrodynamic-added damping from potential flow theory means that damping coefficients depend on the oscillation frequency of the particular mode of floating platform motion. And therefore, the frequency dependent radiation damping coefficient can be used in regular incident wave and irregular incident wave conditions.

To simplify the problem, one unique linear radiation damping coefficient in each mode rather than frequency dependent matrices was evaluated and employed in Morison equation. This is reasonable because frequency dependent radiation damping coefficient is stable within concerned wave periods. Equivalently, linear radiation damping coefficient is estimated based on the frequency dependent added damping resulting from potential flow theory in this paper, \(C_{d0}\) is evaluated by following way.

\[
\left(\frac{C_{d0}}{C_{d1}}\right) = \frac{C_d}{C_{d1}}\frac{f_i}{f_j}
\]

Figure 7 exhibits measured and predicted time series of sway motion in case 2.2 in condition of quasi-static model. Damping ratio identified from measurement was estimated to be 9.0%. Without radiation damping effect, predicted damping ratio...
was only 5.35% while it increased to be 9.46% when radiation damping was introduced. Error in terms of damping ratio prediction was reduced from -40.5% to 5.2%. Therefore, effect of radiation damping on translational modes is significant in few vibration. Not unexpected, in the situation where wave loads are primary, the effect of radiation damping is minimal. From the figure, one can also find that FAST yields good agreement in terms of natural period and amplitude because radiation damping is taken into account automatically from diffraction analysis.

4.4 Significance of axial force on dynamic response

Recall that Morison equation is limited to calculate the in-line hydrodynamic force which is perpendicular to the cylinder. Ishihara et al. [7] put forward a Morison-like equation (Eq. 3) using dynamic pressure to account for the Froude-Krylov load on axial-direction along members for heave plates. However, Froude-Krylov loads on the other slender members (such as braces) were ignored at that time. The significance of those forces will be investigated and be clarified from what follows.

Figure 8 shows measured and predicted dynamic RAOs and phase difference between motion and incident wave in case 3. Due to the limitation of equipment used in experiment, maximum incident wave period is 2.8 s which covers the possible wave range in real site. In site measurement, wave region is estimated to be scaled down between 1.0 s and 2.0 s in operational condition. The dynamic response of FOWT to regular wave period is needed to be ensured. It was found that dynamic motion to regular wave period was improved when axial Froude-Krylov force on slender members were considered, especially in heave RAO. It should be noted here that phase difference between incident wave and dynamic motion were improved as well after taking that axial force into consideration. Accuracy in prediction of this phase difference is considerably crucial for evaluation of hydrostatic force in vertical direction because hydrostatic force is dependent on both incident wave height and resulting heave motion itself.

Figure 8: Dynamic RAO and phase difference between motion and incident wave

Figure 10(a) depicts power spectrum density (PSD) of incident wave (case 4) which used in CAsT and FAST. From the figure, one can find that incident wave in CAsT and FAST can be used to represent the wave condition in water tank experiment except for a small amount underestimation in low wave frequency region [0.04 Hz] in which FAST underestimates the wave energy in this region. To further explain the significance of axial Froude-Krylov force acting on slender members in axial direction is considered.

Figure 10: Power spectrum of incident wave and dynamic response of motion to irregular wave in case 4.

4.5 Significance of dynamic behavior of mooring system on tension prediction

Provided translational motion in sway direction and rotational motion in roll direction is negligible, tension in T1, T2 and T3 are identical with the tension in T6, T5 and T4 respectively due to symmetric arrangement of mooring line as shown in Figure 2. Thus only tension in T1, T2 and T3 will be discussed. Figure 11 exhibits measured and predicted time series of tension in T1 using quasi-static model and dynamic model respectively in case 3 (T=2.8 s). Initial tension in each mooring line is removed in measured data which was not reproduced by quasi-static model. It should be stressed here that even though the mooring
system is coupled with platform and wind turbine, overestimated amplitude of tension has negligible effect on prediction of hydrodynamic response of float since fluctuated tension is proved to be sufficiently small compared with the fluctuation of hydrodynamic force on platform which makes the quasi-static model acceptable to be used to predict dynamic motion of floating platform. From the Figure 11(b), one can find amplitude of tension from simulation matched well with that from experiment. In addition, harmonic components in the tension were reproduced successfully by using dynamic model. The reason why harmonic components were observed in experiment and could be reproduced in simulation is that nonlinear viscous drag force is dominant in total hydrodynamic force acting on mooring line. Figure 12 shows measured and predicted tension RAO and phase difference between tension and incident regular wave in mooring line T1, T2 and T3. Phase difference shown in the figure is normalized by π. It was found that quasi-static model overestimates tension RAO of T1 by 56% while dynamic model in CAST only yields 14% difference compared with measured tension. Even though dynamic model in CAST still overestimates the tension in T2 and T3 in some extent, it is proved to be conservative in the design of mooring system. But the improved accuracy will contribute cost reduction in design process. The predicted tension RAO using FAST is consistent with that in CAST using quasi-static model. The little difference is due to the discrepancy of dynamic motion predicted by CAST and FAST as exhibited in Figure 8. Recognized that influence of dynamic behavior of mooring line is significant in evaluation of tension amplitude and drag force is dominant in total hydrodynamic loads on mooring line, one should realize that drag coefficient of chain consisting mooring line is a key parameter in dynamic analysis of mooring system.

5. Conclusions

Effects of radiation damping, axial Froude-Krylov force on slender members and dynamic behavior of mooring system were investigated using Morison based theory in this paper. Main conclusions are as follows. 1. Potential flow theory based flow is proved to be sufficiently accurate in evaluation of inertia coefficient, but drag coefficient cannot be obtained because of inviscid assumption in potential flow theory. Alternatively, the distributed drag coefficient was evaluated using CFD in this paper and the equivalent value was validated by water tank experiment. 2. Radiation damping plays an important role in free decay test. Without radiation damping effect, predicted damping ratio in DOF of sway was 5.35% and with radiation damping effect it was predicted to be 9.46%. Error in terms of damping ratio prediction was reduced from -40.5% to 5.2%. But, in the situation where wave loads are primary force the role of radiation damping is minimal. 3. Froude-Krylov loads on slender members are crucial in prediction of dynamic response of FOWT to regular wave. Conventional Morison based theory is enhanced. Consequently, in irregular wave, wave-induced response was improved in low wave period region as well. 4. Predicted tension by using quasi-static model was overestimated by 56% in T1. Dynamic model gave only 14% difference between measured and predicted tension. Thus, inertia and nonlinear damping force on mooring system has to be considered when evaluate tension in mooring lines.

5. FAST yields good agreement with experiment in prediction of natural period of surge, sway and heave DOF, but it underestimates pitch natural period. FAST is capable of predicting dynamic motion of platform in regular wave, but tension in mooring line is overestimated considerably since inertia and nonlinear damping force are ignored in the quasi-static model it implemented.
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Abstract:

Trailing edge flap is one of the most common flow control devices aiming at reducing the loads on the wind turbine blades. From the modelling point of view the dynamic character of flow introduces challenges, including unsteady flow phenomena and moving/deformable meshes. In the present paper airfoils with flapping trailing edge are simulated using two different computational tools, one viscous-inviscid interaction code and one compressible Navier-Stokes code. The predictions of the codes for static and dynamic flap situations are compared to the existing measurements. In the static flap cases, predictions of both models were satisfactory in the linear region. In free transition the better predictions of the drag coefficient by the viscous-inviscid interaction code are attributed to the different transition model. In the dynamic flap cases, combined with a harmonic pitching motion of the airfoil, part of the differences emanates from the fact that the actual (measured) flap angle deviates from the nominal one as reported by the experimenters.

Keywords: Trailing edge flap simulation, viscous-inviscid interaction, CFD, transition models.

1 Introduction

Lifetime of large wind turbines depends on the aerodynamic and structural loads experienced during operation. Most of these loads exhibit periodic variation in multiples of the rotational frequency. To minimize these loads, control systems should be able to reduce the fluctuations of the aerodynamic loads or add damping to the structural modes. On the other hand the aerodynamic performance of the airfoils along the blade span should be maximized. Flow control devices, such as trailing edge (TE) flaps or vortex generators, aim at mitigating the fatigue loads and improving the aerodynamic performance of an airfoil. In the framework of AVATAR EU FP7 project the effect of flow control devices on large wind turbine blades is investigated.

In the present paper, trailing edge flap is investigated using simulations by two in-house computational tools developed at NTUA. The first is the FoilW viscous, University of Stuttgart [1] and the second is the MaPFlow compressible Navier-Stokes solver [2]. Two different cases with available experimental data were chosen: The first refers to static TE flap for which steady state simulations are performed. For that case the experimental data are taken from the measurements on the TL190-82 airfoil performed in the course of the European UPWIND project at the wind tunnel of the Institute of Aerodynamics and Gas Dynamics (IAG) [3]. The second case refers to dynamic TE flap for which unsteady state simulations are performed. In that case the experimental data were taken from measurements on NACA0012 carried out by Krzyziak and Narkiewicz in the trisonic N-3 wind tunnel located at the Institute of Aviation Warsaw, Poland [4].

2 Numerical models

FoilW: FoilW is a viscous-inviscid interaction code developed at NTUA. The potential flow part is simulated by singularity distributions along the airfoil geometry and the wake. The wake is represented by vortex particles which are allowed to freely move with the local flow velocity. The viscous flow solution is obtained by solving the unsteady integral boundary layer equations defined by Drela [5] with unknowns: the displacement thickness, the momentum thickness and the amplification function (laminar part) or the shear stress coefficient (turbulent part) through which $C_D$ is determined. The viscous-inviscid coupling is achieved through a transpiration velocity distribution along the airfoil surface that represents the mass flow difference over the boundary layer height between the real viscous flow and the equivalent inviscid flow.

The boundary layer equations are discretized using finite differences and the final set of the non-linear equations is solved simultaneously using the Newton-Raphson algorithm. The boundary layer solution is supplemented by a transition prediction model based on the $\varepsilon^2$ spatial amplification theory [6] and by a dissipation closure equation for the maximum shear stress coefficient over the turbulent part.

MaPFlow: MaPFlow is a multi-block MPI enabled compressible solver equipped with preconditioning in regions of low Mach flow [7]. The discretization scheme is cell centered and makes use of the Roe approximate Riemann solver for the convective fluxes. In space the scheme is 2nd order accurate defined on unstructured grids and applies the Venkatkrishnan's limiter [8]. Also in time the scheme is second order and implicit introducing dual time stepping for facilitating convergence. The solver is equipped with the Spalt-Allmaras (SA) and the k-w SST eddy viscosity turbulence models.

Regarding transition, the correlation $\gamma_{Re}$ model of Menter [9] has been implemented. The $\gamma_{Re}$ is a two transport equation model for the intermittency and the momentum thickness Reynolds number. It utilizes local variables easily computed in each cell and does not require boundary layer definition and parameters.

3 Simulation of Trailing Edge flap

3.1 Static TE flap cases

For the TL190-82 airfoil (Figure 1), static TE flap deflections from -10 to 10 degree are simulated in clean and tripped conditions at a Reynolds number of 2.5·10^6. MaPFlow used an O-type mesh of 150000 cells generated by ICEM CFD. The non-dimensional distance of the first node from the wall is less or equal to 10^-5. FoilW can use only sharp airfoil profiles, so the original blunt airfoil profile is made sharp by modifying the aflat of the original shape and discretized with a number of 100 panels. Clean conditions are simulated with free transition modeling, whereas tripped conditions are simulated with fully turbulent and fixed transition modeling by MaPFlow and FoilW respectively.

![Figure 1: Articulated TE flap for the TL190-82 airfoil](https://example.com/figure1.png)

The predictions of the lift and drag coefficients are compared with the measurements in Figures 2.3. In clean conditions, both models predict lift well in the linear region. The fact that FoilW predicts drag better than MaPFlow suggests that the detached transition model identifies the transition locations more accurately than the $\gamma_{Re}$ model. Differences among predictions appear at higher AoAs and are more pronounced in the post-stall region. In general, stall is predicted at higher AoAs compared to the measurements. Tripping appears to have a drastic effect on the measurements by shifting stall to lower AoA. This effect is less pronounced in the predictions which present larger deviations from the measurements compared to clean conditions.

3.2 Dynamic TE flap cases

Dynamic TE flap cases of the NACA0012 airfoil refer to a Reynolds number of 1.63·10^6. A rigid trailing edge flap is implemented with a length 20% of the airfoil chord. The reduced frequency of the flap pitching motion is $K_a=0.02$. The flap oscillation has a double frequency, $\omega_1=0.042$. The angle of attack (pitch angle) and the flap deflection are governed by the equations:

$$\alpha = a_\alpha + D\alpha \sin(2\pi t)$$

$$\beta = a_\beta + D\beta \sin(2\pi t + \phi)$$

where $a_\alpha$ and $a_\beta$ are the mean values of the angle of attack and flap deflection, $D\alpha$ and $D\beta$ are the amplitudes of the airfoil and flap harmonic movement respectively and $\phi$ is the phase shift between the airfoil and the flap angle. In all simulated cases $a_\alpha=1^\circ$, $\Delta\alpha=6^\circ$, $a_\beta=0^\circ$ and $\Delta\beta=5^\circ$ is considered of the airfoil (increase of curvature) due to dynamic loads is investigated. It is noted that positive pitching angle is the one that leads to nose up motion of the airfoil and that the static angle of attack while positive flap deflection angle is the one obtained when the flap moves downwards.
MaPFlow uses a C-type mesh of 80000 cells generated by ICEM CFD (Figure 4) and performs fully turbulent simulations. One flapping period is discretized using 720 time steps. The code runs initially for constants AoA= $\alpha_m$ and flap angle= $\beta_m$ until a steady state solution is reached and then the harmonic variations of both angles are imposed. A periodic solution is achieved after 6 flapping periods. Foil1w considers fixed transition at 5% chord from the leading edge. One flapping period is discretized using 400 time steps and convergence is achieved again after 6 flapping periods.

Figure 4: Computational mesh around the NACA0012 airfoil

The different test cases refer to different phase shifts between the airfoil pitching motion and the flap angle. Figure 5 shows the variation of the flap angle with the angle of attack for $\phi=148^\circ$, $\phi=206^\circ$ and $\phi=298^\circ$. Measurements deviate from the nominal values provided by Equations (1),(2) possibly due to elastic deformations occurred during the experimental campaign or delay/errors in the response of the actuators controlling the motion of the airfoil and the flap. In order to fit the measured airfoil phase/flap relative motion, Nestor [10] suggested corrections to the phase shift from $\phi=148^\circ$ to $\phi=135^\circ$, from $\phi=206^\circ$ to $\phi=196^\circ$ and from $\phi=298^\circ$ to $\phi=280^\circ$. The double frequency of the flap movement results in the appearance of two loops, one corresponding to a whole flap cycle when AoA is positive and another one corresponding to a whole flap cycle when AoA is negative.

In order to estimate the effect of the phase shift correction, as suggested by Nestor, to the predictions, some initial simulations are performed with Foil1w. Figure 6, the modified $C_l$, $C_m$ loops for $\phi=148^\circ$ are compared with those of $\phi=135^\circ$ which is the corrected phase shift. Differences with measurements have been decreased suggesting that an even better correlation with the measured flap angle may result in a better and more fair comparison.

For the comparison between predictions and measurements, the corrected phase shift is
adopted. In Figures 7, 8, the predicted $C_L$, $C_M$ loops are presented. The overall shape of the loops is reproduced by both models, however, lift is generally overpredicted and moment is underpredicted. Larger differences are observed at the positive AoAs and are responsible for the overestimation in the slope of the double loop ($C_L$-AoA diagrams, Figure 7). A part of these differences can be attributed to the deviation of the measured flap angles from the theoretical values or to the 3D effects related to the experiment, such as the formation of stall cells along the blade model.

For example, in Figure 5a, it can be observed that during the upstroke measured flap angles are lower than the nominal (positive AoA, negative flap), reducing the lift. A similar observation can be made in Figure 5b, where the measured values of the flap deflection are again more downwards than the theoretical used in the simulations, when the airfoil is in the downstroke phase (negative AoA, negative flap). Estimation of the 3D effect on the slope of the lift loops could be made by comparing predicted and measured lift polars at static TE flaps. However, no measurements have been reported for static TE flap.

It should be noted that Foil1w predictions are closer to the measurements compared to those of MaPFlow. One possible reason is that MaPFlow used fully turbulent simulation instead of fixed transition. On the other hand, there are no experimental data for drag, which is expected to be better predicted using the k-ω SST turbulence model implemented in MaPFlow.

4 Conclusions

Several static and dynamic TE articulated flap cases were simulated by two solvers, the MaPFlow CFD solver using the k-ω SST turbulence model, and the viscous-inviscid interaction Foil1w model using the $e^\gamma$ transition model. Regarding the static TE cases, numerical models give acceptable $C_L$ errors in the linear region. In free transition cases, the $e^\gamma$ transition model showed a better behavior than the $\gamma$-Re$^\theta$ transition model, probably because it predicts the transition locations more accurately. The location of the $C_{L,\text{max}}$ was not well reproduced by the numerical models. Therefore, in the post-stall region the predicted errors were almost doubled compared to those found in the linear region. In the tripped condition cases, drag was better predicted by the fully turbulent simulations of the CFD code using the k-ω SST model.

Regarding the dynamic TE flap cases (along with a harmonic movement of the airfoil), the measured flap angle deviated from the one obtained from the theoretical relationships to be used as input to the simulations. This is a first reason for the differences between predictions and measurements of the lift and moment coefficients. Although the correction suggested by Nestor partly improved the correlation with the experimental data, an even more accurate representation of the input flap angle must be sought. One way to do this is by approximating the flap angle variation by a Fourier series in which higher order harmonics are retained. A first attempt was made for the $\phi=206^\circ$ case as shown in Figure 9. The flap representation is much closer to the measured one (six coefficients of the Fourier series are retained in this case), and the Foil1w $C_L$, $C_M$ predictions have been considerably improved. $C_L$ comes close to the measurements during the downstroke of the airfoil at positive flap angles, while $C_M$ comes close to the measurements again during the downstroke of the airfoil but at negative flap angles. More simulations using both Foil1w and MaPFlow codes must be performed to evaluate the effect of a more accurate flap angle representation on the predictions.

Another reason for the differences between predictions and measurements could be the 3D effects, such as the creation of stall cells along the blade model. Nevertheless, the comparison is encouraging because the shape of the lift and momentum variations was well reproduced and the mean level was predicted satisfactorily in many cases.
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Abstract

The morphing trailing edge system or flap system, CRTEF, has been developed over the last 10 years at DTU Wind Energy. After a promising wind tunnel test of the system in 2009 the INDUFLAP project has been carried out from 2011-2014 to transfer the technology from laboratory to industrial manufacturing and application.

To narrow the gap between wind tunnel testing and full scale prototype testing we developed the rotating test rig. The overall objectives with the rotating test rig are: 1) to test the flap system in a realistic rotating environment with a realistic g-loading; 2) to measure the flap performance in real turbulent inflow and 3) to test the flap system in a realistic size and Reynolds number when compared with full scale applications.

The rotating test rig consists of a 2.2 m blade section attached to a 10 m boom and mounted on a 100 kW turbine platform. It was installed in June 2014 and a short measurement campaign was conducted in the autumn 2014.

An important result of testing the flap system on the rotating test rig was operation of the flap system up to 30 rpm. which a g-loading of 9-10g comparable with the conditions on a 2-3 MW turbine.

Another important result was the measured performance of the flap system. We found that about 5.0 deg. flap angle gives the same load change as 1 deg. pitch. This is somewhat lower than simulations have shown which are in the range of 2 to 3 deg. flap angle to 1 deg. pitch angle for a 15% trailing edge flap system [2]. From 2011 to 2014 the INDUFLAP project, funded by the Danish national funding board EUDP, was conducted with the overall aim to transfer the technology from laboratory conditions to industrial manufacturing and application [3].

2. The developed flap technology – the CRTEF system

2.1 The flap actuation concept

The initial flap concept studies back in 2006 led to the design of the so-called Controllable Rubber Trailing Edge Flap (CRTEF) which comprises a morphing trailing edge manufactured in an elastic material with a number of voids inside. Their geometry are designed so that pressurizing some or all of the voids will create a deflection of the flap.

In an actual design shown in Figure 1 the morphing trailing edge system or flap, Figure 2 – The passive, load carrying part of the flap system.

Figure 3 – The two actuation flap elements assembled with the load carrying part.
The manufacturing of the 2m long actuation parts was performed by Rehau in a continuous thermoplastic extrusion process in form of a quasi endless 12 chamber hollow profile using the santoprene material. For manufacturing the sealed ends of the hollow profiles, a special method of a contact welding process was developed.

2.3 Flap integration into the blade and overall blade design

The idea behind the test rig is that the testing should be as close as possible to the rotating environment on the real turbine. So exposing the flap system to a g-loading comparable with the conditions on the full scale turbine is one of the main objectives but also measuring the flap performance in unsteady inflow conditions as on the real turbine operating in the atmospheric boundary layer is another important aim. Finally it is desirable that the size of the flap is not that far from full scale.

2.3.1 Rotating test rig design

To fulfill the above requirements to the test set-up we designed the rotating test rig comprising: 1) a blade section of 2.2m span and about 1m chord with aerodynamic shaped end caps; 2) a 10m pitchable boom where the blade section is attached to the one end and a counterweight at the other end and 3) a turbine platform where the boom is mounted on the shaft instead of a normal rotor, Figure 6.

The basic platform for the rotating test rig is the 100kW Tellus turbine positioned at the old turbine test site at DTU, Campus Risoe. The original three bladed rotor has been taken down, Figure 7 and a new 100kW full variable speed drive was installed so the rotational speed with the boom mounted is controllable between 0 and 60 rpm.

3. The rotating test rig

At an early stage of development of the test system wind tunnel tests were carried out in 2009 to verify the aerodynamic response characteristics of the system [1]. Pressure measurements were carried out on a blade section of 1.9m span, 1m chord and with a 15% CRTEF system in the VELUX wind tunnel in Denmark. The unsteady aerodynamic response characteristics were derived showing a characteristic time constant of about 100ms. However, there is big step from wind tunnel testing on a stationary blade section to full scale turbine application and therefore a so-called rotating test rig has been developed in the INDUFLAP project [3].

The blade section has the NACA0015 aerofoil shape and a constant chord length of 1m. The overall concept consists of a spanwise 2.2 meter long wing section covered with side pods in each end giving a total length of 3.4 meter. The blade section is built up on an inner aluminum structure covered with two shells of glass-epoxy composite material, Figure 8 and Figure 9. The aluminum structure consists of an 110mm hollow tube, two rib structures and a U-profile web. The aluminum parts were welded together. The tube makes it possible to mount and dismount the wing section on a boom and the U-profile web at the trailing edge is for fixation of different morphing flap systems.


3.4 Pneumatic system for flap actuation

Pressurizing the voids can be done either by a hydraulic or a pneumatic system or by a combination of the two systems. The choice of system depends e.g. on the requirements for the actuation time constant and on how strong the restrictions are on having valves/wires in the blade. In the present case a first option has been a pneumatic system developed and implemented by Hydratech Industries which were one of the industrial project partners in the INDUFLAP project.

A compressor at the hub supplies pressurized air into 3 accumulators which are the black tubes mounted in the blade section shown in Figure 8. They have three different pressure levels: low, medium, and high. A series of 3 switches per flap side (‘positive’-upper, ‘negative’-lower) control which of the three pressure levels is connected to the flap voids (on-off). A fourth switch per flap side controls the release of pressure. Controlling the switch valves allows for dynamic control of the pressure in the voids and therefore the flap deflection. The pressure at the flap inlets, the switches, the accumulators and the compressor are measured using pressure transducers.

3.5 Instrumentation

Besides the advantages by the rotating test rig mentioned above, one other major advantage by testing the flap system on a blade section is that it is possible to install a surface pressure measurement system which would be very complicated to implement on a full scale blade. By measuring the pressure distribution, the instantaneous aerodynamic loading can be derived and the performance of the flap system investigated.

The installed pressure system comprised 59 pressure holes distributed along the chord at the mid span position and additional 16 pressure taps at the 25% chordwise position to monitor the spanwise load distribution. The pressure taps were connected to two 64 channel Scannivalve pressure scanners mounted inside the blade section.

Besides the pressure measurements several accelerometers and strain gauges were mounted on the boom and the nacelle. In order to correlate the pressure measurements to the unsteady inflow, two five hole pitot tubes were mounted on the leading edge with the sensor head about 15m in front of the leading edge, Figure 14. A meteorology mast was positioned about three rotor diameters west of the test rig where wind speed and direction was measured in several heights. In total, 196 data channels are recorded.
3.6 Calibration of the flap deflection correlated to actuation pressure

It was not possible to measure the flap deflection directly with a sensor (e.g. a strain gauge built into the flap) on the rotating test rig and therefore a calibration in the lab, correlating the flap deflection to the pressure in the voids has been used. The calibration set-up shown in Figure 15 was used. A laser sensor measured the flap deflection and the supply pressure in the two layers of voids was likewise measured. An example on how the flap deflection correlates with the pressure is shown in Figure 16. It is seen that there is a close correlation between pressure and deflection although there might be minor hysteresis effects. The result of the calibration was 1.85 deg./bar to the one side and 1.48 deg./bar to the other side.

4. Experimental results

An important result of testing the flap system on the rotating test rig was operation of the flap system up to 30 rpm, which combined with a 10m radius gives a g-loading of 9-10g which is the same range as the system will be exposed to on a 2-3MW turbine. The calibration and interpretation of the flap performance would be to derive the lift and drag coefficients for different flap angles on basis of the measured aerodynamic loading from the pressure measurements and using the inflow angle and the relative velocity from the five hole pitot tube measurements, Figure 19. The turbulent, unsteady inflow data and in particular due to the low aspect ratio of the blade section. The turbulent, unsteady inflow is probably a major cause of this lower performance.

The calibration and interpretation of the inflow angle is the uncertain parts of the above analysis. Another way of characterizing the flap performance would be to derive the lift and drag coefficients for different flap angles on basis of the measured aerodynamic loading from the pressure measurements and using the inflow angle and the relative velocity from the five hole pitot tube to derive these non-dimensional coefficients. However, this is not a straight forward data reduction for turbulent, unsteady inflow data and in}
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technology from laboratory to industrial applications. During that work a flap design was developed where the manufacturing is done in an extrusion process using the santrophene material for one of the components. To narrow the gap between wind tunnel testing and full scale prototype testing we developed the rotating test rig. The overall objectives with the rotating test rig are: 1) to test the flap system in a realistic rotating environment with a realistic g-loading; 2) to measure the flap performance in real turbulent inflow and 3) to test the flap system in a realistic size and realistic Reynolds number.

The rotating test rig consists of a 2.2m blade section attached to a 10m boom and mounted on a 100kW turbine platform. It was installed in June 2014 and a short measurement campaign was conducted in the autumn 2014. Instantaneous aerodynamic loading in a cross section of the blade was derived from pressure measurements providing detailed insight into the unsteady flap response. An important result of testing the flap system on the rotating test rig was operation of the flap system up to a 30 rpm, which combined with a 10m radius gives a g-loading of 9-10g which is comparable to the conditions on a 2-3MW turbine.

Another important result was the measured performance of the flap system. As the blade section has a low aspect ratio we have chosen to compare the flap load response with the pitch load response as the pitch is the normal control system. We found that about 5 deg. flap angle gives the same load change as 1 deg. pitch. This is somewhat less than simulations have shown in the past which are in the range of 2 to 3 deg. flap angle to 1 deg. pitch angle for a 15% flap. The realistic, turbulent, inflow is probably a major cause of this lower performance.
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Abstract

A severe challenge in controlling wind turbines is ensuring controller performance in the presence of a stochastic and unknown wind field, relying on the response of the turbine to generate control actions. Recent technologies such as LIDAR, allow sensing of the wind field before it reaches the rotor.

In this work a field-testing campaign to test LIDAR Assisted Control (LAC) has been undertaken on a 600-kW turbine using a fixed, five-beam LIDAR system. The campaign compared the performance of a baseline controller to four LACs with progressively lower levels of feedback using 35 hours of collected data.

The collected data indicates that utilizing measurements from multiple range gates on a pulsed LIDAR system can result in rotor averaged wind speed (RAWS) estimates with greater levels of correlation with wind speed at the rotor than using a single range gate. The LACs showed higher levels of speed control performance with significantly reduced levels of pitch activity and generally lower levels of tower excitation. Although the loading spectrum for the test turbine was dominated by the first tower fore-aft natural frequency, the reduction in likelihood is to show greater relative significance on typical full-sized turbines, which show lower excitation levels due to harmonic clashes.

I. Introduction

A severe challenge in controlling wind turbines is ensuring controller performance in the presence of a stochastic and unknown wind field, relying on the response of the turbine to generate control actions. Recent technologies such as LIDAR, allow sensing of the wind field before it reaches the rotor. This information allows controllers to work in an anticipatory mode, potentially improving control performance [1] and leading to reduced costs of energy through load reduction and reduced actuator usage.

A number of methods have been researched using simulation studies to exploit preview wind information ranging from basic [2] and advanced [3–5] feedforward algorithms to model predictive control methods [6–8]. Although most methods have been tested in simulation on models of various fidelity, feedforward controllers have begun to be field tested on full-scale turbines [9–11].

In this work we present the results of field testing a feedforward control algorithm that utilises LIDAR measurements on a full-scale wind turbine. This work contributes the first set of public field tests of a feedforward controller in conjunction with a five-beam pulsed LIDAR system. This paper makes use of approximately 35 hours of data in a range of wind conditions and multiple controller turnings to show the impact on rotor speed control, pitch actuator usage and tower loading from LAC.

II. Approach

A. CART2 Wind Turbine

Testing has been conducted on the Controls Advanced Research Turbine (CART2) wind turbine at the National Wind Technology Center in Colorado, USA. The CART2, a two-bladed variable-speed, variable-pitch turbine with a 42.7-m rotor diameter [2], is nominally rated at 600 kW, however, for the purposes of this study, the turbine has been de-rated to 288 kW to maximise the time during which pitch controller is active because the measurements took place during a period of low wind speeds. The resulting set points for rated rotor speed, generator speed and generator torque were set at 24 rpm, 1036 rpm and 1182 Nm, respectively.

B. LIDAR System

The preview wind information used for control was obtained by a raclette-mounted LIDAR system created by Avent LIDAR Technology. The Avent five-beam LIDAR unit uses a pulsed LIDAR with five fixed beams, each capable of sampling the line-of-sight (LOS) wind speed at up to 10 ranges simultaneously. The LIDAR is mounted on the raclette facing upwind, as shown schematically in Fig. 1 and on-site in Fig. 2. The LIDAR also processes the LOS data to return the current RAWS estimate, wind shear estimate and wind direction estimate for each range gate. The RAWS is defined as the mean wind speed over the rotor swept area at a defined plane (not necessarily at the rotor).

For the purposes of this testing campaign, the feedforward control algorithm makes use of the RAWS data from three range gates focused at 50 m, 65 m and 80 m. These gates correspond to covering the centre and approximately 63%-100% of the rotor radius using a beam angle of 15° from horizontal.

For typical full-sized turbines, which show lower excitation levels due to harmonic clashes, the RAWS is defined as the mean wind speed over the rotor swept area at a defined plane (not necessarily at the rotor). The RAWS estimate is then added to the feedback signal as shown in Fig. 3.

C. Baseline Feedback Controller

The CART2 was de-rated to a rated wind speed of 8 ms⁻¹ (128 kW rated power) in order to function in the pitch control regime as much as possible for this study. The CART2 has separate generator torque and blade pitch controllers to maintain the required rotor speed. The generator torque is applied as a function of filtered generator speed, attempting to track the optimal power coefficient until the rotor speed is 19.2 rpm, after which the torque is increased linearly until it saturates at 1182 Nm, coinciding with a rotor speed of 22.9 rpm. The pitch controller becomes active to regulate the rotor speed to 24 rpm once the turbine reaches maximum torque. This speed is obtained at wind speeds of approximately 8 ms⁻¹. The controller is implemented as a gain-scheduled PI controller using the filtered generator speed as feedback, typical of full-scale wind turbines.

D. Feedforward Controller

The feedforward controller is designed to use preview wind measurements to assist the feedback controller in speed control, with the aim of achieving higher levels of speed control performance and/or reduced levels of pitch activity. We approximate the entire wind disturbance acting on the rotor by a RAWS at the rotor plane and focus on rejecting low frequency aspects of the disturbance. We can then apply a static control law based on the steady-state blade pitch as a function of RAWS. This method has been shown to be successful at reducing rotor speed variance in both field testing and simulation [9, 10].

The control law moves the pitch actuators preemptively to the correct steady-state pitch angle for the incoming wind field through the following algorithm:

\[
\theta_T = \theta_{IP} + \theta_C(t) - \theta_i(t) + \theta_f(t).
\]

where \(\theta_T\) is the feedback pitch rate, \(\theta_{IP}\) is the steady-state pitch angle for a given wind speed and \(r\) is the look-ahead time (LAT). The feedforward control signal is then added to the feedback signal as shown in Fig. 3.

The LIDAR system used for this study provides an estimate of the RAWS at three range gates \(V_{RAWS} \pm r\), where \(r\) is the time-to-rotor (TTR) determined by:

\[
T = \frac{D}{V_{RAWS} - r} - c,
\]

where \(D\) is the tower height and \(c\) is the cut-in speed.

Figure 1. LIDAR mounting and scanning schematic. Red lines indicate LIDAR beams, green dots indicate scan points, dashed lines indicate orientation axis and dash-dot lines indicate range gate plane.

Figure 2. A five-beam LIDAR system mounted on the CART2. (Photo Credit: Lee Jay Fong-kang, NREL, 35821.)
where $D_i$ is the distance between the rotor plane and the focus plane of range gate $i$, $V_c$ is the convection speed and $\varepsilon$ represents any processing delays. The convection speed is determined by low-pass filtering $V \frac{d}{dt}$. The TTR decreases on each controller time step and when a RAWS estimate has a TTR equaling the LAT or has reached the rotor (TTR of 0) it is low-pass filtered (to avoid discontinuities caused by combining data from multiple range gates) and used in the feedforward algorithm.

III. Results

To analyse the control performance, the CART2 was run in a de-rated state, cycling between LAC and Baseline control every 5 minutes. Data was binned into contiguous 45-second samples in which the minimum rotor speed was above 23 rpm (96% rated) and the minimum generator torque was 1000 Nm, both indicating above-rated operation with pitch action. The sample length choice was based on a trade-off between environmental condition distribution (wind speed, turbulence intensity and number of samples) and the ability to analyse spectral responses at lower frequencies. Each chunk was processed to return environmental data, speed control performance, pitch actuator duty and structural loading metrics. Data was gathered with the LAC using feedback gains of 100%, 75%, 38% and 10% of Baseline gains (LAC100, LAC75, LAC38, and LAC10). A summary of data volumes is given in Table I and distributions according to wind speed and turbulence intensity are illustrated in Fig. 4. The analysis presented in this paper used more than 35 hours of data.

<table>
<thead>
<tr>
<th>Gains</th>
<th>Baseline 45-s Chunks</th>
<th>LAC 45-s Chunks</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>137</td>
<td>110</td>
</tr>
<tr>
<td>75%</td>
<td>197</td>
<td>234</td>
</tr>
<tr>
<td>38%</td>
<td>94</td>
<td>43</td>
</tr>
<tr>
<td>10%</td>
<td>1423</td>
<td>614</td>
</tr>
</tbody>
</table>

Data from LAC100, LAC75 and LAC38 shows similar distributions and volumes to the baseline controller during their respective periods of operation, whereas LAC10 shows much lower levels of data collected compared to the baseline. Overall, the amount of data collected from LAC10 is still much greater than the other controller tunings.

A. Rotor Average Wind Speed Reconstruction Performance

The Avent LIDAR system is able to sample winds at multiple distances in front of the turbine. RAWS reconstructions taken closer to the turbine are likely to have a higher correlation to the "true" RAWS at the rotor plane. However, because the plane is closer, the sample points at the range gate are closer to the centre of the rotor, possibly losing data from spatial turbulence acting at the edge of the rotor. Using multiple gates can allow larger correlations while still maintaining adequate rotor coverage.

A wind speed estimator (WSE) was used to give the closest approximation to the "true" RAWS, which is used to test the coherence of RAWS estimated reconstructed from LIDAR signals. The estimator takes the following form:

$$V_{\text{WSE}}\left(\alpha, \dot{\alpha} \right) = AV_{\text{WSE}} + K(\alpha_{1,1} - \dot{\alpha}_{1,1})$$

where: 
- $^\wedge$ denotes an estimated value; 
- $\dot{}$ is the time step index; 
- $V_{\text{WSE}}$ is the wind speed estimate; 
- $\alpha$ is the rotor acceleration; 
- $A$ is the state transition matrix; and 
- $K$ is the estimator gain.

The linearised error dynamics of this estimator are defined by:

$$\Delta \omega_{1,1} = (A-KC)\Delta \omega_{1,1} \Delta t$$

where:
- $\Delta \omega_{1,1} = \alpha_{1,1} - \dot{\alpha}_{1,1}$
- $\Delta t$ is the time step.

Given that in quasi-steady-state conditions the following relation is held:

$$P = \frac{1}{2} \rho A \cdot C_p \left(\alpha_{1,1}, \theta_{1,1}\right)^2$$

where:
- $P$ is the mechanical power from the rotor; 
- $\rho$ is the air density; 
- $A_r$ is the rotor area; 
- $C_p$ is the power coefficient; 
- $\alpha_{1,1}$ is the rotor speed;
\[ F = \text{the rotor effective wind speed}; \quad \theta = \text{mean blade pitch angle}; \quad \gamma = \text{generator torque}; \quad \mu = \text{drive train efficiency}; \quad \eta = \text{drivetrain efficiency}; \quad K = \text{gearbox ratio}; \]

By modelling the wind as a step input, \( I = 1 \), the estimator gain can be described in terms of an approximate time constant, \( r \), for the error dynamics:

\[ r = \frac{1}{k + 1}. \]

\( r \) is set to 1 s for this study. \( C \) is recalculated online, allowing \( K \) to be updated each time step. In this realisation, the wind speed estimate is adjusted until the estimated and measured rotor acceleration of tower.

To find \( \dot{a} \), we differentiate and low-pass filter the measured rotor speed with time. The low-pass filter is a second-order Butterworth filter with a natural frequency of 3 rad/s and a damping ratio of 0.707.

To find \( \dot{\theta} \), we use the torque imbalance equation for a rigid drivetrain:

\[ \dot{\theta} = \frac{0.5 \rho}{c_{\max}} \left( C_{\alpha} \omega_{\alpha} \dot{\alpha} + C_{\theta} \dot{\theta} \right) - \frac{1}{2} N \alpha - \dot{\theta} \eta \]

where:

- \( \alpha \) is the aerodynamic torque;
- \( g_{\alpha} \) is the generator torque;
- \( \omega \) is the rotor speed;
- \( N \) is the gearbox ratio;
- \( C_{\alpha} \) and \( C_{\theta} \) are aerodynamic coefficients.

The reduction in controller gains from LAC100 to LAC38 resulted in decreasing levels of actuator usage beyond 0.1 Hz. The levels of coherence from Range Gate 1 are close to the combination of all range gates; this is likely due to the relatively large rotor coverage at a short focus distance, 63% and 90 m, respectively. As turbine sizes increase, we would expect a greater trade-off between EIDAR range and rotor scan area (assuming similar beam angles), amplifying the benefits of combining EIDAR measurements from multiple distances.
IV. Conclusions

A field-testing campaign to test LAC has been undertaken on a 600-kW turbine using a fixed five-beam LIDAR system. The campaign compared the performance of a baseline controller relative to four LACs with progressively lower levels of feedback using 35 hours of collected data.

The collected data demonstrates that utilizing measurements from multiple range gates on a pulsed LIDAR system can result in RAWS estimates with greater levels of correlation to wind speed at the rotor than using a single range gate. The benefits are likely to be more pronounced on implementations with larger rotors where each scanning range has a trade-off between distance and rotor coverage.

The LACs showed higher levels of speed control until controller gains had been reduced to 10% of baseline levels. The speed control was achieved with significantly reduced levels of pitch activity and generally lower levels of tower excitation.

LAC tower base DEL levels were consistently reduced relative to baseline levels once pitch activity at rotor harmonic frequencies and tower frequencies was sufficiently reduced (LAC10); however, at these controller gain levels, speed control performance was poorer than baseline levels. However, the CART2 loading spectrum was dominated by responses at 2P and the first tower fore-aft natural frequency, indicating that the response reduction is less significant for this turbine. The reduction is likely to be more significant with typical full-sized turbines, which show lower excitation levels due to harmonic clashes.
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Figure 9. PSD of tower base fore-aft moment with different LAC tunings compared to the Baseline controller binned by wind speed. Blue: Baseline; Green: LAC.

Figure 10. Tower base fore-aft DEL with different LAC tunings compared to the Baseline controller binned by wind speed. Markers indicate range and mean of data in each wind speed bin. Blue: Baseline; Green: LAC.
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Abstract

This paper presents first steps toward an adaptive data processing technique crucial for lidar-assisted control in wind turbines. In this work, a structured process to develop an adaptive data processing technique is not only feasible but also easily replicable. In this case, the model is identical to the controller design model and the combination of lidar- and turbine-specific knowledge enables a feedforward control action to be applied to the turbine with the desired preview time, which improves the overall control performance.

1 Introduction

For wind turbines, wind is the energy source as well as the main disturbance to the wind turbine control system. The main disturbance to the wind turbine control system is the wind, which is random and cannot be controlled. Therefore, a feedback controller is used to track the desired power output while absorbing the impact of the wind disturbances. In recent years, the development of lidar technology has allowed the information about incoming disturbances to be made available ahead of time and used for feedforward control. A comprehensive overview of lidar-assisted control can be found in [6].

1.1 Motivation

Lidar-assisted control is crucial for improving the controller's ability to use the lidar preview information for feedforward control. An example is in [6], where simulation studies showed that improving the coherence will lead to improvements in feedforward control for load reductions.

2 Approach

As discussed in the introduction, this paper presents a structured code development for lidar-assisted control. In this section, we present the approach taken for designing this complete system, from the design of the feedforward controller that will apply the lidar signal, the data processing, and the stages of refinement and implementation that would be expected in an industrial application.

2.1 Structured Code Development for Lidar-Assisted Control

The code development for lidar-assisted control is structured in stages: feedforward controller development, data processing development, and implementation. Data processing development includes modeling of the lidar measurement principles and limitations is mandatory for providing usable signals to the controller.

1.1.1 Feedback Controller Development

Assuming that 

\[ \hat{\mathbf{x}}(t) = \mathbf{A} \mathbf{x}(t) + \mathbf{B} \mathbf{u}(t) + \mathbf{E} \mathbf{d}(t) \]

and 

\[ \mathbf{y}(t) = \mathbf{C} \mathbf{x}(t) + \mathbf{D} \mathbf{u}(t) + \mathbf{F} \mathbf{d}(t) \]

the feedback controller can be designed as

\[ \mathbf{u}(t) = -\mathbf{K} \mathbf{x}(t) \]

where 

\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]

and 

\[ \mathbf{L} = \mathbf{R} \mathbf{K} \]

The control law is then

\[ \mathbf{u}(t) = \mathbf{K} \mathbf{y}(t) \]

where 

\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]

The controller gains are determined by solving the algebraic Riccati equations

\[ \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} \mathbf{L} \mathbf{Q} = \mathbf{Q} - \mathbf{G} \]

\[ \mathbf{R} \mathbf{L} \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} = \mathbf{R} - \mathbf{D} \]

The feedback controller is then
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\[ \mathbf{R} \mathbf{L} \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} = \mathbf{R} - \mathbf{D} \]

The feedback controller is then

\[ \mathbf{u}(t) = -\mathbf{K} \mathbf{y}(t) \]
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\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]
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\[ \mathbf{L} = \mathbf{R} \mathbf{K} \]
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\[ \mathbf{R} \mathbf{L} \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} = \mathbf{R} - \mathbf{D} \]

The feedback controller is then

\[ \mathbf{u}(t) = -\mathbf{K} \mathbf{y}(t) \]

where 

\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]

and 

\[ \mathbf{L} = \mathbf{R} \mathbf{K} \]

The control law is then

\[ \mathbf{u}(t) = \mathbf{K} \mathbf{y}(t) \]

where 

\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]

The controller gains are determined by solving the algebraic Riccati equations

\[ \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} \mathbf{L} \mathbf{Q} = \mathbf{Q} - \mathbf{G} \]

\[ \mathbf{R} \mathbf{L} \mathbf{Q} \mathbf{L} \mathbf{R}^{-1} = \mathbf{R} - \mathbf{D} \]

The feedback controller is then

\[ \mathbf{u}(t) = -\mathbf{K} \mathbf{y}(t) \]

where 

\[ \mathbf{K} = \mathbf{L} - \mathbf{P} \]

and 

\[ \mathbf{L} = \mathbf{R} \mathbf{K} \]

The control law is then

\[ \mathbf{u}(t) = \mathbf{K} \mathbf{y}(t) \]
The feedforward controller, the data processing, is going toward zero (0 means no correlation). Each stage has a defined goal. This helps to design the controller for the controller. Simultaneously measured field test raw lidar data (RLD) are used to adjust the data processing (DP). Stage 5 (right): Field Testing; the DP and FF are compiled for TwinCAT on the Gateway and the FB for Labview on the real-time capable industrial PC and is connected to the CART-SCADA via an Ethernet connection. The lidar data is condensed into an estimate of the lidar-measured rotor-effective wind speed. Additionally, the software provides the feedforward controller action (blade pitch, generator speed) to try to counter the rotor-effective wind speed disturbances on the turbine. Fig. 2: Code development. Stage 1 (left): Simulation within Simulink with perfect wind preview; the rotor-effective wind speed, filtered, and transformed into the feedforward controller. The data processing can be evaluated by comparing the correlation between the lidar estimate and the real-time environment. Stage 2 (center): Hybrid Simulations within Simulink; the rotor-effective wind speed from field test turbine data and real-time environment are developed in-developed. Thus adjustments can be done over the full operation range to test the robustness of the controller against measurement uncertainties. Stage 3: Real-time Simulations: Effects such as the wind evolution can be included in simulations, but effects like turbulence and solar radiation are difficult to simulate. This is why the approach of the Hybrid Simulations [15] is used to combine the data processing and feed-forward controller action (blade pitch, generator speed) to try to counter the rotor-effective wind speed disturbances on the turbine. Fig. 3: The Avent 5-Beam pulsed system was installed on the nacelle of the CART2 (see Figure 3) and measures at 10 distances in front of the rotor. At each distance, five line-of-sight measurements are taken sequentially within 1.25 seconds and are transferred to the CART-SCADA via an Ethernet connection in real-time. The detected correlation is used to design an adaptive filter. The data processing and feed-forward controller are realized on the Gateway, which is connected to the computational unit (CU) via an Ethernet connection. TheGateway provides the feedforward update signals to the feed-forward controller. The data processing is shown in Figure 3 (left) and the analytically derived model in Figure 3 (right). 

3.1 Correlation Study

Similar to previous work, the rotor-effective wind speed estimated from the raw lidar data and from the data processing system and the feed-forward controller: The rotor-effective wind speed is extracted from data of the turbine controller, as shown in Figure 2 (right). This is confirmed by Figure 5, which compares both signals in the frequency domain: for small wavenumbers (large turbulent eddies) the coherence is closest to one (1 means perfect correlation). The detected correlation is used to design an adaptive filter, which adapts to the slow frequency dependence of the correlation. The detected correlation is used to design an adaptive filter, which adapts to the slow frequency dependence of the correlation. The coherence is verified by the analytical model [12]. The longitudinal decay parameter for the wind evolution was set to 0.2 based on the detected value from [17].
3.2 Online Calculation of Cross-Correlation

The feedforward control inputs are calculated based on the lidar estimate of the rotor-effective wind speed and sent to the CART-SCADA with an adjustable preview time before the wind disturbance reaches the turbine. This timing is crucial and the lidar estimate needs to be aligned with the rotor-effective wind speed from the turbine data. The preview time of the lidar estimate is based on Taylor's Frozen Turbulence Hypothesis and calculated by dividing the measurement distance by the mean wind speed. Changes in the preview can be due to the changing impact of the induction zone or inaccuracies in Taylor's hypothesis or the measurement distance.

On the Gateway, the timing is evaluated online by calculating the cross-correlation between the rotor-effective wind speed from lidar and turbine data. The normalized cross-correlation gives a measure of the similarity of the estimation and the timing of the estimation. An example of the online cross-correlation over the last 10 seconds is given in Figure 6. The timing can be adjusted manually by shifting the lidar preview via the GUI, and the changes can be observed in real time. During the ongoing field testing, an offset of 1 second was identified and corrected.

3.3 Initial Results of Field Testing

Finally, a field-campaign was conducted in which the baseline feedback pitch controller was augmented by the lidar-preview feedforward pitch update. Because the lidar preview measurement was shown to have good coherence to turbine measurements and was robust over time, the feedback controller could be detuned to maximize the benefit of using lidar feedforward. Detuning the feedback controller allows the feedforward controller to handle the lower wind disturbance frequencies, up to the coherence limit, which should be the optimal combination.

The field test is set up so that the controller cycles between 5 minutes of running the normal baseline feedback controller and 5 minutes of combined a feed-forward and detuned feedback controller as described above. By cycling in this way, the two controllers are tested in wind conditions that are as similar as possible.

Currently, field tests have been run intermittently over several months, across a range of seasons and atmospheric conditions. While still somewhat initial, the data is already demonstrating promising trends. To analyze the data, we process each 5-minute data file as follows. The first 30 seconds of each file are ignored, to allow the change in performance of transitioning from one controller to another to be established. The remaining time is divided in 45-second continuous chunks and processed. For each chunk, statistics such as mean and standard deviation are computed for all signals, and for signals related to fatigue, a damage equivalent load (DEL) is likewise computed.

We first consider the speed-regulation performance of the lidar-enhanced controller compared to the baseline. The collective pitch controller regulates the rotor speed to the rated setpoint. The first question to answer is how has our modification affected this performance. Figure 7 compares the performance of speed regulation. Note that for the plots, the statistics computed from the 45-second chunks have been binned by wind speed, and for each wind speed and controller the mean value and standard error of the mean are computed. First, in Figure 7 (left), the standard deviation of the rotor speed is compared across the collected 45-second chunks of data. From this plot, it appears that the speed regulation performance has not been impacted, which is the desired result. Had lidar feedforward been ineffective, detuning the feedback controller would have significantly worsened and rotor speed variation would have increased. Figure 7 (right) plots the frequency of occurrence of each per-chunk maximum rotor speed. While the highest observed rotor speeds did occur with the lidar-enhanced controller, there is not much noticeable change in performance. Finally, Figure 8 (left) shows the pitch rate standard deviation, which indicates the amount of pitch activity. Here, it is clear the lidar-enhanced controller is achieving similar results in speed control with significantly less pitch actuation when compared to the feedback controller. Because the feedback controller can only react after a wind event, it would normally need to pitch more aggressively than a controller that previews the upcoming wind event and can begin acting ahead of time.

Additionally, the standard deviation of the tower acceleration in Figure 8 (right) is reduced. We can now compare the controllers in terms of the fatigue loads by plotting the per-chunk DEL statistics. Because collective pitch is most tightly coupled to fatigue loads related to rotor thrust, we focus on those—specifically blade flap bending moment and tower fore-aft bending moment.

The comparison of flap bending is shown in Figure 9 (left). Although additional data collection in higher winds would greatly aid in drawing conclusions, a reduction in this load is evident in wind speeds above rated. Fore-aft bending moment, shown in Figure 9 (right), is significantly reduced by the experimental controller.

4 Conclusion and Outlook

In this work a solution is presented that allows the data processing and feedforward control to be independently calculated of the lidar system and the turbine controller. This setup allows robust operation of the wind turbine and intensive calculations on time scales different than the feedback control loop.

Further, the setup provides the possibility to determine not only the rotor-effective wind speed estimate
H∞ Based Gain Scheduled Robust Control for Load Mitigation in a Commercial 3 MW Wind Turbine

Abstract

The design and analysis of different robust control strategies applied to a commercial 3 MW wind turbine are presented in this paper. An exhaustive simulation analysis is developed with the proposed robust controllers and they are compared to the baseline controller - LTI based - installed in a commercial wind turbine by means of Key Performance Indicators (KPIs). The family of linear models extracted from a high-fidelity aeroelastic code is used to design the robust controllers and this software package is also used to perform a full set of calculations including both extreme and fatigue load cases.
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1 Introduction

In the last years, the incessant increase of size of wind turbines, combined with an increment of the structure complexity for offshore wind turbine designs, has introduced new challenges in the control systems. These control systems have to be more complex to match tight design specifications in terms of loads and performance. Such design targets have often opposite trends, for instance lighter mechanical structures with lower resonance frequencies are required but loads must be kept limited, and the best trade-off must be found. In this way, the number of control objectives has increased and, due to coupling of variables and components of wind turbines, the present tendency of the control strategy design is to use multi-objective and multivariable schemes. Several applications of advanced multivariable control techniques - such as robust control - are found in the literature, and some of them have also been field-tested in wind turbine prototypes [2].

In previous work of the authors [1][4][5] gain-scheduled (GS) robust controllers were designed for the public 5 MW ‘upwind’ wind turbine model. The controllers obtained had a higher capacity to adapt their behaviour according to the different operating points in wind turbine non-linear systems, therefore they improved closed loop performance, compared to Linear Time Invariant (LTI) controllers. Bearing in mind that those GS robust controllers are based on high-order H∞ controllers, used interpolation methods implicate an important contribution in the LTI control interpolation field due to the mathematical calculation convergence problems.

Recently, robust control techniques have been applied to a commercial multi-megawatt wind turbine (Fig. 1) and this paper focuses on the results achieved. The controllers were designed according to design procedures presented in [4] and [5]. The different robust controllers obtained were integrated in the control code and in the control hardware. As a previous step before field-testing, the robust controllers have been tested by Hardware in the Loop (HIL). To consolidate the results presented in this paper with field data, an experimental test campaign will be carried out at the real wind turbine in the coming months.

This paper compares the different control structures based on robust control theory and designed for a multi-megawatt commercial wind turbine against its LTI based baseline controller. The comparison of these controllers has been developed by means of simulations in a high-fidelity aeroelastic code. Four control structures are analyzed, named BCS (Baseline Control Structure), RCS1 (Robust Control Structure 1), RCS2 (Robust Control Structure 2) and RCS3 (Robust Control Structure 3). In the case of the control structure RCS2 two controllers are considered: RCS2a without tower side-to-side compensation and RCS2b with this compensation. The comparison is made by means of Key Performance Indicators (KPIs).

2 Controllers

The four control structures developed for the commercial wind turbine (BCS, RCS1, RCS2 and RCS3) are briefly described in next sub-sections.

The control objectives for the novel proposed robust control algorithms are as follows: 1) improving the regulation of the generator speed, 2) mitigating the wind effect on the tower fore-aft and side-to-side first modes and 3) damping the drive train mode – both with the main objectives of mitigating the loads in the wind turbine –, and 4) improving the generation of electric power. Fig. 2 shows a general view of the robust control structure used in this work, which is based on two multivariable collective pitch and generator torque controllers. Finally the tower fore-aft compensation was not activated in any of the robust controllers and the tower side-to-side compensation was not considered in the RCS2a controller, but it was in the other robust controllers.

In the robust controller structure RCS1 a unique collective pitch H∞ controller is designed for the whole above rated zone [4]. The robust control structures RCS2 and RCS3 are based on three collective pitch H∞ controllers, designed with the same structure of the RCS1 controller but for three operating points in the above rated zone, corresponding to wind speeds of 13 m/s, 19 m/s and 25 m/s, and covering, covering robust stability up to cut out wind speed. The main goal is to improve the...
regulation of the generator speed achieved with the LTI pitch control designed in RCS1. In RCS2 the interpolation of these three controllers has been developed with a gain-scheduling of the controller’s state space matrices by polynomials approximations [5], where the controller is represented by Linear Fractional Transformation (LFT). In RCS3 a more sophisticated interpolation method solving a complex a Linear Matrix Inequalities (LMI) system [5], which guarantees the closed loop stability during the transitions, has been used.

2.1 Baseline controller (BCS)

Controller based on the classical control design proposed by Bossanyi in [3]. This control design considers uncoupled monovariable pitch angle and generator torque control loops and the controllers are based on gain-scheduled Proportional-Integral (PI) controllers and filters. This controller is a mature and well-tuned controller of the commercial wind turbine.

2.2 Robust controller 1 (RCS1)

Basically, the designed control strategy consists of two robust H∞ multi-input single output (MISO) controllers (Fig. 2).

The first MISO (Multi-Input Single-Output) controller is a generator torque controller which reduces the wind effect in the drive train and tower side-to-side first modes. This work in all operating zones, although the basis in the below rated zone – to follows the optimum power coefficient curve – is the same as in the baseline BSC controller. The other MISO controller, the collective pitch angle MISO controller, is designed for the operating point corresponding to a mean speed of 15 m/s and regulates the generator speed at the nominal value.

Taking into account that this is a unique controller for the whole above rated zone, limited performance levels were expected, balancing the large robustness of the controller.

2.3 Robust controllers 2 (RCS2a and RCS2b)

The generator torque control is the same as the MISO generator torque controller used in the RCS1 controller. For the collective pitch controller, in order to overcome the performance limitation of using a unique H∞ MISO controller for the whole above rated zone, three basic H∞ controllers are designed with the same structure of the RCS1 controller but for three operating points, corresponding to wind speeds of 13 m/s, 19 m/s and 25 m/s. Each basic H∞ controller is valid only for a stability robust region and therefore the controller must be changed according to the region in the above rated zone. The change of controllers can be performed either by interpolation or by switching. Switching might produce instability and interpolation is preferred. In the RCS2 control structure the interpolation of the three LTI H∞ controllers is based on the gain-scheduling of the coefficients of the three LTI controller’s state-space matrices [5]. The stability in all trajectories of the above rated zone is not guaranteed in the control design with this LFT represented gain-scheduled controller, but it should be guaranteed by means of extended simulations. Fig. 3 shows the upper LFT representation of the gain-scheduled robust pitch controller, where the coefficients of the state space matrices are interpolated with a first order polynomial approximation. The varying parameter is named $p(t)$ and it varies according to the present pitch angle.

As mentioned, with the RCS2 robust control structure two controllers were designed: RCS2a, without tower side-to-side compensation and RCS2b, with tower side-to-side compensation.

2.4 Robust controller 3 (RCS3)

The generator torque control is not changed from the RCS2 robust control structure to this control structure. However, the interpolation of the three collective H∞ pitch controllers diverges from RCS2. It is based on solving a Linear Matrix Inequalities (LMI) system to represent it in a new gain scheduled scenario (see Fig. 4). The collective pitch angle control signal is calculated from the contribution of the new three calculated discretized controllers, represented in state space: SS1d, SS2d and SS3d. These are calculated solving the LMI system and their frequency response is the same as in the three H∞ controllers used. However, SS1d, SS2d and SS3d are prepared to be interpolated by the three gains. The stability is guaranteed in all points of the parameter trajectory of the
3 Result Comparison

Some simulations have been performed in a high-fidelity aeroelastic code with the five controllers.

Load Cases DLC1.1, DLC1.2, DLC1.3, DLC1.4, DLC1.5, DLC1.6, DLC1.7, DLC1.9, DLC2.1a, DLC2.1b, DLC2.2 and DLC4.2 of the standard IEC 61400-1:1999 [6] have been considered.

The results obtained with the different controllers are compared by means of KPIs (Key Performance Indicators) of main coordinate systems. The four robust controllers are evaluated in comparison to the baseline controller BCS. Performance is evaluated by means of KPIs of ‘over speed’, ‘Annual Energy Yield (AEY)’, ‘tower clearance’ and ‘pitch duty’ values. Fatigue loads are assessed with KPIs of Tower Base Mx and My, Blade Root Mflap and Medge, and Stationary Hub Mx, My and Mz. Finally, for the evaluation of ultimate loads, KPIs of Tower Base Mxy, maximum and minimum Blade Root Mflap and Medge, and Stationary Hub Mx and Myz are taken into account.

Next subsections present some results, which appear summarized in Table 2.

3.1 Performance

3.1.1 Time domain results

As an example of results in the time domain, Fig. 8 shows the generator speed, generator torque, blade pitch angle and electric power signals for a power production wind with a mean speed of 18 m/s by using the four analyzed controllers. As observed, the generator speed is better controlled with the robust controllers. The pitch angle and the generator torque signals are very similar with all the controllers. Similar results are obtained with other turbulent wind speeds. Generator speed regulation and electrical power regulation improve with the GS robust controllers.

3.1.2 Annual Energy Yield

Using the power production simulations (DLC1.2) KPIs of the Annual Energy Yield (AEY) weighted with a Weibull distribution (hours/year) was calculated. Fig. 9 shows the results obtained with the robust controllers compared to the baseline controller. As observed, the AEY decreases with the RCS1 controller: this is because being a unique pitch controller for the whole above rated zone, the performance is optimized for the nominal operation point considered for the design – 15 m/s – and it gets worse when moving away from this optimum point. AEY increases 0.3% and 0.2% with the RCS2 and RCS3 controllers. The increments are especially relevant in the range 6-14 m/s because one of the basic $H\infty$ controllers considered was developed to be optimum at 13 m/s. In high wind speeds the results with the robust controllers are worse in general due to the characteristics of the interpolation techniques.
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3.2 Mechanical loads

3.2.1 Fatigue loads

Simulations were performed in the DLC1.2 case with all controllers for turbulent production wind files between 4 and 24 m/s. After that, Key Performance Indicators (KPIs) were calculated for the main coordinate systems and compared with the baseline controller BCS.

Fig. 10 shows the comparison table for the fatigue of Tower Base My variable. As a result, after calculating Damage Equivalent Loads (DELs) weighted with a Weibull distribution, this load decreases 1.2% with the RCS1 controller and 1.7% with the RCS3 controller but it increases up to 1.7% with the RCS2 controller. This increment with the RCS2 control structure is due to an increment of the pitch activity around the first tower fore-aft mode, whose frequency is close to the 1P frequency.

Fig. 11 and Fig. 12 show the comparison tables for the fatigue of Blade Root Mflap and Medge coordinate systems. As observed, the Mflap load increases with the four controllers at low and intermediate wind speeds and it decreases especially with the controller RCS1 at high wind speeds. In the end, the total equivalent load increases with the three controllers, 0.5%, 1.7%, 1.5% and 1.6% respectively. The Medge fatigue load increases quite a lot with the controller RCS1 at high wind speeds and it remains very similar with the RCS2 and RCS3 controllers. As observed, the activation of the tower side-to-side first mode damping channel increases this fatigue load due to its generator torque contribution. As observed, the increments increase with the wind speed for the three robust controllers with tower side-to-side compensation.

3.2.2 Ultimate loads

One of the main advantages of using robust control techniques is the capability for adapting closed loop shapes by means of weighting functions and therefore to improve the bandwidths of the control loops compared to the baseline controller's ones. The effects of an improvement in bandwidths could be observed especially in ultimate load cases, which are very important when evaluating the performance of a wind turbine with a specific controller.

After taking into account all DLC cases simulated the extreme loads were evaluated for the coordinate systems under analysis. Table 1 shows the results obtained with the four robust controllers in comparison to the baseline controller. With the controller RCS1 ultimate loads improve in all coordinate systems except in Blade Root Medge, where loads increase 1% compared to the baseline case. The decrement in Tower Base Mxy is very significant (4.9%). This improvement is much higher than improvements obtained with the GS robust controllers: the reason is that the worst case is an emergency stop DLC case in combination with a coherence gust where the pitch bandwidth of the RCS1 controller has very positive effects.

Stationary Hub Myz increases 3.2% with the RCS2b controller and only 0.5% with the RCS2a controller. Influence of the tower side-to-side compensation can be observed also in Stationary Hub Mx and Tower Base Mxy, in some cases loads improve and in others do not compared to the baseline BSC controller. With the RCS2 control structure the loads on the other coordinate systems decrease, but in general less than with the RCS1 controller.

With the RCS3 controller all of the ultimate loads improve, being the improvement relevant in maximum Blade Root Mflap (2.4%), maximum Blade Root Medge (1.6%) and Stationary Hub Mx (1%).

3.3 Summary

Table 2 shows a summary of the KPI values obtained for the four robust controllers in comparison to the baseline controller.
This paper presents a comparison of different robust controllers, designed for a commercial Alstom’s 3 MW wind turbine, to its baseline controller. The family of linear models, extracted from a linearization process in a high-fidelity aeroelastic code, is used to design the proposed collective pitch and generator torque robust controllers. Also, this software package is used to develop the battery of simulations for the calculations of the extreme and fatigue load cases and to determine the values of the KPIs (Key Performance Indicators).

As expected, the use of gain-scheduled collective pitch control based on the interpolation of three H-infinity controllers improves the response of the loop in this control zone due to a better adaptability of the controller to the wind turbine operating points. This is an important first step in the process to field-test these controllers in the commercial wind turbine.

The Alstom’s control code is now prepared to work with these multi-variable robust controllers in LTI or GS based control scenarios. A simulation validation is shown in this work to see the real performance levels of different robust controllers in a commercial Alstom’s 3 MW wind turbine compared to the baseline control strategy. This is an important first step in the process to field-test these controllers in the commercial wind turbine.
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1 Introduction
If collective pitch is used for both rotor speed control and active tower damping of a wind turbine, control design effectively becomes a multivariable problem. Speed control and axial tower motion are highly coupled, as changes in pitch angle always influence both the aerodynamic thrust and the aerodynamic torque acting on the rotor. Modern control design methods, in principle, can optimize both control loops in parallel once the overall optimization criterion is defined, e.g. [1]. This, however, requires proper weighting of different control objectives as a starting point, which in many cases is not obvious. As a consequence, the problem of controller parameter tuning is often shifted towards tuning of weighting matrices or weighting functions.

Furthermore, the resulting MIMO-controllers are not very comprehensible and, depending on the complexity of the design model, may be of high order. In practice, this can cause problems for gain scheduling or pitch actuator saturation / controller switching between part- and full-load operation. It is common practice in industry to design separate control loops for speed control and tower damping. The controller structure typically consists of simple PID schemes or filters that are designed in an iterative process. In many cases, an existing speed controller is augmented with an additional control loop for active tower damping [2]. Clearly, this approach will not result in an optimal controller parameterization regarding both speed control and tower fatigue objectives.

The approach taken in this paper is to apply a pragmatic multivariable control design to a controller with predefined, i.e. fixed structure. The advantages of a simple and comprehensible controller structure should be combined with those of a systematic multivariable control design.

The results and conclusions presented in this paper have been derived for the well-known 5 MW NREL reference wind turbine [3]. However, similar results have been observed also for models of different multi-MW wind turbines.

2 Formulation of Control Objectives in the Frequency Domain
The assumed control objective in this study is:

- For a given wind spectrum, minimize the fatigue damage related to the tower fore-aft bending moment,
- while keeping the rotor speed deviations below a defined threshold
- and keeping pitch speed and pitch acceleration below given limits.

Since information on the wind field is typically given in the frequency domain, an $H^\infty$-norm based approach is chosen. The original control objectives, which are actually time domain criteria, are translated into weighting functions. While some authors propose "black-box" numerical optimization of weighting function parameters, see e.g. Ordemir [4], in this paper the dependency between weighting function parameters and the original control objectives should be made transparent. For this purpose, tower bending fatigue and maximum speed deviations must be related to the frequency domain properties of the wind turbine, i.e. the shape of the closed-loop transfer functions.

As described in [5], fatigue due to tower fore-aft bending can be estimated directly based on the power spectral density (PSD) of the bending moment signal, using the Dirlik-method [6]. Also, the maximum speed deviations can be estimated based on the PSD of the generator speed signal using the Rice-method for estimating the probability distribution of maximum amplitudes of a normally distributed signal [7]. In this paper, the value of 2 times the amplitude corresponding to 95% in the cumulated probability distribution was used as (conservative) estimation for the maximum rotor speed deviation from mean in a 600 s time series.

The evaluation of controllers with regard to the control objective formulated above can thus conveniently be carried out on the basis of PSDs. As long as the assumption that the turbine behaves linearly is valid, these PSDs can be calculated directly from the transfer function and the assumed wind spectrum without any time domain simulations, see e.g. [2]. Thus, optimizations are computationally very efficient. Note that the linear system assumption will be violated for large deviations from the operating point and especially if the transition between full-load and part-load is considered. However, for optimizing the controller for individual operating points in the full-load region of the wind turbine, the approach is considered to be very useful.

3 Wind Turbine Model for Control Design
In this paper, a linearized model for only full-load operation is considered for control design. As we consider only full-load operation, the generator torque was assumed to be constant and pitch speed reference was used as single control input.

In order to reduce complexity and calculation time for the full-order $H^\infty$-control design, the linearized control model was derived from a 40th order reference wind turbine model by model reduction using modal condensation. For full-order and structured $H^\infty$-design, an 18th order wind turbine model was found to be sufficient, which describes the relevant system dynamics up to approximately 4 Hz, including

- 1st and 2nd tower bending modes corresponding to the first and second bending modes of the closed-loop transfer functions.
- 1st flapwise blade bending collective and whirling modes
- 2nd flapwise blade bending collective modes
- 1st drivetrain mode coupled with edge-wise collective blade bending

If the model is further reduced, the interaction between tower and blade bending modes is not properly described.

To be more accurate, however, the resulting transfer functions, step responses and frequency domain performance indicators are computed based on the more detailed linear model of order 40.

4 $H^\infty$-Reference Control Design
$H^\infty$-control design in this paper is considered in the interpretation of shaping closed loop transfer functions. In the first step, full-order $H^\infty$-control design is carried out as a reference, using the hinfsyn-function in MATLAB [8].

By means of suitable weighting functions, it is possible to define an upper bound for the magnitude of transfer functions from wind speed to generator speed, denoted as $G_{\text{ref}}(\omega)$, and from wind speed to tower top acceleration $N_{\text{ref}}(\omega)$. The schematic of the control design model combined with weighting functions is shown in Figure 1. The applied types of weighting functions are shown in Figure 9 as inverse bode magnitude plots and will be discussed in the following.

Weighting function for generator speed
The first idea was to put a threshold $k_{\text{ref}}$ on the transfer function $N_{\text{ref}}(\omega)G_{\text{ref}}(\omega)$, where $G_{\text{ref}}(\omega)$ is a transfer function from wind turbulence spectrum to the generator speed. The type of the transfer function was chosen according to [9] and the parameter adjusted to fit the magnitude to the square root of the considered PSD of wind speed variations. The corresponding weighting function would thus be $W_{\text{ref}}(\omega)G_{\text{ref}}(\omega)$. However, while for this choice there is a tight correlation between weighting function gain factor $k_{\text{ref}}$ and the resulting bandwidth of speed deviations, it was found that this specific weighting function did not result in minimum tower bending fatigue.

Instead, the observation was made that weighting functions crossing the open loop transfer function $G_{\text{ref}}(\omega)$ with zero slope, in general, result in smaller tower bending fatigue. For this reason, an inverse weighting function as shown in Figure 9 (a) was chosen, having proportional behavior around the desired controller bandwidth and derivative behavior at low frequencies, resulting in zero steady-state speed deviation of the closed-loop system. The first corner frequency is denoted as $f_{\text{corner}}$. At a frequency of 0.8 Hz, the slope again changes to 20 dB/decade to avoid interaction with higher frequency modes of the wind turbine.
The free parameters of the inverse weighting function are thus corner frequency \( f_{WOm} \) and the gain in the horizontal part \( k_{WOm} \).

Considering Figure 8, if tower bending fatigue is compared for different controllers with equal maximum generator speed deviation (Rice estimate), it turns out that controllers with small values of \( f_{WOm} \) achieve lower values of tower bending fatigue damage.

As a consequence, a pure \( D \)-controller acting on pitch rate reference (or a pure \( P \)-controller acting on the pitch angle reference) seems to be most suitable if steady-state rotor speed deviations can be tolerated. If zero steady-state error is required, a desired time compensation constant for the steady state error can be specified. In the following it will be assumed that \( f_{WOm} \) is set to a defined value corresponding to a comparably large time constant of 10s.

Weighting function for tower top acceleration

For tower top acceleration, a simple constant \( k_{WaT} \) is used as inverse weighting function, see Figure 9 (b). The aim is to attenuate the peak in the transfer function from wind speed to tower top acceleration, which corresponds to an active damping of the tower fore-aft-motion.

Weighting function for pitch speed

The aim of this weighting function is to represent the actuator limits in terms of pitch speed and pitch acceleration. Furthermore, it should provide sufficient roll-off to the controller for higher frequencies in order to avoid interaction with high-order structural modes and noise, and to increase robustness against model uncertainties. Additionally, it was observed that proper bandwidth limitation is effective to avoid the calculation of unstable controllers by the hinfsyn function.

The inverse of the chosen weighting function is shown in Figure 9 (c). In the low frequency region, the requirement to limit the pitch speed results in

\[
W_p(j\omega) = G_{WOm}(j\omega) / \Omega_{WOm}^{2}
\]

(1)

Here the maximum pitch speed \( \Omega_{pitch,max} \) was assumed to be 5 deg/s.

For higher frequencies, two zeros are placed in order to limit the bandwidth of the pitch controller. The bandwidth of the inverse transfer function was chosen at approximately 2 Hz to roll off above the first flapwise blade bending mode.

Influence of weighting function parameters on tower bending fatigue and maximum speed deviation

In the following, the weighting function for pitch speed is considered as fixed, while the gains \( k_{WOm} \) and \( k_{WaT} \) of the weighting functions for generator speed and tower acceleration are considered as free parameters for control design. One of the advantages of the control design using parametric weighting functions is the interpretation of these free parameters in terms of upper limits on transfer functions. To illustrate this, a number of \( H_\infty \)-controller calculations have been carried out on a grid in the 2-dimensional parameter space \([k_{WOm}, k_{WaT}]\). For the resulting controllers, the dependency of maximum speed deviations and tower bending fatigue damage on the maximum magnitude values of \( N_{OM}(j\omega) \) and \( N_{AT}(j\omega) \) have been investigated.

For that purpose, the parameters \( k_{WOm} \) and \( k_{WaT} \) have been reduced stepwise beginning from starting values \( k_{WOm,0}, k_{WaT,0} \). These starting values can be interpreted as absolute upper bounds on the magnitude of the transfer functions \( N_{OM}(j\omega) \) and \( N_{AT}(j\omega) \). For \( k_{WaT} \), the natural choice is to set the starting value to the maximum of the open-loop transfer function from wind speed to tower top acceleration \( G_{AT}(j\omega) \). This means, the controller should not reduce the damping in comparison to the open loop. Regarding the speed control loop, an upper bound for \( |N_{OM}| \) can be easily found from the admissible maximum speed deviation, as shown below.

For every \( H_\infty \)-controller computation, the function hinfsyn returns a performance value \( \gamma \) which is smaller than 1 if all specifications in terms of weighting functions have been met. For \( \gamma > 1 \) this is not the case and some closed loop transfer functions exceed the weighting functions. The lower limit of the parameter space is thus given by the combinations \([k_{WOm,0}, k_{WaT,0}]\) that result in \( \gamma = 1 \), forming the border to the parameter region that is not feasible in terms of actuator limits or robustness requirements.

The dependency of the Rice estimate for maximum generator speed deviation on the maximum magnitude of the transfer function \( N_{OM}(j\omega) \) is shown in Figure 2. Here the relation is quite clear: a reduction in \( \max|N_{OM}| \) - as expected - will result in a proportional reduction of the maximum speed deviation. There is almost no dependency on \( \max|N_{AT}| \). If the slope of the linear dependency is known, the maximum value of \( k_{WOm} \) as upper bound on \( k_{WOm} \) can thus be directly derived from the maximum admissible speed deviation.

Considering the dependency of tower bending fatigue damage \( D_{BT} \) on the individual maxima of \( |N_{OM}(j\omega)| \) and \( |N_{AT}(j\omega)| \), the relation is shown by the color map in Figure 3. The red dots denote the calculated controllers. For constant max \( |N_{OM}| \), a decrease in max \( |N_{AT}| \) will result in reduced fatigue damage. On the other hand, for constant max \( |N_{AT}| \), also a decreasing max \( |N_{OM}| \) will result in reduced fatigue damage. In the considered case, the minimum is located on the lower border of the plane which is determined by the condition \( \gamma = 1 \), and is thus mainly influenced by the pitch speed weighting function. Since max \( |N_{AT}| \) and max \( |N_{OM}| \) are not independent of each other, the optimum trade-off has to be found. Especially, for the NREL wind turbine, it is not true in any case that a more aggressive active tower damping (reduced max \( |N_{OM}| \)) will result in lower tower bending fatigue as it might mean an increase in max \( |N_{AT}| \). Also relaxing the speed controller will not in any case result in lower fatigue loads.

For finding the optimum set of weighting function parameters, the most transparent way, as described above, is to apply \( H_\infty \)-control design for all parameter points \([k_{WOm}, k_{WaT}]\) on a sufficiently dense grid in the feasible region.
The simple algorithm is as follows:

1. Start with \( K_{\text{ref}} = K_{\text{ref,0}}, K_{\text{struct}} = K_{\text{struct,0}} \).
2. Reduce \( K_{\text{struct}} \) in sufficiently small steps, until \( \gamma > 1 \). Calculate the \( H^\infty \)-controller and evaluate \( D_{\text{MYT,0}} \) for each point.
3. Reduce \( K_{\text{struct}} \) by one step. If \( \gamma > 1 \), stop.
4. Repeat steps (2) and (3) until stop.
5. Select the controller for the grid point with minimum \( D_{\text{MYT,0}} \).

The whole procedure can be easily automated. The gridding approach is feasible as each controller calculation and evaluation takes only a few seconds. For the grid, in the present case, a logarithmic step size for \( K_{\text{struct}} \) of 1dB was found to be reasonable. Even faster solution is possible by applying a numerical search algorithm, e.g., Nelder-Mead-Simplex. The regions \( K_{\text{struct,0}}, K_{\text{ref,0}} \) and \( \gamma, \gamma > 1 \) can be excluded from the search area by suitable penalty offsets.

5 Fixed-Structure Control Design

In the second step, a structured \( H^\infty \)-control design was carried out. The idea was to use the optimum \( H^\infty \)-controller described in the previous section as a reference and find a fixed-structure controller that is sufficiently close. For that purpose, the \( \text{hinfstruct} \) function in Matlab was used [8], which applies non-smooth optimization to find the free parameters of a prescribed controller structure. Especially, the same weighting functions for specifying the control design objectives can be used for the \( H^\infty \)-design. Refer to [10] for more detailed information on the method.

As supported by experience, it was found that the speed control objectives can be achieved by a simple PD-controller, where an additional 2\text{nd}-order low-pass filter was applied for roll-off in the high frequency region.

For the tower damping controller, it was not possible to identify a transparent transfer function structure, e.g., a bandpass filter. Instead, a state space model with free parameters was assumed. The order of this model was increased, until the \( \text{hinfstruct} \) algorithm provided sufficient agreement with the \( H^\infty \)-reference controller. It was found that a 5\text{th}-order state space model is sufficient to meet the design objectives. However, the pitch speed weighting function had to be relaxed somewhat by shifting the roll-off to higher frequencies.

The whole procedure can be easily automated. The gridding approach is feasible as each controller calculation and evaluation takes only a few seconds. For the grid, in the present case, a logarithmic step size for \( K_{\text{struct}} \) of 1dB was found to be reasonable. Even faster solution is possible by applying a numerical search algorithm, e.g., Nelder-Mead-Simplex. The regions \( K_{\text{struct,0}}, K_{\text{ref,0}} \) and \( \gamma, \gamma > 1 \) can be excluded from the search area by suitable penalty offsets.
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As supported by experience, it was found that the speed control objectives can be achieved by a simple PD-controller, where an additional 2\text{nd}-order low-pass filter was applied for roll-off in the high frequency region.

For the tower damping controller, it was not possible to identify a transparent transfer function structure, e.g., a bandpass filter. Instead, a state space model with free parameters was assumed. The order of this model was increased, until the \( \text{hinfstruct} \) algorithm provided sufficient agreement with the \( H^\infty \)-reference controller. It was found that a 5\text{th}-order state space model is sufficient to meet the design objectives. However, the pitch speed weighting function had to be relaxed somewhat by shifting the roll-off to higher frequencies.
Overview of robustness measures

For the current control problem, we consider the MMO as a useful measure of uncertainty for frequencies up to the first flapwise blade-bending eigen-frequency, whereas the NCFM is additionally evaluated as a measure for tilted unstructured uncertainty. NCFM is considered only for frequencies larger than the first tower eigen-frequency.

Table 2 shows an overview of MMO multivariable output gain and phase margins. As can be seen, all considered controllers show very similar results regarding the MMO. This is somewhat unexpected, especially for $K_{ref}$ which includes no active tower damping. It was observed, however, that the MMO is mainly influenced by the speed control loop and the minimum value occurs just below the first flapwise blade bending eigen-frequency.

Robust Stability Analysis

In order to evaluate the robust stability of the four different controllers discussed above, two uncertainty descriptions have been considered:

1. Multiplicative output uncertainty margin MMO:

   Here, the perturbed plant $P_{p}$ is described by
   \[ P_{p} = (\text{diag}(\Delta \omega_{m}, \Delta \omega_{r}) \cdot P_{0} \]
   where $\Delta \omega_{m}, \Delta \omega_{r}$ are complex perturbations at the generator speed and tower acceleration outputs of the nominal turbine model $P_{0}$. This is a structured uncertainty which would cover for instance uncertainties in the damping of the tower and blade bending modes. Equivalently to the classical gain and phase margin for SISO systems, multivariable output margins MMO can be calculated that provide the value of gain and phase variations which can be tolerated independently on both outputs [12].

2. Normalized coprime factor uncertainty NCFM:

   This is a fairly general description for unstructured uncertainty, which has proven useful in practical applications [13]. The key statement is that the maximum singular value of the expression
   \[ M = [K_{1}]^{-1} (1+P_{0}K_{1}) M_{0}^{-1} \]
   is a measure for the unstructured combined input / output uncertainties $\Delta \omega_{m}, \Delta \omega_{r}$ in the perforated plant
   \[ P_{p} = (M_{0}+\Delta \omega_{m})^{-1} (N_{0}+\Delta \omega_{r}) \]
   that can be tolerated without losing closed-loop stability, where $P_{p} = M_{0}^{-1} N_{0}$ is a left coprime factorization of the nominal plant $P_{0}$.

9 Summary and Conclusions

A pragmatic multivariable approach for parallel design of rotor speed control and active tower damping is proposed. The control design is carried out in the frequency domain and provides a high level of transparency to the control engineer. In detail, the following conclusions can be drawn:

- $H\infty$-criteria can be conveniently used to formulate relevant pitch control objectives in the frequency domain. If speed controllers with sufficiently large compensation time constants for the steady state error are applied, the maximum magnitude of the transfer function from wind speed to generator speed is directly related to the maximum values of speed deviations for a given turbulence spectrum.

- Unfortunately, such a direct link between weight function and time domain control objective was not found for the tower bending fatigue damage. Here, the minimum results from a trade-off between light speed control and active tower damping, which can be found, e.g., by applying a numerical search algorithm on weighting function gain parameters. In comparison to direct controller parameter optimization, however, the $H\infty$-approach allows to restrict the search area by considering upper bounds on the closed-loop transfer functions.

- If both generator speed and tower top acceleration feedback are used, structured control design can achieve similar results as full order $H\infty$-controllers. The prescribed controller structure, however, is more transparent and easier to handle in a practical arrangement including gain scheduling and handling of actuator saturations. It has also been shown to provide more robustness to unstructured uncertainty in the higher frequency region.

- For the speed controller, D-control (acting on pitch speed reference) seems to be most effective to minimize tower bending fatigue while restricting speed deviations to a prescribed threshold.

- For the full order $H\infty$-control design, in principle, both speed control and active tower damping would be possible using only generator speed feedback. For robustness reasons, however, omission of the tower top acceleration feedback is not recommended.

10 Future Work

In this work, only one full-load operational point of the turbine was considered. If required, however, the approach can be easily extended to a number of operating points. Especially for the fixed order control design, gain-scheduling between the different controllers is then quite straightforward because of the low order and the transparency of the prescribed controller structure.

One of the open points is the inclusion of unsymmetrical effects like spatial turbulence and 3p harmonic excitation into the fatigue load prediction in the frequency domain. These effects have been omitted in this study but will lead to deviations.
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Figure 9 (left) Bode Magnitude Plots of open loop and closed loop, comparison of H∞- and fixed-structure controller:
(a) from wind speed to generator speed;
(b) from wind speed to tower top acceleration fore-aft;
(c) from wind speed to pitch speed
blue: open loop, black dashed: inverse weighting functions, red: closed loop H∞-controller, green: closed loop fixed-structure controller

Figure 10: Bode Magnitude Plots of H∞ (red) and fixed-structure controller (green); speed controller (top) and active tower damping controller (bottom).

Figure 8: Comparison of three different H∞-controllers with the same maximum speed deviation:
(a) Bode Magnitude Plot from wind speed to rotor speed, black line: open loop; (b) estimates of maximum rotor speed deviation (Rice) and tower bottom bending fatigue damage (Dirlik); (c) step responses from wind speed to rotor speed; black dashed line: open loop.
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Abstract:
The aim of this paper is to verify both the magnetic circuit analysis model of a permanent magnet (PM) machine with magnet and core modules and the control algorithm of a bearingless PM machine with the modules and double-sided air-gap configuration for large direct-drive wind turbines. The proposed magnet and core modules and bearingless PM machine configurations enable to facilitate manufacture and maintenance and to reduce bearing failures. The magnetic circuit analysis model is verified by both the measurements of the flux density and the induced voltage of a downscaled machine in a no-load case, and the three-dimensional analyses (3D FEA) to identify the torque in a load case. The main windings of the machine are used to simultaneously control the torque and the bearing force in the air-gap between the rotor and the stator. The torque and the air-gap length of the machine are controlled by the control q-axis and d-axis currents, respectively. In order to verify the control algorithm, the downscaled PM machine is used and the new bearingless machine control concept is achieved experimentally in generator mode.
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1. Introduction

In wind turbines, bearing failures have been a continuing problem and a significant proportion of all failures. Bearing-related downtime is among the highest of all components of wind turbines. The location of wind turbines is moving offshore because of higher wind speeds and less turbulence, and limited space to install the turbines on land or onshore. However, bearing design offshore is difficult thus the wind turbines with high reliability and availability are required offshore. Direct-drive wind generators have been discussed as the generator type with higher energy yield than geared generators. However, direct-drive generators require large diameter, which results in large mass and high cost, in order to get high torque rating compared to geared generators. To construct direct-drive generators with large diameter as a single module (one-body structure) is disadvantageous in terms of manufacture and maintenance. It is thus necessary to significantly reduce both bearing failures and mass, and to facilitate manufacture of large direct-drive wind generators.

In order to reduce bearing loads and bearing wear that cause bearing failures, the reduction of an unbalanced magnetic pull (UMP) for the ocean generator has been discussed in [2]. To reduce bearing failures of large wind generators, the use of magnetic bearings, bearingless drive or hydraulic bearings could be an alternative instead of the use of mechanical bearings [3-4]. In order to reduce the mass of large direct-drive wind generators, different generators such as an ironless permanent magnet (PM) generator with a spoke structure, a PM generator with the bearings close to the air gap, and a high temperature superconducting generator (HTSG) [5-6-7]. In order to reduce the structural mass and bearing failures, it is required that a modular construction easily produced, assembled, transported and installed [1].

In previous researches by the author [8-9], a new generator concept, ring-shaped direct-drive bearingless PM wind generator with a buoyant rotor as shown in Figure 1, has been proposed as a solution to reduce the structural mass and bearing failures. The total mass of the proposed generator for 10 MW direct-drive wind turbines has been estimated at 235 tonnes rated at 8.6 rpm, which is comparable with the mass of HTSG: 230 tonnes rated at 8.6 rpm [9] and 225 tonnes rated at 8.1 rpm [10].

In this paper, it is focused on verifying both the magnetic circuit analysis model and the control algorithm of the proposed bearingless PM machine with magnet and core modules. This paper presents a description of the new ring-shaped direct-drive bearingless PM wind generator with a buoyant rotor and double-sided air-gaps. The control algorithm of the proposed machine is described, and the magnetic circuit analysis model of the proposed machine is developed. The proposed control algorithm for the bearingless PM generator is described. Next, the magnetic circuit analysis model is verified by the three-dimensional finite element analyses (3D FEA) and the experiments of a downscaled machine. The control algorithm to simultaneously control both the torque and the bearing force of the machine with double-sided air-gaps is discussed and implemented by the experiments in generator mode.

2. New ring-shaped direct-drive bearingless PM generator with a buoyant rotor and double-sided air-gaps

Conventional direct-drive generators have disadvantages such as large mass and difficulties in manufacture, assembly, transport, installation and repair. These disadvantages raise their cost. When a component of a conventional generator fails, the generator systems cease operation. The failure of large scale generator systems is more serious than the failure of small scale generator systems. In order to overcome these disadvantages of large direct-drive generators, the following concepts have been discussed by the author in previous researches.

- Bearingless generator that would enable a significant reduction of the downtime related with bearing failures
- A ring-shaped generator without a shaft and without torque arm
- Buoyant rotor structure to easily support a heavy structure, to reduce the structural mass and to provide flexibility in supporting a heavy structure
- Modular structure of rotor and stator which is easy to assemble, transport, install and repair
- Multi-sets of three-phases generators to continue electricity production in case of failure in a few components

The construction of the buoyant rotating part and the stationary part of the new ring-shaped direct-drive bearingless generator is represented in Figure 1. In order to reduce the rotor axial, we could remind the principle of buoyancy:

- A body wholly or partly immersed in a fluid is buoyed up by a buoyant force equal to the mass of the fluid displaced by the body.

This principle does not mean we need more fluid than the mass of the body in order to make the body afloat. Thus it is possible to make the rotor afloat with less fluid than the mass of the rotor. For more...
information about the new generator, please refer to the previous researches [28]. Figure 2 depicts the conceptual construction of a ring-shaped generator with multi-sets of 3-pause double-sided configurations. Multi-sets of the generator’s converter system are represented in Figure 3, which shows that each stator set has its own converter set. The number of the rotor and stator sets can be changed depending on the applications.

3. New PM machine with magnet and iron core modules

3.1 Machine configuration

This section describes a new configuration of PM machine with magnet and core modules. In order to fix the magnets on the iron cores in the conventional configuration, bonding is widely used. However, when bonding magnets to affix iron cores, the magnets can detach as shown in Figure 4. In order to avoid the detachment of magnets and to facilitate manufacturing of the rotor with magnets and iron cores, a new configuration of magnets and iron cores is proposed as shown in Figure 5. The parts with grey color are non-ferromagnetic parts to assemble magnets and iron cores. The configuration in Figure 4(a) is modified to the configuration segmented as Figure 5(a).

3.2 Magnetic circuit modelling

Electromagnetic reluctances in every pole pair are the same and repetitive, and the electromagnetic reluctances in a pole are symmetrical with the reluctances in the next pole. Therefore, the equivalent circuit of electromagnetic reluctances in one pole is considered for the magnetic circuit analysis model. The equivalent circuit of electromagnetic reluctances of the proposed PM generator is illustrated in Figure 7. The procedure to determine the flux density, the flux, the flux linkage and the no-load induced voltage of the magnetic circuit of the proposed PM generator is made as the following steps represented in Figure 9.

4. New bearingless machine concept

4.1 Conventional bearingless machine concept

As discussed in previous research, a significant feature of the bearingless machine compared to the electric machine with the magnetic bearing is that the bearing winding is integrated into the electric machine. Conventional bearingless machine drives need to control both the torque with torque winding and the bearing force with bearing winding. In order to achieve extensive decoupling between the generators of the torque and the bearing forces, those windings are designed with different numbers of poles as shown in Figure 10. In the case of large direct-drive machines, the mass of the rotating part is large. Thus it is expected that the power consumption of producing the bearing force, for supporting the rotating part against the gravity, will be large for large direct-drive wind generators.

4.2 Proposed bearingless machine concept

The proposed ring-shaped bearingless machine discussed in this paper does not need the power consumption to support the rotating part against the gravity because the part is supported by the buoyancy force. Additionally the new bearingless drive concept needs only one winding to produce both the torque and the bearing force to control the air-gap length. In this paper, an algorithm of phase angle shift is applied for the proposed bearingless PM machine in order to control the air-gap length by controlling the normal forces between the rotor and stator. Using the results of the 3D-FEA, the variation of those forces can be represented as a function of phase shift angle, rotor position, air-gap length and magneto-motive force by currents. The normal force at 6mm air-gap length could be represented as a function of phase shift angle, rotor position, air-gap length and magneto-motive force by currents.
be controlled to be larger than the force at 2mm air-gap length by shifting the phase angles and by changing the magneto-motive forces. Therefore, it is possible to achieve the air-gap controls of both sides to be equal when the air-gap length is not equal with air-gap 2. The control block diagram for the air-gap control and the rotor position control is represented as Figure 11. The air-gap length reference is produced by the proportional-integral-derivative (PID) controllers. After operating the gap controller, the currents to control the air-gap length are generated by shifting the phase angles. These signals are added to the outputs of the PI speed controller. The phase currents to control the normal forces and the air-gap length can be written as

\[
\mathbf{i}_{\text{left}} = \mathbf{i}_{\text{right}} = \mathbf{i}_{\text{no-load}} \sin (\theta + \frac{2\pi}{3} \theta_{\text{rot}})
\]

where \( \theta \) is 0 for A-phase, 1 for B-phase and -1 for C-phase.

5. Verification of the proposed bearingless PM machine

5.1 Magnetic circuit analysis model

Figure 12 depicts the tangential and axial views of the PM machine with dimensional parameters. The electromagnetic dimensions and parameters of the machine are given in Table 1. In order to identify the thrust force and the normal force of the machine in terms of air-gap length, current and rotor position, the 3D-FEA is done. The model for the 3D-FEA is depicted as Figure 13. The 3D-FEA results of the thrust force and the normal force as a function of current and rotor position are represented for different air-gap length, 2mm and 6mm, in Figure 14 and Figure 15, respectively.

In order to verify the analysis model in no-load case, the air gap flux density and the no-load induced voltage calculated by the model are compared with those obtained by the measurements. The peak flux density in the air gap of 4 mm length is calculated to 0.93 T, and the flux density measured is 0.924 T. In the analysis model at the same air gap length, 4 mm and the speed of 0.25 m/s, the peak no-load induced voltage per a phase is calculated to 18.96 V, and the voltage measured is 18.73 V. In order to verify the analysis model in load case, the thrust force per a phase (two pole pairs) is calculated to 1057 N, and the voltage obtained by the 3D-FEA is 903 N. Building the downscaled PM machine to the rotating type, the mean diameter of the rotor is 1.16 m and the designed air gap length is 4 mm. The stators consist of 2-sides of 3-sets (phases). The designed torque and power at 4 mm air gap length and 1 m/s (16.4 rpm) speed are 3.14 kNm and 5.4 kW, respectively.

5.2 Control of proposed bearingless machine

In order to verify the concept of the proposed bearingless PM machine, the experimental setup can be constructed as shown in Figure 16. The mean diameter of the machine is 1.16m. The machine consists of multiple-modules of the stator and the rotor, and a hinge with roller mechanism is set on between the bottom of rotor and the stationary part. As the first step to verify the bearingless machine control concept, the air gap length is set to 9 mm for both sides. Figure 17 depicts the experimental setup built with two inverters for the generators located in upper side and the driving motors located in lower side, instruments and control PC. In the experiments the speed of the rotor is 16.4 rpm (1 m/s). The \( \mathbf{q} \)- and \( \mathbf{d} \)-axis currents and the air gap length are controlled and measured in both no-load case and load case. Figure 18 represents that the air gap length is controlled without consuming the \( \mathbf{d} \)-axis current to control the flux and the bearing force in the both cases. Thus it has been achieved to verify the proposed bearingless machine control concept in generator mode as the first step. In further researches, the authors will continue to verify the bearingless machine with increasing power rating.

6. Conclusions

This paper discussed on a new modular construction of magnets and iron cores that enables to facilitate manufacture and maintenance of PM generators for large direct-drive wind turbines. A new concept of the bearingless PM machine with the modular construction and the double-sided air-gaps has been discussed to reduce bearing failures for large direct-drive wind generators. The magnetic circuit analysis model of the machine with the modular construction has been
verified by the experiment and 3D FEA. The control algorithm of the double-sided bearingless PM machine with the modular construction has been verified experimentally in the generator mode. The maximum displacement of the air gap length in generator mode was 0.4 mm which is about 4% of the air gap length, 9 mm in operating at 16.4 rpm (1 m/s) speed without consuming the d-axis current to control the bearing forces. In further researches, the proposed bearingless generator with a buoyant rotor will be designed to apply for the floating vertical axis wind turbines (VAWT). In this application, the sealing mechanism may not be required.
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Abstract
Topologies of superconducting direct drive wind turbine generators are based on a combination of superconducting wires wound into field coils, copper armature windings, steel laminates to shape the magnetic flux density and finally structural materials as support. But what is the most optimal topology for superconducting wind turbine generators?

This question is investigated by assuming some unit cost of the different materials and then minimizing the cost of the active materials of a 10 MW and 9.65 rpm direct drive wind turbine generator intended to be mounted in front of the INNWIND EU King-Pin concept nacelle. A series of topologies are investigate by adding more iron components to the generator, such as rotor back iron, field winding pole, magnetic teeth and armature back iron. This method is used to investigate the economical cost of the different topologies by using the current cost of 4 €/m for the MgB₂ wire from Columbus Superconductors and also a possible future cost of 1 €/m if a superconducting offshore wind power capacity of 10 GW has been introduced by 2030 as suggested in a roadmap. The obtained topologies are compared to what is expected from a permanent magnet direct drive generators and the further development directions are discussed.

Finally an experimental INNWIND EU demonstration showing that the current commercial MgB₂ wires can be wound into functional field coils for wind turbine generators is discussed.
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1. Introduction
Superconducting electrical machines have been successful since the successful manufacturing of the NbTi wire, which is made of many filaments of the superconducting NbTi metal alloy enclosed in a copper matrix. The NbTi wire has developed gradually since the 1960s and a series of machines were investigated until the 1990s [1], but a serious barrier for commercialization was the need for liquid helium for cooling the machines to 4 K (-269 °C) and the challenging thermal insulation. Today NbTi is used heavily in about 20000 Magnetic Resonance Imaging (MRI) Scanners in hospitals around the world [2]. The critical temperature, Tc, is 9.8 K, the critical current density, Jc, is approximately 200 A/mm² at 4.2 K & 10 T and finally the unit cost is about 0.4 €/m [3].

In 1986 a new class of ceramic superconductors was discovered and since these superconductors become superconducting at a much higher temperature they are called high-temperature superconductors (HTSs). They can be cooled with liquid nitrogen, boiling at 77 K (-196 °C) and this relatively high temperature was believed to facilitate commercialization of superconducting machines for power generation and ship propulsion[4]. The higher operation temperature also allowed for the use of closed-cycle helium based cooling machines, which only need electricity and not a supply of a cryogenic liquid such as liquid helium or liquid nitrogen. The processing of the HTS wires is however expensive and the unit cost is in the order of 30 €/m [5] with current densities of 200 A/mm² at 20-30 K and 1-3 T [6].

In 2001 it was discovered that the simple metal alloy MgB₂ became superconducting at a temperature of 39 K (-234 °C). This temperature is high enough to still use the close-cycle cooling machines and MgB₂ therefore holds the potential to be a cheaper alternative than the high temperature superconductors for many superconducting applications[3]. MgB₂ provides a compromise between a reasonable superconducting current density Jc ~ 100-200 A/mm² in 1-2 Tesla and an operation temperature in the range 15-25 K [3]. MgB₂ wires have been developed and are offered by only two manufacturers today: Columbus Superconductors SpA [8] and Hyper Tech Research Inc [7]. The unit cost of the MgB₂ is shown in table 1.

2 Superconducting wind turbine generators
The application as a compact high torque and slow speed generator for direct drive wind turbines was identified as a shift from ship propulsion and into the wind sector by American Superconductors (AMSC). The 10 MW SeaTitan turbine from AMSC is based on their high temperature superconducting tape [8]. Several other companies and research institutions have also proposed wind turbine generators based on the HTS[9,10] as well as both NbTi[11,12] and MgB₂ wires[13].

There are basically two philosophies behind the design of superconducting generators:
1) The high current density of the superconducting wire is used to make field coils with no iron cores that produced a magnetic flux density, which is exceeding the saturation flux density of the usual magnetic steel.
2) The high current density of the superconductor is used to magnetize conventional magnetic steel providing as closed a magnetic flux path as possible of the generator.

A consequence of option 1) is that more superconducting wire is needed to provide the amp-turns for producing the needed magnetic flux of the machine and secondly the magnetic flux density at the superconducting winding will be several teslas, which is suppressing the critical current density of the superconductor. The thermal insulation of the superconducting coil might be more simple. This philosophy is well suited for the cheap NbTi wire and has been applied by GE in a 10 MW design [11], which basically transfers the MRI technology to the wind turbine generator. AMSC has also applied philosophy 1) for the SeaTitan generator [8].

The second option is quite close to the normal way of building generators, because the only function of the superconducting winding is to provide very compact amp-turns in a relatively low magnetic field. However, the use of magnetic steel in the center of the superconducting field coils increases the cold mass and result in longer cool-down times as well as larger forces acting inside the thermal insulation. One may however consider to position the magnetic steel outside the cryostat at room temperature. This will provide an almost closed magnetic flux path and the challenge is then to construct the thermal insulation of the superconducting coils.

This second option was originally proposed by Technalia for a 10 MW MgB₂ turbine and is investigated in the FP7 project SUPRApower [13], in their case with a slotless armature winding. This salient-pole concept with HTS has been investigated more extensively for wind turbine applications [9].

In this paper it is investigated how the cost of the active materials can be reduced by increasing the amount of iron in a series of superconducting machine topologies. This will provide useful input for the final design of the cryogenic cooling system, because the thermal insulation will be very different for the two philosophies outlines above.

2.1 MgB₂ model generator
In order to investigate the impact of the amount of iron in the machine a general generator pole model was described in the finite element code
3. Discussion

It seems that the MgB$_2$ wire generations would become cheaper than the PM, but it should be noted that the costs of the cryogenic cooling system in the generator are not included. This is because the MgB$_2$ wire is in a warm environment and can be cooled using high heat transfer fluids. The cost for the generator structural support design is estimated to be around 100 kW for the first 10 MW turbine around 2020, but then to scale up considerably to have approximately 10 GW by 2030.

The above analysis indicates that the MgB$_2$ wire replaces the PM direct drive generator will become cheaper than the PM direct drive generator if the cost of the MgB$_2$ wire can be reduced. It is expected that the cost for the generator structural support design will remain approximately constant.

The cost analysis shows that the cheapest MgB$_2$ direct drive generator will have a full load efficiency of 98.5% [19] and the reference drive train is of the same efficiency. The medium speed drive train only shows a small sensitivity to the PM price due to the presence of the medium speed drive train.

The reference drive train is of the same efficiency as the medium speed drive train and it is expected that the cost for the generator structural support design will remain approximately constant.

The above analysis indicates that the MgB$_2$ wire replaces the PM direct drive generator will become cheaper than the PM direct drive generator if the cost of the MgB$_2$ wire can be reduced. It is expected that the cost for the generator structural support design will remain approximately constant.

The cost analysis shows that the cheapest MgB$_2$ direct drive generator will have a full load efficiency of 98.5% [19] and the reference drive train is of the same efficiency. The medium speed drive train only shows a small sensitivity to the PM price due to the presence of the medium speed drive train.

The reference drive train is of the same efficiency as the medium speed drive train and it is expected that the cost for the generator structural support design will remain approximately constant.

The above analysis indicates that the MgB$_2$ wire replaces the PM direct drive generator will become cheaper than the PM direct drive generator if the cost of the MgB$_2$ wire can be reduced. It is expected that the cost for the generator structural support design will remain approximately constant.

The cost analysis shows that the cheapest MgB$_2$ direct drive generator will have a full load efficiency of 98.5% [19] and the reference drive train is of the same efficiency. The medium speed drive train only shows a small sensitivity to the PM price due to the presence of the medium speed drive train.

4. Conclusion

The cost analysis shows that the cheapest MgB$_2$ direct drive generator will have a full load efficiency of 98.5% [19] and the reference drive train is of the same efficiency. The medium speed drive train only shows a small sensitivity to the PM price due to the presence of the medium speed drive train.
improvement of the critical current density of the wires must probably also have to be considered as suggested by HyperTech proposing a 5-fold increase of the critical current density in some years [27].

A roadmap of introducing 10 GW of superconducting offshore turbines is used to argue that the volumes of MgB2 wire needed is not too far from what Columbus Superconductors can produce in EU, but the small number of possible suppliers of MgB2 wires will probably be considered a risk in the supply chain. On the other hand the MgB2 technology is lifting the potential dependence on Rare Earth Elements (REE), which has previously been considered a major supply chain risk for the production of R2Fe14B permanent magnets. From figure 5 it can be seen that 10 GW of PMDD will correspond to about 7000 tons of PM material over a period of 10 years.

Finally demonstrations of coil winding techniques are needed to mature the MgB2 technology for the wind sector and the INNWIND.EU MgB2 racetrack coil demonstration is expected to provide experimental data on the wires in coils and for verification of finite element models of coils for further generator design.
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Figure 1. Model layout of a generator pole with the following components from left to right: field winding back, superconducting coil, field pole piece, air gab, cryostat wall, armature windings, armature teeth and armature back.

Figure 2. Critical current density of 3 different MgB₂ superconductor wires as function of operational magnetic flux density at different temperatures. Inset: Cross section image of the tape. MgB₂ filaments (black) are enclosed in a nickel matrix and a copper strip is soldered on top.

Figure 3. a) Topologies of 10 MW direct drive wind turbine generator with an increasing amount of iron components included in the design of the rotor and armature configuration (T4: iron behind armature, T5: add rotor back iron, T6: add field coil iron pole, T7: iron teeth for support of armature, T8: add rotor back iron and T9: add field coil iron pole) [14]. Topologies T1-3 have no back iron of the armature and has been omitted due to high cost. b) Active material cost of topologies after minimizing the cost for a D = 6.0 m generator intended as front mounted on the INNWIND.EU king-pin nacelle configuration [25]. The solutions indicated with a star is assuming that the price of the MgB₂ wire is reduced to 1 €/m from the current level of 4 €/m [14].

Figure 4. Scenario for market introduction of 10 GW superconducting wind turbines (green) in comparison with the past and expected future development of installed wind power capacity for all of EU (black) and offshore (red). The needed supply of permanent magnet (PM) material and MgB₂ wire are plotted with reference to the right hand axis by assuming a usage of 700 kg PM/MW for the direct drive and 10⁻³⁵ km MgB₂ / MW for the superconducting MgB₂ direct drive generators.

Figure 5. Illustration of INNWIND.EU superconducting race track coil demonstration based on a stack of 10 double pancake coils of MgB₂ superconducting wire with a 3.0 mm x 0.7 mm cross section. a) A stainless steel cover is fitted around the MgB₂ race track coil (gray) and enclosed between copper plates (brown) to provide the cooling at the circular end-plate (blue). The straight section of the coil is 0.5 m and the inner opening is 0.3 m. b) Assembled race track coil with the thermal and mechanical support. c) Mounting of the MgB₂ race track coil by hanging it inside a cryostat with the outer wall holding the top plate at room temperature. A cryocooler cold head is inserted into the cryostat wall and cools down a radiation shield (lower plate) to about 70 K. The coil is hanging in two glass fiber plates (yellow) and is supported by two rods going through the coil and a glass fiber support inside the coil. d) The second stage of the cryocooler coldhead is cooling the thermal support of the coil (blue circle of b) to the operation temperature of 10-20 K.
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1. Abstract

Conventional wind turbines (WTs) have large weight and size, reliability issues and show potential for efficiency increase at partial load. This paper describes an alternative 6 MW WT drive train, which uses the power split concept to enable its high-speed generators to operate in their optimal operating point. A design with more carry-over parts is possible, which reduces maintenance time and leads to an efficient manufacturing process. The system is also redundant when individual drive trains fail. Different gearbox configurations and generator topologies are evaluated for the proposed concept and an operating strategy is developed.
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3. Wind Turbine Concepts

Today's wind energy market displays a variety of drive train topologies with different generator concepts which pose different challenges on the gearboxes and power converters [1].

Direct driven WT are designed with no gearbox, which results in low speeds and high torques at the generator. The generators are commonly synchronous machines with high pole number. Their excitation is realized on the rotor with an electrical winding or with permanent magnets. These generators are large, heavy, challenging to transport and require a high amount of copper for the windings. In case of permanent magnet excitation, rare earth magnets are required, which represent a financial insecurity, due to the price fluctuations over the last years [2].

Further established WT concepts are based on medium-speed (100 – 400 rpm) or high-speed (up to 2,000 rpm) generators. Medium-speed generators are asynchronous machines (most common with permanent magnets). Usually they are integrated with an one- or a two-stage gearbox. This results in a more compact construction compared to direct driven generators [3]. However, higher maintenance and an increased cost factor, due to the design with gearbox and the use of permanent magnets, are still an issue. Both direct driven and medium-speed generators require a full power converter for the adjustment of the grid frequency, due to dynamic operation with fluctuating wind conditions. This adds to the overall costs, because of the relatively high prices of the power electronics components.

WTs with high-speed generators mostly use doubly-fed induction machines combined with a three-stage gearbox. For this concept the stator is directly coupled to the grid and the frequency adjustment is realized by a converter in the rotor winding system. Disadvantages of this concept are the reduced speed variability and the fault-prone gearbox. Being a mature technology, this is nevertheless the most cost-effective concept on the market.

Additional alternative concepts have also been developed. Clipper's Liberty is a 2.5 MW WT with a similar construction to the concept proposed in this paper [4]. The gearbox consists of two spur gear stages and the power is split between four permanent magnet synchronous generators, which rotate at 1,133 rpm. For the individual drive trains, the power is split and then summed in the gearbox from two different power paths. This mechanical redundancy has led to significant issues in the gearbox.

Another WT gearbox configuration with power split is the Multi Duored concept from Winergy [5]. This gearbox uses spur gear stages for an eight-fold power split with subsequent four-fold power summation, leading to only two outputs. The combination of power split and power summation and the exclusive use of spur gears yields a high number of carry-over parts, but also leads to a large weight (62 t for 6.5 MW).

Today's available WT concepts do not take full advantage of the modularity and redundancy of a drive train with power split, or the material and cost reduction of high-speed electrical machines. In order to achieve these goals, an alternative drive train is proposed and its development is described in the following sections. The potential of an efficiency increase over a wide operating range at partial load (especially below 30 % rated power) is shown, where typical efficiencies of conventional WT's drop significantly to under 80 %, irrespective of the used concept [6], [7].

4. Proposed Drive Train

Figure 1 illustrates the concept of the 6 MW WT drive train with six 1 MW high-speed (5,000 rpm) generators and a four-stage gearbox with power split. The gearbox in Figure 1 consists of one spur and three planetary gear stages and realizes the power split in the first stage. The generator is designed as a permanent magnet synchronous machine (PMSM). These gearbox and generator topologies are described in sections 5 and 6, alongside other configurations that were also considered in the development process.

The gearbox used for this concept needs a higher transmission ratio compared to conventional configurations. Higher losses due to the larger transmission ratio can be compensated by an optimized operating strategy and the benefits of the high-speed machines. The targeted higher speed results in an increased power density, which leads to a considerable reduction of weight and size of the generators. Furthermore this reduces the amount of active magnetic material and decreases the costs of the generators. These multiple identical generators enables the utilization of more carry-over parts. These parts are at the same time smaller and more lightweight due to the power split configuration. As a result increased economic efficiency in production and improvements in maintenance can be achieved. Mechanical power split with subsequent electrical power summation on the grid side is also a more robust solution, than a purely mechanical split and summation of the power inside the gearbox. A certain redundancy of the system is given as well, since energy will still be produced, even when one or more generators fail.

5. Gearbox Configurations

The predesigned gearbox concepts for the high-speed multi-generator drive train are basically similar to the structure of conventional WT gearboxes. They are built as a combination of planetary and spur gear stages. The planetary stages are considered. In order to develop a modular configuration, the gearbox concepts consist of standard and independent gear stages, joined together through couplings. In case of a malfunction the faulty gearbox component can thus be completely replaced and the downtime of the WT can be reduced.

Different gearbox concepts have been developed and evaluated in order to determine the best solution increases the overall costs, because of the relatively high prices of the power electronics components. Furthermore this reduces the amount of active magnetic material and decreases the costs of the generators. These multiple identical generators enables the utilization of more carry-over parts. These parts are at the same time smaller and more lightweight due to the power split configuration. As a result increased economic efficiency in production and improvements in maintenance can be achieved. Mechanical power split with subsequent electrical power summation on the grid side is also a more robust solution, than a purely mechanical split and summation of the power inside the gearbox. A certain redundancy of the system is given as well, since energy will still be produced, even when one or more generators fail.

The potential of an efficiency increase over a wide operating range at partial load (especially below 30 % rated power) is shown, where typical efficiencies of conventional WT's drop significantly to under 80 %, irrespective of the used concept [6], [7].
The comparison of the four gearbox concepts is based on their efficiency. The entire system is modeled to perform efficiency calculations for the entire drive train, including the main bearing. The main bearing is designed as a rolling bearing with a load rating of 100 kN. The bearing losses are estimated using the load spectrum of the wind turbine. The efficiency is defined as the ratio of the generator output power and the rotor input power. First simulations are carried out at a lubricant temperature of 65 °C and for a start-up procedure of the WT up to rated power. No operating strategy regarding power split is implemented at this point, which means that all bearings used in the gearbox, according to established calculation methods [8]. The concepts differ in the number of identical parts. The concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency, has not been confirmed. This leads to a very modular structure, which means that Tederko's methods lose their validity. According to Tederko's methods, load should be split in the first (SPPS) and last stage (PPPS). The concept with power split in the second stage (PPPS) takes into account the power split in the first (SPPS) and last stage (PPPS) and the entire operating range of the gearbox.

The concepts differ in the number of identical parts. The concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency. Therefore, the concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1]. The concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1].

The concepts differ in the number of identical parts. The concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency, has not been confirmed. This leads to a very modular structure, which means that Tederko's methods lose their validity. According to Tederko's methods, load should be split in the first (SPPS) and last stage (PPPS). The concept with power split in the second stage (PPPS) takes into account the power split in the first (SPPS) and last stage (PPPS) and the entire operating range of the gearbox.

The concepts differ in the number of identical parts. The concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency. Therefore, the concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1]. The concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1].

The concepts differ in the number of identical parts. The concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency. Therefore, the concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1]. The concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity, the total number of identical parts to establish calculation methods is calculated in AMESim using the underlying basic equations by Tederko [1].
For the induction machine with squirrel cage magnets (SCIM), the magnetization is generated by the stator current. This leads to an increase in magnetic flux density inside the stator (see Figure 4). The tangential force depends on the design of the electrical machine. The Esson power coefficient of the considered machine is calculated for this design by means of the finite element method (FEM). A maximum efficiency of 90.6% is reached with the SCIM (see Table 6). The mechanical stress occurs at the bridges side the rotor due to the action of the tangential force. The resulting machine design has a total volume of 0.0104 m$^3$ and thus a power density of 9.06 MW/m$^3$. With a specific price of 5.6 €/kg for electrical sheet [1], the cost of the total active magnetic material for one SCIM amounts to 3,346 €. A specific price of 8.5 €/kg for permanent magnets of 58 €/kg for permanent magnets is assumed for the application as a WT generator, which generally operates in the base speed range. The induction machine has the highest power factor of the SCIM (see Table 2), which means that the converter has to provide a higher apparent power and thus a higher weight, the SPPP gearbox concept allows for the elimination of these drawbacks. This is done in the second stage of the gearbox via a spur gear. The SCIM is designed for a rated power of 0.07 MW and a rated speed of 0.95 rpm. The mechanical stress for the SCIM is lower compared to the PMSM (see Table 2), which means that the converter has to provide a lower apparent power and thus a lower weight and cost. Due to its high power density, the PMSM is designed for a rated power of 0.98 MW and a rated speed of 0.95 rpm.
7. Operating Strategy

A drive train concept with multiple generators offers the possibility to switch off individual generators during partial load operation, so that the remaining generators can work at their rated operating point and in their optimum efficiency range. The decoupling of total gear trains by using switchable clutches in the gearbox can offer further potential for increasing the efficiency during partial load operation.

During start-up and full load operation the operating strategy is identical compared to conventional WTs. The strategy during partial load operation has to be extended. Using six generators, the partial load operation needs to be divided into six individual operating areas. Each of these areas must be provided with both a speed control and a pitch control strategy, in order to protect the WT during short-term changes of the wind speed. The possible ranges of operation during partial load operation are dependent on the torque characteristics of the electric generators and are limited by the rated torque.

In order to meet these requirements, a generic WT controller is developed, which in a first step uses a characteristic-curve based WT analogous model. Thereby, the inertia is reduced to a single mass and the aerodynamic rotor torque and the rotor speed are calculated depending on the rotors \(CP\)-characteristic.

The WT analogous model is loaded with wind loads that are calculated via a wind file generated using the tool TurbSim from NREL. According to the wind conditions, the pitch angle and the necessary number, torque and speed of generators are simulated by the controller. Figure 9 depicts a simulated start-up at an average wind-speed of 14 m/s and a turbulence of 16%. In the beginning the rotor blades are turned away from the wind and the pitch angle is 90°. The main controller initiates the start-up sequence if the wind speed is high enough for a given period of time. Then, the blades are turned into the wind with a rate of 3°/s. First, at 15s a rise of the generator speed can be noticed. This late rise is due to the WT operating...
point, which is still outside the \( \alpha \)-characteristic of the analogous model. At 45s the switching on speed is reached and the first generator is switched on. While the rotor speed increases, the torque rises until the generator has reached rated torque. At this point the second generator is switched on and the torque is distributed symmetrically on both generators. Further generators are connected successively this way, as soon as the operation generators reach their rated torque of \( T_n = 1,900 \text{ Nm} \).

In the shown start-up process of the WT the switching procedure of individual generators takes place until four generators are activated. The state of operation with five operating generators will be skipped, because the generator speed increases rapidly and torque dynamics have to be avoided. The state between 106s and 107s shows this switching procedure. The torque on the fourth generator drops to switch on to the operation mode with five generators. Before the torque can drop to 0 Nm, the torque controller activates all six generators. With increasing wind speed, full load operating range is reached (from 120s).

An idealized switching procedure, comparable to the switching procedure presented above, has been added to the efficiency calculation model in section 5 to show the potential of increasing the efficiency during partial load operation. The moments of connection or disconnection of several generators are defined by reaching a multiple of their rated torque (\( T_n = 1,900 \text{ Nm} \)). In the drive train model in

at partial load. Therefore, the use of such a drive train concept with the illustrated switching procedure is particularly suitable for these locations. The WT energy output is calculated by multiplying the wind speed dependent electrical output power by the relative occurrence of the wind speed. For a low-wind site with a mean wind speed of 5.3 m/s an incidence of up to 1.15 % is achieved, only when using a switching procedure for individual gear trains and generators. The energy needed for the switching process is not regarded.

8. Conclusion

This paper describes the development of an alternative drive train configuration with six high-speed generators (rated at 1 MW and 5,000 rpm) for a 6 MW WT. Different gearbox concepts and electrical machines have been investigated, in order to determine the potential of a higher power density and an efficiency increase, as well as the advantage of a mechanical power split in the gearbox and an electrical power split in the grid side. The SPPP gearbox configuration shows advantages regarding both weight and modularity. Efficiency simulation models for the entire drive train were created, considering a PMSM topology as a generator.

Simulation results display an efficiency increase of up to 7 % during partial load operation, provided that an operating strategy is considered, where gear trains and generators are individually connected and disconnected.
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Abstract

This paper presents a numerical investigation of the aerodynamic performance of an airfoil with leading-edge protuberances within stall region at Reynolds number of $2 \times 10^6$. An IDDES (Improved Delayed Detached Eddy Simulation) method was developed based on a transition model through the modification of turbulence length and the limitation of intermittency factor and validated through quantitative comparison with experimental results. Utilizing the developed method, the vortex evolution and thus the physics of the dominant bi-periodic phenomenon were uncovered. In addition, the effects of bi-periodic flow patterns on aerodynamic forces were also investigated. It was found that bi-periodic phenomenon deteriorated the aerodynamic performance by the inducement of massive flow separation at leading edge. Moreover, the variations in the flow patterns led to little change in total lift coefficient around stall region. Deploying this bionic means, many investigations have been conducted; however, the underlying mechanisms were still not clearly understood. In [3], Michael et al. summarized several hypotheses of the mechanisms, including “vortex generator”, “wing fence” etc. For the VG case, Malipeddi et al. [4] observed that the streamwise vortices produced by the protuberances carried higher momentum flow into boundary layer, which kept the flow attached to airfoil surface. Furthermore, Zhang et al. [5] found that the ratio of effective height of leading-edge protuberance to boundary layer thickness $\delta$ should lie in the interval between 0.1 and 0.5 by means of experimental investigations, similar to micro vortex generators. For the “wing fence” case, Pedro [6] numerically described the tubercles to create physical barriers to the spanwise motion which prevented the separation growth from the tip to the root of the wing.

On the other hand, bi-periodic phenomenon, i.e. convergent and divergent flow patterns at neighboring trough sections along the spanwise direction of the leading-edge protuberance, has been drawn much research attention. In the aspect of experimental study, Custodio [7] performed tuft and dye visualizations and observed that the occurrence of bi-periodic phenomenon was related to airfoil configuration and angle of attack (AOA). In the meantime, bi-periodic phenomenon has also been studied by numerical methods. First of all, RANS methods have been proved to have the capacity of capturing bi-periodic phenomenon [8]. However, the details of unsteady turbulent flows were missed due to the time-averaged property of RANS methods and the massive flow separations could not be accurately depicted [8, 9]. To overcome this, the detached-eddy simulation (DES) method, a combination of RANS and LES methods, has been implemented. For example, Malipeddi et al. [4] and Camara et al. [10] adopted DES method to simulate the flow field of modified airfoils, respectively. As a result, Malipeddi et al., [4] assumed that the interactions between vortices of neighboring valleys triggered bi-periodic phenomenon. In addition, Camara et al. [10] found that bi-periodic could only be observed at high angle of attack (18°) for specific configuration.

Although a lot of work has been conducted on the bi-periodic phenomenon, the specific mechanism and its influence on airfoil aerodynamic performance were still unknown. In present study, an IDDES method (the latest version of DES method) based on a transition model was developed through the modification of turbulence length and the limitation of intermittency factor, which was utilized to simulate the flow field of NACA 63-021 airfoil with and without varying leading edge around stall region. Moreover, the mechanism which triggered bi-periodic phenomenon was thus given under current circumstances. Eventually, the effect of bi-periodic phenomenon on aerodynamic performance and relative physics were discussed in detail.

2. Numerical schemes

2.1 Turbulence modeling

As mentioned in Section I, the inducement of bi-periodic phenomenon was associated with the development of unsteady turbulent flow and massive flow separation, RANS method was thus not applicable. Considering feasibility and accuracy, the DES method was adopted in present study, which has recently become much favored in the study of unsteady and geometry-dependent separated flows [9]. In present study, IDDES method based on Fu-Wang transition model [11] was developed to...
capture the development of laminar flow and massive turbulent flow separation.

In general, Fu-Wang transition model was based on k-ω SST turbulence model. To capture flow transition, another transport equation of intermittency factor γ was introduced. The effective eddy viscosity (μγ), which is a combination of the non-turbulent and turbulent contributions, μγ = (1 - γ)μn + γμt, takes the place of viscous eddy viscosity (μv). The transport equation for intermittency factor (γ) is:

\[ \frac{\partial \gamma}{\partial t} + \frac{\partial}{\partial x_j} \left( \gamma u_j \right) = \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial \gamma}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial \gamma}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial \gamma}{\partial x_j} \right] + P - \varepsilon \gamma \]

where \( P \) and \( \varepsilon \) represent the production and dissipation, respectively. They are modeled as follows:

\[ P = C_p \rho u''^3 \left( 1 + (\gamma - 1) \right) \left( 1 + C_1 \frac{u''^2}{U^2} + C_2 \right) \]

\[ \varepsilon = \gamma P \]

Subsequently, IDDES method based on Fu-Wang transition model can be constructed through modifying the dissipation term of the turbulent kinetic energy (TKE) equation. After introducing a length scale, Ldef, the TKE equation can be given in tensor form as:

\[ \frac{\partial \overline{\theta}}{\partial t} + \frac{\partial}{\partial x_j} \left( \overline{\theta u_j} \right) = \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial \overline{\theta}}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial \overline{\theta}}{\partial x_j} \right] + P \gamma - \varepsilon \gamma \]

The IDDES length-scale combining the DDES and WSMLES scales can be implemented as

\[ L_{IDDES} = \max \left( L_{DDES}, L_{WMLES} \right) \]

It was worth to mention that γ should be 1 in LES mode.

2.2 Numerical Methods and Validations

The STVD scheme adopted can be shortened as S6WENO5. In addition, a LU-SGS method with Newton-like subiteration in pseudotime was taken as the time-marching method. Wall surfaces were regarded as no-slip and adiabatic for viscous simulation. The approach was in parallel algorithm using domain decomposition and MPI strategies for the platform on PC clusters, and the computations were all based on our in-house solver UNITIet [12]. Using the developed numerical schemes, the flow fields over the smooth and wavy airfoil with mean chord length \( c = 100 \) mm and span length \( s = 200 \) mm were investigated, consistent with the ones in our previous experimental study [9].

The wavy leading edge had an amplitude of \( \Delta = 12 \) mm and a wavelength of \( \lambda = 25 \) mm. Figure 2 demonstrates a slice of the computational mesh. Specifically, the structured grid system with \( \gamma = 1 \) and the growth ratio \( = 1.12 \) was established, satisfying the minimum requirement recommended in [13]. The overall amounts of grids were \( 1.08 \times 10^7 \) and \( 8.8 \times 10^6 \) for airfoils with and without wavy leading edge, respectively.

3. Results and Discussions

3.1 Mechanisms of Bi-periodic Phenomenon

For airfoil with wavy leading-edge, the processes of vortex evolution were rather complicated. Figure 4 gives the corresponding instantaneous flow structures after they became stable. At \( \alpha = 6^\circ \), the flow pattern was periodic from one trough to the next (Figure 4a). It could be observed that vortices migrate towards troughs, causing a coalescence of fluid between protuberance peaks near the airfoil leading edge and then dissipation towards the trailing edge.

Nevertheless, at \( \alpha = 12^\circ \), the flow pattern was no longer periodic and the bi-periodic phenomenon appeared, as shown in Figure 4b. The fact that vortices dispersed at one trough as soon as it left the leading edge indicated that there was flow interaction between neighboring troughs. At the neighboring trough, vortices were confined to the valley of current trough and this flow pattern repeatedly appeared in spanwise direction. The processes of vortex evolution were similar at \( \alpha = 18^\circ \) and \( 21^\circ \), as shown in Figure 4c and Figure 4d, and the non-equilibrium between neighboring troughs became more obvious. Consequently, it could be inferred that the occurrence of bi-periodic phenomenon was highly related to \( \alpha \), consistent with the finding in [7]. For convenience, the trough where vortices dispersed was named trough-A, and the neighboring trough was named trough-B (Figure 4c).
Fig. 5 Distribution of streamlines and topological structures at T0

At T1 (t=0.0071s), although the 3D vortex structures seemed to remain periodic, the difference between neighboring troughs emerged. Essentially, this was related with the variations in the boundary layer near the airfoil surface, indicated in Fig. 6. Clearly, the topological structures of the separated flow around node N2 and saddle S1' (bounded by blue dashed lines) were different; moreover, the momentum convection at leading-edge was also affected. Actually, it could be observed that the 2D vortex structures corresponding to the vortex rings around leading-edge were different (bounded by red dashed lines). The development of follow-up vortices, especially the vortex rings above the suction surface, would be therefore affected.

At T2, the condition deteriorated as shown in Figure 7a. The development of the vortex rings was severely affected and the single periodic pattern began to collapse. Along with the development of the vortex system, the difference between neighboring troughs enlarged. At T3 (t=0.0231s), the vortices from trough-A crossed the neighboring peak, and forced the fluid to squeeze into trough-B (Figure 7b), which led to an increase of velocity and a decrease of static pressure at trough-B.

Fig. 6 Distribution of streamlines and topological structures at T1

(a) Distribution of streamlines at trough-A

(b) Distribution of streamlines at trough-B

Fig. 7 Evolution of instantaneous flow structures of airfoil with leading-edge protuberances

(a) t=T2

(b) t=T3

Fig. 8 Distributions of Mach number and static pressure at t=0.11

(a) Distribution of Mach number

(b) Distribution of static pressure

3.2 Effects of Bi-periodic Phenomenon on Aerodynamic Performance

To have an intuitive understanding, a slice in x-z plane (y/δ=0.11) at T3 was demonstrated in Figure 8. Here static pressure was nondimensionalized by free-stream kinetic energy. Distinctions between trough-A and B could be recognized. In detail, the distribution of Mach number around mid-span was different, which indicated that flow with higher momentum got into the valley of trough-B (bounded by red dashed lines). In the meantime, the difference of pressure distribution emerged in the same area (bounded by blue dashed lines). Once the balance between neighboring troughs was broken, the non-equilibrium was gradually exacerbated. Eventually, bi-periodic pattern was reached as shown in Figure 4c.
For smooth airfoil, the flow separation evidently occurred at $x/c=0.3$. Although the instantaneous vortex structures at peak were rather complicated as shown in Figure 4, the velocity profiles were quite simple in time-averaged form. Compared with the results of smooth airfoil, the occurrence of reversed flow moved backward to a location between $x/c=0.4$ and $x/c=0.5$.

In addition, bi-periodic phenomenon was clearly reflected in the mean velocity profiles at troughs. The distinctions between trough-A and B were obvious (Figure 9c and 9d). At trough-A, flow separation occurred near the leading edge. To the contrary, flow separation occurred near $x/c=0.15$ at trough-B, and then reattachment took place at $x/c=0.3$. However, flow reattachment did not stick to the trailing edge and the reversed flow clearly appeared once more near $x/c=0.75$. Evidently, the massive flow separation at troughs probably imposed negative effects on aerodynamic lift and it tended to be more significant for trough-A case. The flow field for the airfoil with leading-edge protuberances would lead to the corresponding variable aerodynamic characteristics of $C_l$ and $C_d$ within stall region in Fig. 3. To prove this, Figure 10 illustrates the distributions of pressure coefficients along $x$-direction. In general, compared with the results of smooth airfoil, aerodynamic suction decreased due to the massive flow separation at troughs. Furthermore, bi-periodic phenomenon aggravated the lift degradation, which removed the aerodynamic suction at the leading-edge of trough-A, especially at $\alpha=18^\circ$ and $21^\circ$. This conclusion was coincident with the analyses of velocity profiles. Meanwhile, above mechanisms also increased the static pressure at the leading edge, which consequently enlarged the pressure drag. The aerodynamic drag increment around stall region could thus be somehow interpreted [5].

In addition, as shown in Fig.3, the variation range of $C_l$ around stall region was within 6%, which was a favorite feature for wind turbine blade since the stall tended to be rather gentle. To understand this, Fig.12 gives $C_l$-distributions along $z$-direction, and it could be inferred that the lift coefficients of $\alpha=18^\circ$ and $21^\circ$ were approximately equal to 0.88 in consideration of the contributions of those spanwise sections (i.e., Peak, Middle, Trough-A and Trough-B), and they were a little higher than that of $\alpha=12^\circ$. Evidently, peaks contributed a large portion of the aerodynamic lift, which was consistent with the analyses of Fig.11. Then the lift coefficients of those spanwise sections at $\alpha=18^\circ$ and $21^\circ$ were analyzed in detail. The variation tendencies of local lift coefficients around peaks and troughs were severe at the leading edge of trough-A than that of trough-B; consequently, aerodynamic suction almost vanished around trough-A, which was coincident with Fig.10b. Meanwhile, the flow attachment carried higher momentum flow into boundary layer, which delayed the flow separation around peaks as shown in Fig.9b. Consequently, it could be inferred that peaks provided a large portion of the aerodynamic lift.

![Fig. 11 Distribution of static pressure and streamlines ($\alpha=18^\circ$)](image-url)
opposite, which could be interpreted by local flow conditions around them. In detail, as flow was mostly attached at peaks, lift coefficients increased as angle of attack increased. To the contrary, flow separation dominated the flow field around troughs, therefore the degradation of lift coefficients deteriorated along with the increase of angle of attack. Meanwhile, the influence of bi-periodic phenomenon certainly extended to the middle sections, as the variation tendencies of the lift coefficients of the middle sections around peak were opposite. In general, these variations in the flow patterns led to little change in total $C_L$ around stall region.

2) The vortex evolution and thus the physics of the dominant bi-periodic phenomenon were uncovered. In addition, it was found that bi-periodic phenomenon imposed considerable influence on aerodynamic performance. Compared with the troughs where vortices converged, the negative effects of the flow separation at the troughs where vortices diverged were more remarkable.

3) The variation range of $C_L$ around stall region was within 6%, which was a favorite feature for wind turbine blade since the stall tended to be rather gentle. In addition, the inherent physics were discussed through analyses of flow patterns.

5. Future works
1) Present study concentrated on the analyses of the control physics of bionic airfoil. Furthermore, The application of this technique on wind turbines will be attempted in the near future.
2) The study also suggested that the aerodynamic performance were probably affected by flow conditions (for example Re) and geometrical shape of the protuberances. A straightforward extension of present work is an evolution of the influences of above factors on the aerodynamic performance of a modified airfoil.
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Abstract:
The design methodology and performance verification of a family of low lift airfoils is presented in this paper. High performance low lift profiles are well suited to low power density rotor designs. Such designs are suitable for increasing the energy yield of multi-MW offshore wind turbines using larger diameter rotors under moderate loading conditions. For the design of the profiles numerous optimization techniques are used for maximizing a suitable performance-based cost function which is evaluated using XFOIL. The resulting shapes are assessed by means of high fidelity CFD tools. The main uncertainty characterizing the performance of such profiles, at the relative low flow angles where the maximum performance occurs, comes from transition modelling. This uncertainty is even higher at the very large Reynolds numbers encountered in the 10+ MW rotors of our interest. To handle the uncertainty our design options are selected on the conservative side.

Keywords: Airfoil design, low lift profiles, airflow performance verification.

1 Introduction

In the framework of INNWIND.EU FP7 Project CRES and NTUA investigate the potential of low-induction rotors (LIR) in improving the energy yield of large offshore turbines and reducing the cost of electricity produced. As discussed in [1] and [2] the best way to implement the LIR concept is by using low-lift airfoils, e.g., airfoils having their maximum lift coefficient, centred around the actual design point and with lift and turbulent flow weights. It is not straightforward, however, to get a high performance, thick enough, airfoil with k values 100+ which is a normal achievement for the low lift airfoil families. This difficulty is increasing as C\textsubscript{LDES} gets smaller. The design and performance verification, with state of the art CFD, of such a family of low lift profiles aiming to operate in the range or Reynolds and Mach numbers corresponding to a 10MW LIR is the scope of the present work.

2 Design methodology

The airfoils are parameterized using Bezier curves with 9-12 control points for representing the complete shape in one piece. The trailing edge thickness is directly set, while the position of maximum thickness and the maximum thickness are controlled through the Bezier parameters. The number of control points was chosen so that the resulting representation could reproduce well-known families (NACA, FF) with less than 0.5% RMS error.

The objective of the design is the maximization of the airfoil performance (lift over drag) within a desired range of lift coefficients. This can be expressed as

\[ \text{Maximize } \int_{S_{\text{LDES}}} C_{L} \left[ \frac{1}{S} + \frac{1}{S} \right] dS \]

where \[C_{L_{\text{DES}}} \text{ and } C_{L_{\text{DES}}} \] is the range of the design lift coefficient, centred around the actual design point and Wi, Wt are the laminar and turbulent flow weights. The reason for performing the optimization for more than a single \( C_{L} \), value is to avoid degenerate solutions that display a rapid drop in performance when this value is exceeded. In addition, with this general objective functions we can optimize the weighted airflow performance at both transitional and fully turbulent flow conditions.

The constraints on the design are imposed through the available range of movement for the control points. The main parameters that are affected are

- Trailing edge thickness (which is fixed at the original value)
- Maximum thickness (specified for each design)
- Maximum thickness location (allowed to shift, but retaining a basic similarity between the airfoil shapes for different thicknesses)

The optimizer used employs a combination of evolutionary and gradient-free methods. The latter are used for the final convergence once the evolutionary method has reached a minimum. The direct solver used for the calculation of the objective function is XFOIL, but the results are later assessed using higher fidelity flow solvers.

3 Application on the Design of Low Lift Profiles

3.1 Design specifications

Table 1 shows the operating conditions at different blade sections of a LIR version of the 10MW Reference Wind Turbine of INNWIND.EU. The relative thickness of the airfoils along the original blade span varies from 60% in the near-root section to 21% at the tip. Next to the relative thickness we present the Reynolds and Mach numbers at rated conditions as well as their minimum value within the turbine operating envelope. Since the same airfoil is used at different spanwise locations there are multiple rows in the table sharing the same thickness. From those we select the highlighted rows as the operating conditions.

Following our earlier conclusions of [1] and [2] the low lift airfoils shall be designed for \( C_{L_{\text{DES}}} \) = 0.8, instead of \( C_{L_{\text{DES}}} = 1.2 \) to 1.3 which is the normal range for high lift profiles. To avoid deep minima (a highly optimized objective function which rapidly deteriorates when the design variables are slightly perturbed) that characterize single point designs, we shall design the airfoils for a maximum mean performance within a range of design lift coefficients \( C_{D_{\text{DES}}} \) of [0.7 to 0.9] instead of using the single \( C_{D_{\text{DES}}} = 0.8 \) value. An important issue for the design specifications is the way one handles transition. We are referring to designs at very high Reynolds numbers and, therefore, a back-loaded laminar airfoil may perform significantly better than a front-loaded one which better suits fully turbulent flows. On the other hand it is known that the performance of laminar airfoils may become very poor when the flow is tripped. But even if a good part of laminar flow exists over the airfoil it is quite uncertain how the high turbulence content of the atmospheric boundary layer will influence the transition location through the bypass mechanism. To introduce some conservatism in our designs we are optimizing the airfoil shapes for their weighted transitional / fully turbulent performance as described in section 3.2 below.

Table 1: Intended thickness and operating conditions

<table>
<thead>
<tr>
<th>Section</th>
<th>Thickness</th>
<th>Re (rated)</th>
<th>Ma (rated)</th>
<th>Re (Min)</th>
<th>Ma(Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60.00%</td>
<td>7.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40.10%</td>
<td>4.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>35.00%</td>
<td>5.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>30.00%</td>
<td>6.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24.00%</td>
<td>7.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>20.00%</td>
<td>8.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>24.00%</td>
<td>9.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>20.00%</td>
<td>10.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>20.00%</td>
<td>11.0×10\textsuperscript{6}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Keywords: Airfoil design, low lift profiles, airflow performance verification.

3.2 Designed airfoils

Following the design specifications of Table 1 we produced low-lift profiles with relative thicknesses 15%, 18%, 21%, 24%, 30% and 40%. With the exception of the two ending family members (15% and 40%) where a single low-lift airfoil was designed, we generated for all other thicknesses two low-lift profiles of different laminar / turbulent flow weighting.

The laminar / turbulent weighting was set to 30%-70% (denoted as 30-70 from this point on) for the first low-lift and to 20-80 for the thicker members for the second family. Figure 1 shows the 30-70 low lift family and Figure 2 the 10-90-20-80 one.
4 Numerical Simulation of the Designed Airfoils

4.1 Numerical Tools

In order to verify the performance of the low lift 10-90/20-80 profiles, simulations for fully turbulent and transitional flow conditions are performed using the MaPFlow [3] and Foil2w [4] in-house numerical solvers developed at NTUA. Both methods have been successfully applied to the simulation of FFA airfoils at high Reynolds numbers, in the context of the benchmarking of aerodynamic models, included in the Deliverable 2.2.1 of the INNWIND.EU project [5].

MaPFlow: MaPFlow is a multi-block MPI enabled compressible solver equipped with preconditioning at low Mach numbers. The discretization scheme is cell centred and makes use of the Roe approximate Riemann solver for the convective fluxes. The scheme is second order accurate in space and time and applies the Venkatakrishnan’s limiter [6] defined for unstructured grids. Dual time stepping has been introduced for facilitating convergence. The solver is equipped with the Spalart-Allmaras (SA) and the k-ω SST eddy viscosity turbulence models.

MaPFlow is an MPI enabled compressible solver equipped with preconditioning at low Mach numbers. The discretization scheme is cell centred and makes use of the Roe approximate Riemann solver for the convective fluxes. The scheme is second order accurate in space and time and applies the Venkatakrishnan’s limiter [6] defined for unstructured grids. Dual time stepping has been introduced for facilitating convergence. The solver is equipped with the Spalart-Allmaras (SA) and the k-ω SST eddy viscosity turbulence models.
Two transition models have been implemented in MaPFlow, the correlation $\gamma$-$Re\theta$ model of Menter [7] and the Granville/Schlichting transition method described in [8]. The first is a two transport equation model for the intermittency and the momentum thickness Reynolds number. It utilizes local variables easily computed in each cell and does not need boundary layer definition and parameters. The second one is based on boundary layer characteristics expressed in terms of the Polhausen variables. In order to estimate these variables, the velocity on the edge of the boundary layer is computed using the pressure coefficient value on the viscous wall derived by the RANS solver. The instability and transition points are then defined using empirically calibrated diagrams proposed by Granville.

Simulations using MaPFlow have shown that the Granville/Schlichting method gives better predictions of the drag coefficient compared to the $\gamma$-$Re\theta$ model (Figure 5) for high Reynolds numbers ($Re > 3 \times 10^6$). This results from the fact that transition is predicted at different locations by the two models as shown in Figure 6. Therefore, the Granville/Schlichting is adopted for the present simulations. Fully turbulent simulations are performed using the $k-\omega$ SST model.

The numerical mesh is an O-type grid of 104000 elements, 520 around the airfoil and 200 in the normal to the wall direction, generated using the ICEMCFD ANSYS software. The non-dimensional distance of the first node from the wall is less or equal to $y^+<1$. Steady state simulations are performed for the whole angles of attack AOA range.

$\text{Foil2w}$: $\text{Foil2w}$ is a viscous-inviscid interaction code. The potential flow part is simulated by singularity distributions along the airfoil geometry and the wake. The wake is represented by vortex particles which are allowed to freely move with the local flow velocity. The viscous flow solution is obtained by solving the unsteady integral boundary layer equations. The coupling of the two sets of equations is achieved through a transpiration velocity distribution along the airfoil surface that represents the mass flow difference over the boundary layer height between the real viscous flow and the equivalent inviscid flow.

The boundary layer equations are discretized using finite differences and the final set of the non-linear equations are solved simultaneously using the Newton-Raphson algorithm. The boundary layer solution is supplemented by a transition prediction model based on the $e^h$ spatial amplification theory and by a dissipation closure equation for the maximum shear stress coefficient over the turbulent part.

### 4.2 Performance Verification of the Designed Airfoils

Performance (L/D) results for the 18% airfoil are presented in Figure 7. At transitional flow conditions, all models predict considerably high values around the design point $C_{LDES}=0.8$, ranging between 1.35 and 2.5. MaPFlow predictions using the Schlichting-Polhausen transition model seem to be the most conservative ones, predicting the lowest performance. At fully turbulent flow conditions, a lower performance around the design point $C_{LDES}=0.8$ is expected. Indeed, performance reduces considerably ranging between 85 and 95, but still remains at high levels. It must be noted that there is a significant divergence among the predictions of the different models in the range $0.8<C_{L}<1.4$ which corresponds to the linear region ($2^\circ<\text{AOA}<8^\circ$). This suggests that a different slope of the $C_L$-AOA curve is predicted in that region.

The performance of the designed airfoil decreases with thickness as expected (Figure 8 to Figure 10). For the 20% thickness, the performance predictions have dropped to 65-75 in fully turbulent flow (Figure 10). This implies a total performance reduction of 16%-21% and 23%-25% at the design point for transitional and fully turbulent conditions respectively. However, the fact that the performance levels remain greater than 100 for transitional conditions, demonstrates the high efficiency of the designed low lift airfoil family.

Figure 7 to Figure 10 also indicate that the predicted differences between fixed and free transition flow at the design point $C_{LDES}=0.8$ reduce with thickness. For the 30% thickness no significant differences can be observed in the MaPFlow predictions.
Conclusions

A design method for producing low lift airfoil profiles was developed and applied to the different blade sections of a LIR version of the INNWIND.EU Reference Wind Turbine, at specific operating conditions. Two low-lift profile families were designed, with relative thicknesses ranging from 15% to 40%. The low-lift families differ in the laminar/turbulent weighting which is driving the design. Using a higher weight for the laminar part the maximum thickness of the profile is moving backwards and its performance around the design point increases but at the same time worsens when the profile operates at fully turbulent conditions. In the present work the weighting was set to 30%-70% for the first low lift family and to 10-90% for the second. The 10-90/20-80 family looks more consistent, both geometrically (location of maximum thickness) and performance wise (changing monotonically with the thickness). For these reasons and for introducing some conservatism to the possible energy capture gains of the low induction rotor this family has been selected for low induction INNWIND.EU 10 MW rotor design.

The performance of the selected low lift airfoils was verified using a CFD and a viscous-inviscid interaction solver. Both solvers predict high performance levels at the design point $C_{L/D} = 0.8$. For the 18% airfoil the predicted performance is higher than 135 and 85 in transitional and turbulent flow conditions respectively. For the 30% airfoil the predicted performance decreases but still remains higher than 100 and 60 in transitional and fully turbulent conditions respectively.

Using the 10-90/20-80 polars calculated with CFD we proceeded to the aerodynamic design of a 10MW LIR in the framework of the INNWIND.EU project. Compared to the 10MW Reference Wind Turbine of the project [9] the LIR yield (capacity factor CF) was 7.5% higher. From that 4.5% is attributed to the LIR planform and the remaining 3% from the dedicated low lift profiles that replaced the high lift FFA-W-3x (same thickness) profiles of the reference.
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Abstract

To decrease blade mass for effectively reducing construction costs, the application of slender blades or two-bladed rotors to 10 MW-class wind turbines is proposed. Since few wind turbine designs have adopted this approach, it is important to investigate the effects of applying slender blades and two-bladed rotors. Considering this possibility and the relationship between the flow characteristics around the blade and the Reynolds number, it is useful to implement an aerodynamic analysis on actual-scale wind turbines using computational simulations such as blade element momentum (BEM) theory and computational fluid dynamics (CFD). In this study, we executed an aerodynamic analysis of two- and three-bladed 10 MW reference wind turbines proposed by the New Energy and Industrial Technology Development Organization. For the aerodynamic analysis, we used the fast CFD solver FaSTAR Aerodynamic Routines (FaSTAR), which was developed by the Japan Aerospace Exploration Agency. First, we validated and confirmed rotor performance by comparing with the results obtained using BEM theory. The power and thrust coefficients of the CFD and BEM are in agreement with those obtained using BEM theory. These results suggest that rotor performance can be captured correctly by FaSTAR. Furthermore, the 3D effects caused by flow separation are seen only in FaSTAR. Regarding the difference in the number of blades, the values of $C_p$ and $C_t$ for the two-bladed rotor change more gradually than those for the three-bladed rotor. Moreover, the 3D effects around the root in two-bladed rotors are more significant than those in three-bladed rotors.

1. Introduction

Wind turbine rotor diameters have been up sized to increase power and utilize higher wind speeds for decreasing power costs[1]. Today, investigations on the realization of wind turbines with a rated power output of 10 MW are being undertaken[2]. When up sizing the diameter, blade mass and drive train mass increase, thereby increasing manufacturing costs. Some solutions to these problems are suggested as follows: use a slender blade and change its structure or material[3], increase the tip speed ratio (defined as the tip speed divided by the inflow speed) to decrease the load on the drive train, and reduce the number of blades by applying two-bladed rotors[4]. In particular, the application of two-bladed rotors is an effective solution because it can reduce both rotor mass and manufacturing costs. Furthermore, it can easily increase the tip speed ratio. However, there are some problems with two-bladed rotors. For example, because they are
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The aerodynamic airfoil characteristics at a Reynolds number of about $10^5$ are used, which is close to the Reynolds number for a rotating blade. Here, the aerodynamic airfoil characteristics obtained by 2D CFD analysis at a Reynolds number of about $10^5$ are often used because there are few experimental results obtained in wind-tunnel tests at Reynolds numbers higher than about $10^5$.

In this research, we used the aerodynamic airfoil characteristics cited on the DTU 10 MW RWT project site for using with BEM theory. Two aerodynamic airfoil characteristics were obtained with the FaSTAR solver, which is a fast CFD solver developed for use with BEM theory, and with the FFA-W3 foils using C-type meshes with 256 cells around the airfoil at a Reynolds number of 1.6 x $10^6$. These values were chosen to correspond to the values for a rotating blade. The meshes were C-type meshes with 512 cells around the airfoil surface and 256 cells in the normal direction, and the resolutions are very fine. For this reason, it is assumed that mesh independence is ensured in this analysis. Moreover, it is natural to consider the flow as fully turbulent when the Reynolds number is about $10^5$. Therefore, in this research, we used the results obtained for the fully turbulent model. More information about the 2D CFD analysis is available in the DTU Wind Energy Report.

3. Analysis results

In this research, all computations were executed on JAXA Supercomputer Systems (JSS) or JS22 SORA. Supercomputer for Earth Observation, Rockets and Aeronautics. The calculation time in each case was about 24 hours. The vorticity contour around the three-bladed rotor at $\lambda = 10$ is shown in Figure 5, as an example of the obtained results. The flow field around the rotor was captured in this image.

3-1. Power/Thrust coefficients

The relationships between the power/thrust coefficients $C_p/C_T$ obtained by FaSTAR or FAST and the tip speed ratio $\lambda$ are shown in Figures 6 and 7, respectively. In these figures, the results obtained by FaSTAR are named “CFD”, and those obtained by FAST are named “BEM.” Also, “Two-bladed” and “Three-bladed” mean that the corresponding results were obtained in the two- and three-bladed rotor cases. The coefficients $C_p$ and $C_T$ are defined by Eqs. (2) and (3), respectively:

$$ C_p = \frac{P}{\frac{1}{2} \rho V^2 A} \quad \text{and} \quad C_T = \frac{T}{\frac{1}{2} \rho V^2 A} $$

where $P$ is the power, $T$ is the thrust, $\rho$ is the density of the fluid, $V$ is the tip speed, $A$ is the reference area, and $\lambda$ is the tip speed ratio.
where $P$ and $T$ are the power and thrust of the rotor, respectively, and $\rho$ is the density of the inflow.

As shown in Figure 6, the relationships between $C_p$ and $C_t$ obtained by FaSTAR are similar to those obtained by FAST. In particular, the $C_p$ values at the designed $\lambda$ obtained by FAST agree with those obtained by FaSTAR. It is known that BEM theory has high rotor performance predictability near the designed $\lambda$. Thus, these results suggest that the rotor performance of 10 MW-class wind turbines can be predicted using FaSTAR.

As shown in Figure 7, the $C_p$ values obtained by FaSTAR are larger than those obtained by FAST at the designed $\lambda$. However, the trends of varying $C_p$ with changing $\lambda$ obtained by FaSTAR agree with those obtained by FAST, and these results also suggest that the rotor performance of 10 MW-class wind turbines can be predicted using FaSTAR.

When focusing on the difference between the results obtained by FaSTAR and those obtained by FAST, both the $C_p$ and $C_t$ values obtained by FaSTAR are smaller than those obtained by FAST when $\lambda$ is lower than the designed $\lambda$. In a 2D CFD analysis for FFA-W3 airfoils, Ellipsys2D overestimates the stall angle, and this tendency is more significant than in FaSTAR. Hence, it is assumed that the decrement of power and thrust in BEM theory occurs at the lower values of $\lambda$ compared to the results obtained by FaSTAR.

Furthermore, the coefficients obtained by FaSTAR change more gradually than those obtained by FAST at lower values of $\lambda$. It is known that the flow around the blade is 3D, and this tendency becomes more significant after flow separation occurs. Moreover, 3D flow inhibits the performance decrement. Hence, it is inferred that 3D flow makes the performance declines obtained by FaSTAR less obvious than those obtained by FAST. The difference in rotor performance at $\lambda=5$ and $\lambda=6$ in the two-bladed rotor case also infers that the performance decline resulting from a stall is not as obvious when considering 3D flow on the blade. These results suggest that it is necessary to consider the effects induced by 3D flow when flow separation occurs. Considering that, it is assumed that using CFD is effective when considering this relationship between the rotor performance and the flow around the rotor.

When focusing on the difference in the number of blades, the $C_p$ and $C_t$ values of the two-bladed rotor change more gradually than those of the three-bladed rotor. Moreover, the $C_p$ value of the three-bladed rotor at the designed $\lambda$ is higher than that of the two-bladed rotor. These trends agree with general wind turbine characteristics. Also, at the same inflow speed ($\lambda=10$ for the two-bladed rotor and $\lambda=12.2$ for the three-bladed rotor), $C_p$ is almost the same, which implies that the thrust per blade of the two-bladed rotor is larger than that of the three-bladed rotor.

$$C_p = \frac{P}{\rho U_r^2 b R^2}$$

(2)

$$C_t = \frac{T}{\rho U_r^2 b R^2}$$

(3)

where $P$ and $T$ are the power and thrust of the rotor, respectively, and $\rho$ is the density of the inflow.

As shown in Figure 7, the $C_p$ values obtained by FaSTAR are larger than those obtained by FAST at the designed $\lambda$. However, the trends of varying $C_p$ with changing $\lambda$ obtained by FaSTAR agree with those obtained by FAST, and these results also suggest that the rotor performance of 10 MW-class wind turbines can be predicted using FaSTAR.

When focusing on the difference between the results obtained by FaSTAR and those obtained by FAST, both the $C_p$ and $C_t$ values obtained by FaSTAR are generally smaller than those obtained by FAST. It is inferred that these differences arise depending on whether or not we are considering the 3D flow around the blade. However, the trends show good agreement in the values of both $C_p$ and $C_t$. These results suggest that rotor performance can be captured correctly using FaSTAR.

When focusing on the detailed differences between FaSTAR and FAST, the differences obtained at about $r/R=0.15$ by FaSTAR only. At $r/R=0.15$, the blade shape changes from cylinder to airfoil. After this transition, complex flows can occur induced by the flow separation, which may result in a decrement of rotor performance. Furthermore, the coefficients obtained in FaSTAR agree with those obtained in the three-bladed case. The twist angle along the blade in the two-bladed rotor case is generally smaller than that of the three-bladed rotor. These results suggest that it is necessary to consider the effects induced by 3D flow when flow separation occurs. Considering that, it is assumed that using CFD is effective when considering this relationship between the rotor performance and the flow around the rotor.

When focusing on the difference in the number of blades, the $C_p$ and $C_t$ values of the two-bladed rotor change more gradually than those of the three-bladed rotor. Moreover, the $C_p$ value of the three-bladed rotor at the designed $\lambda$ is higher than that of the two-bladed rotor. These trends agree with general wind turbine characteristics. Also, at the same inflow speed ($\lambda=10$ for the two-bladed rotor and $\lambda=12.2$ for the three-bladed rotor), $C_p$ is almost the same, which implies that the thrust per blade of the two-bladed rotor is larger than that of the three-bladed rotor.

$$C_p = \frac{P}{\rho U_r^2 b R^2}$$

(2)

$$C_t = \frac{T}{\rho U_r^2 b R^2}$$

(3)

where $P$ and $T$ are the power and thrust of the rotor, respectively, and $\rho$ is the density of the inflow.
4. Consideration of the separation-induced effect at the designed tip speed ratio

The decreases of $C_p$ and $C_L$ at about $r/r_0 = 0.15$ are assumed to be caused by the 3D flows induced by the transition of blade shape from cylinder to airfoil. These phenomena are very interesting from the point of view of aerodynamics or fluid dynamics. Therefore, we focused on the flow separation and the separation-induced effect at about $r/r_0 = 0.15$.

The dynamic pressure distributions on the blade acting in the tangential direction of the rotor plane at about $r/r_0 = 0.15$, denoted as $p_1$, are shown for the two- and three-bladed rotor cases in Figures 12 and 13, respectively. Streamlines on the blade are also plotted in black lines. Here, the relationships between $p_1$ and $p_2$, and $p_3$ are defined by Eqs. (6) and (7):

$$ F_P = \int p_1 \, ds $$

$$ p_3 = (p - p_2) \cdot \mathbf{e}_y $$

Here, $p_0$ is the pressure at the stagnation point, $\mathbf{n}$ is the normalized inward normal vector on the airfoil, defined as shown in Figure 11, and $\mathbf{e}_y$ is the unit vector in the y-direction.

As shown in Figures 12 and 13, a negative value is shown at the trailing edge at about $r/r_0 = 0.15$. Moreover, a concentration of streamlines, apparently induced by the flow separation, is also seen. At $r/r_0 = 0.15$, the blade shape changes, particularly at the trailing edge. This shape transition can cause flow separation, and, consequently, the value of $C_p$ decreases. When focusing on the difference related to the number of blades, the negative value of $p_3$ at about $r/r_0 = 0.15$ is greater in the two-bladed rotor case than in the three-bladed case.

5. Conclusion

We executed a CFD analysis of two- and three-bladed rotors using a 10 MW-class offshore wind turbine proposed by NEDO as a reference. First, we validated and confirmed rotor performance through a comparison with the BEM results. Moreover, we discuss the merits of applying CFD to the aerodynamic analysis of wind turbines. Besides, we investigated the differences in aerodynamic characteristics when the number of blades was changed.

The obtained results are as follows:

- The results obtained by FaSTAR generally agree with the BEM results. Thus, wind turbine performance can be captured correctly by FaSTAR.

- It is believed that the CFD analysis in this research captured tip losses and 3D effects that are difficult to capture using BEM theory.

- It is important to consider the effects induced by the 3D flow around the blade when flow separation occurs. Thus, it is assumed that using CFD is effective when considering the relationship between the rotor performance and the flow around the rotor.

- The $C_p$ and $C_L$ values of a two-bladed rotor change more gradually than those of a three-bladed rotor.

- The $C_p$ value of a three-bladed rotor at the designed $\lambda$ is greater than that of a two-bladed rotor. However, the $C_L$ value of a three-bladed rotor at the designed $\lambda$ is not very different.

- The 3D effects and losses around the root are larger in two-bladed rotors than in three-bladed rotors.

6. Future work

In this research, we focused on the aerodynamic characteristics when the blade pitch is at the designed angle and investigated the local force distributions along the blade in detail at the designed tip speed ratio. In our future research, we will focus on the differences in local force distributions along the blade when the inflow speed changes. Then, we will execute CFD analyses with differing blade pitch angles to assess the differences in aerodynamic characteristics for two- and three-bladed rotors when the angle of attack changes.
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Abstract
This paper presented a numerical study on the smart fatigue load control of a large-scale wind turbine blade. Three typical control strategies, with sensing signals from flapwise acceleration, root moment and tip deflection of the blade, respectively, were mainly investigated on our newly developed aero-servo-elastic platform. It was observed that the smart control greatly modified in-phase flow-blade interaction into an anti-phase one at primary 1P mode, significantly enhancing the damping of the fluid-structure system and subsequently contributing to effectively attenuated fatigue loads on the blade, drive-chain components and tower. The reason that no such physics behind the strategy based on the flapwise root moment, with stronger dominant load information and higher signal-to-noise ratio, was more drastic, and thus outperformed the other two strategies, leading to the maximum reduction percentages of the fatigue load within a range of 12.0 ~ 22.5%, in contrast to the collective pitch control method. The finding pointed to a crucial role the sensing signal played in the smart blade control. In addition, the performances within region III were much better than those within region II, exhibiting the benefit of the smart wind control since most of the fatigue damage was believed to be accumulated beyond the rated wind speed.
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I. Introduction
In recent years, with the rapid development of the global offshore wind power, the R&D on large turbines by a perceived potential to reduce cost of power has drawn wide attention. Nevertheless, the aerodynamic load status of the corresponding long flexible wind turbine blades becomes much worse due to the influences of wind shear, turbulence, tower shadow and wake from the upstream turbine, etc., forming serious threat to the safety and reliability of the operating turbine [1]. To improve this situation, it is very necessary to develop an available blade load control method, which may also be helpful to reduce the loads on other turbine components as well as to ensure the decreased maintenance requirements and an overall lower cost per kWh for a large-scale offshore wind turbine.

Considering the complicated and changeable aerodynamic load within the rotor plane, a new kind of smart control concept, i.e., a "smart rotor control" term, used in the rotorcraft research [2], was recently proposed to exert the controllable action for each blade at any azimuthal position and any span-wise station. The essence of the control was to drive the local aerodynamic surfaces through a combination of sensors, actuators and controllers, and thus provide a good load control capacity. This would undoubtedly remedy the drawbacks of the traditional strategy utilizing the integral, low response and excessive wear pitch control method (e.g. collective, cycle or independent pitch control method), mostly applied in current wind turbines. Therefore, the aspect of the smart rotor control has become one of the hot research areas within the wind community for more than one decade.

A large amount of work has been focused on the development of the available actuator/aerodynamic surface in the past. By comparing the different schemes, e.g. micro tab [3], morphing [4], active twist [5], suction/blowing [6] and synthetic jet [7], etc., the "deformable trailing edge flap (DTEF)", a flap that deformed in a flexible shape to generate a substantial change in the lift coefficient of the airfoil by altering the pressure distribution along the chord, characterized by its positive performance, fast response, small size, wide bandwidth and low flow distortion, had been found to be the most potential actuator candidate by many means [8]. Furthermore, many investigations have also been conducted utilizing the DTEFs in terms of DTF modeling [9-11], controller implementation [12-16], load control effectiveness and analysis [17-21], small-scale wind tunnel experiments [22-24] and full-scale field tests [25,26].

On the other hand, the investigations on the sensing signals, equally important to the control performance, of the DTEF based smart rotor system, have been very active lately. Generally speaking, researchers have deployed and collected information on many different sensing signals, including acceleration [27], strain [17,28], inflow velocity and attack angle [28], displacement [14] and surface pressure difference [29], etc, and studied the influences of the number and location of the sensors on the control effectiveness, as well summarized in [30]. However, the comparison and analysis among representative sensing methods were still little reported before. Moreover, the corresponding aero-elastic control physics behind has not been well understood. These unsolved issues might greatly block the optimal design of the smart rotor system on the large-scale offshore wind turbine in future engineering applications.

II. Sensing and control schemes

The purpose of the present smart rotor control was to effectively suppress the fluctuating magnitude of the sensing signals (i.e. $\alpha$, $\beta$, $\tau_f$ and $\tau_d$) and thus the primary fatigue loading source, i.e. $M_{int}$, on the UpWind/5 MW wind turbine blade, using the controllable DTF actuation by an internal controller. This was realized by an aero-servo-elastic numerical platform, consisting of aerodynamic, structural dynamic and control sub-models, and one might go through our recent published paper [33] for more information. Moreover, without loss of generality, the incoming wind was set to be the medium wind class (IB) with the reference speed $V_{10}$ and the turbulence intensity $I_{10}$ of 42.5 m/s and 0.14, followed by the IEC NTM standard [32]. Wind data was generated using NREL Turbsim code [34], with 3D turbulent wind formed using a von Kármán spectrum and a wind shear power law exponent of 0.2.

The aerodynamic sub-model was mainly built on the NREL Aerodyn code [35], combining the Blade Element Momentum (BEM) and the Generalized Dynamic Wake (GDW) theories, to calculate the lift, drag and pitching moment forces at an attack angle $\alpha$ from the corresponding looking-up tables. Specifically, the lift coefficient ($C_L$), drag coefficient ($C_D$) and moment coefficient ($C_M$) as a function of $\alpha$ between $-23^\circ$ and $+180^\circ$, were first computed by RFOIL code [36] for each DTF deflection angle $\phi$ in 1 increments.

After that, these coefficient tables were pre-processed using the Vlermao method to expand to the $\alpha$ range of $-180^\circ$ to $+180^\circ$. The camber curve of the DTF was generated by fitting a cubic spline through the mean camber line of the baseline airfoil and the new trailing edge point, and a group of DTEF parameters, i.e. the spanwise length $L_z$, normalized by the rotor radius $R$, the chordwise length $c_f$, normalized by the averaged chord length $c$ at the DTF location, and the deflection angle range $[\phi]$, were set to be $0.20, 0.10$ and $\pm 15^\circ$, respectively, where very good performance had been confirmed in our recent investigation [21]. Furthermore, four other built-in models, including the 3D rotational stall delay model, the Prandtl tip and hub loss model, and the tower shadow effect model, were also used in the Aerodyn code to further improve the accuracy.

In addition, as Lackner and Kulk [13] did, a quasi-steady assumption was presumed to neglect the influence of the unsteady dynamic stall. Correspondingly, the averaged magnitude
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The structural dynamic sub-model was based on the NREL FAST code [37], where a combined multi-body model consisting of the blade, the rotor, the tower and the nacelle was employed. The structural dynamic was modeled with the FE approach, while the aerodynamic forces were computed with the blade element momentum method (BEM) [38]. The control sub-model incorporated internal control strategies, such as the Smart Rotor Control (SRC) [39], which uses DTEFs for active excitation of the rotor blades.

The coordinate system was defined in Fig. 1, where the control actions were computed with the Coleman transformation [40], transforming the forces from the rotating frame to the fixed frame. The interaction between the structural dynamic and the control was modeled with the equations of motion:

\[
\begin{align*}
\ddot{\mathbf{q}} + \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})\dot{\mathbf{q}} + \mathbf{K}(\mathbf{q})\mathbf{q} &= \mathbf{F}(\mathbf{q}, \dot{\mathbf{q}}) + \mathbf{u} \\
\mathbf{u} &= \mathbf{F}_c + \mathbf{F}_d + \mathbf{F}_a
\end{align*}
\]

where \( \mathbf{q} \) is the vector of the nodal displacements, \( \mathbf{u} \) is the vector of the control forces, \( \mathbf{F}_c \) is the vector of the control forces, \( \mathbf{F}_d \) is the vector of the damping forces, and \( \mathbf{F}_a \) is the vector of the aerodynamic forces. The control forces were computed with the Smart Rotor Control (SRC) [39], which uses DTEFs for active excitation of the rotor blades.

The performance of the control was evaluated with the root mean square (RMS) of the blade root accelerations, which were compared with the root mean square (RMS) of the blade root accelerations without control. The control was effective in reducing the blade root accelerations, indicating that the control was able to mitigate the vibrations induced by the wind loads. However, the control was not entirely quasi-steady, which might influence the simulations to some degree.
performances on $\Delta M_{r,1,ST}$ and $\Delta M_{r,1,IBE}$ were greatly improved and both of them gradually augmented with $R_1/R_f$, especially for $U_{hub}=24$ m/s case, under which the maximum $\Delta M_{r,1,ST}$ and $\Delta M_{r,1,IBE}$ reached 18.1% and 12.6% around the blade tip, respectively. The significantly reduced flapwise tip deflections were believed to be associated with much impaire blade vibration and thus the fluctuating $M_{r,1}$, indicated by the results of the reduction percentages in the standard deviation of the flapwise tip deflection ($\Delta M_{r,1,ST}$) at $U_{hub}=16$ m/s and 24 m/s in Figs. 3(a) and 3(b). On the other regions II and III were also observed in our previous paper [21]. The interpretation on the flow phenomenon concerned in Fig. 2 will be further clarified by our numerical and experimental study in the near future. Additionally, as pointed out by Smit et al. [38] that most of the fatigue damage was accumulated within the range from the rated wind speed to the cut-out one, i.e. region III condition, the results in Fig. 2 justified the benefit of smart blade control in the fatigue load of the large-scale wind turbine blade.

In addition to $a$-strategy, the investigations using $D_f$- and $M_r$-strategies, where DTEFs were installed at the same spanwise location $R_1$ near the blade tip as $a$-strategy, i.e. $R_1/R_f=0.9$, were also examined, illustrated in Fig. 4. Evidently, irrespective of strategies, control became more effective when $U_{hub}$ all the way increased in terms of $\Delta M_{r,1,ST}$ and $\Delta M_{r,1,IBE}$, exhibiting the same trend as $a$-strategy. At $U_{hub}=24$ m/s, the best performances were acquired, with the maximum $\Delta M_{r,1,ST}$ and $\Delta M_{r,1,IBE}$ up to 14.0% and 7.3% for $D_f$-strategy and up to 22.5% and 14.7% for $M_r$-strategy, respectively.

To further compare the effectiveness of the smart rotor control among three sensing strategies, the typical results in time and frequency domains were proposed at $U_{hub}=24$ m/s in Fig. 5. It was worth pointing out that $U_{hub}=24$ m/s case was chosen as a typical example to represent the high fatigue load and high damage contribution condition [38], and would be primarily investigated in the following sections besides when otherwise stated. In addition, the installment configuration of DTEF for $a$-strategy was the same as $D_f$-strategy and $M_r$-strategy.

Clearly, after the introduction of DTEF, the fluctuating magnitude in $M_r$ effectively decreased, compared with the case without flap [Fig. 5(a)]. The control tended to be worse in the order of $M_r$-, $a$- and $D_f$-strategies, agreeing with the results in Figs. 2 and 4. Correspondingly, the dominant 1P spectral Hz, were significantly reduced up to 71.2%, 68.8% and 55.3% in the power spectral density (PSD) of $M_{r,1}$, i.e. $E_{M_{r,1}}$, seen in Fig. 5(b), showing the great impairment in the energies of $M_{r,1}$.

In addition, interests were also aroused to study the DTEF control of the fatigue loads on other representative turbine components, i.e. the bending moments of the sectional low-speed shaft, i.e. $M_{LS,2}$ and $M_{LS,3}$, the tower-top pitch moment and the tower-top yaw moment, i.e. $M_{Twin}$ and $M_{Twr}$, and the tower base yaw moment, i.e. $M_{Fb}$.

<table>
<thead>
<tr>
<th>Seising Strategy</th>
<th>$D_f$-Strategy</th>
<th>$a$-Strategy</th>
<th>$M_r$-Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_f$-Strategy</td>
<td>3.0%</td>
<td>11.0%</td>
<td>12.0%</td>
</tr>
<tr>
<td>$a$-Strategy</td>
<td>7.0%</td>
<td>14.0%</td>
<td>16.0%</td>
</tr>
<tr>
<td>$M_r$-Strategy</td>
<td>2.8%</td>
<td>11.0%</td>
<td>13.0%</td>
</tr>
</tbody>
</table>

Table 1: The reduction percentages in the standard deviation of the fatigue loads on typical drive-chain components and tower using different sensing strategies.
was chosen to be the sensing signal. It lay in higher signal intensity and less interference noise of signal \( M \) than signals \( D \) and \( a \) (not shown).

This was reasonable since the blade tip was much more flexible than the root part and thus the signals acquired near the tip were more easily influenced by the complicated 3D turbulent flow. The resultant signals \( D \) and \( a \) decreased the strength of 1P mode influenced by other (turbulent) disturbances to some extent, leading to the lower performances of \( D \) and \( a \)-strategies than \( M \)-strategy. Analogously, Anderson et al. [18] found that the decreased SNR would impair the control effectiveness of the smart blade system. This analysis will be further investigated in our future numerical and experimental work.

IV. Discussions

The effectively impaired fatigue loads on the wind turbine blades for the sensing cases mentioned above were discussed to uncover the involved aero-elastic physics behind. This was done by investigating the spectral phase \( \Phi_{\text{DTEF}} \) and the spectral coherence \( \text{Coh}_{\text{DTEF}} \) among three quantities, i.e. the DTEF deflection angle \( \phi \), the nearby normal force on the element along the local flapwise direction \( F_n \), and the local flapwise acceleration \( a \) of the blade. The analogous methods had been verified in our previous publications on active flow control [20, 21, 39]. Here \( \text{Coh}_{\text{DTEF}} \) and \( \Phi_{\text{DTEF}} \) stood for the co-spectrum and quadrature spectrum of the variables \( m_1 \) and \( m_2 \), respectively, while \( F_n \) and \( a \) meant the power spectrum density of \( m_1 \) and \( m_2 \), respectively.

Figure 6 proposed the typical spectral phase \( \Phi_{\text{DTEF}} \) between the deflection angle of flap1 \( \phi_1 \) and the normal force \( F_{n1} \) on blade1, corresponding to the central location of flap1, for different sensing strategies: (a) \( D_s \)-strategy; (b) \( a \)-strategy; (c) \( M \)-strategy.

Figure 7: Typical spectral phase \( \Phi_{\text{DTEF}} \) between \( F_{n1} \) and \( a \) at \( R/R = 0.9 \), corresponding to the central location of flap1, for different sensing strategies.

This would induce the energy dissipation of the flow around the blade, leading to an effective impact on the aero-elastic relationship between flow and blade near the flap since \( F_{\text{DTEF}} \) provided the main aerodynamic force excitation on the blade. To further clarify this, the spectral phase of \( F_{\text{DTEF}} \) and \( a \) at \( R/R = 0.9 \), representing the relationship between the sectional force and the resulting blade vibration, was calculated with and without DTEF control, indicated in Fig. 7. The frequency range near \( f_{\text{fP}} \), corresponding to the strong synchronizing flow and structural vibration. Once controlled using \( D_s \)-strategy, \( \Phi_{\text{DTEF}} \) at \( f_{\text{fP}} \) was changed from 0 to \( \pi \), that is, the synchronizing \( F_{\text{DTEF}} \) and \( a \) turned into collided interactions against each other. In contrast, for \( a \)- and \( M \)-strategies, the \( \Phi_{\text{DTEF}} \) at \( f_{\text{fP}} \) were also near \( \pi \) (Figs. 6(b) and 6(c) and Fig. 7). Note the phenomena happened over a narrow and a wide range of frequencies around \( f_{\text{fP}} \) for \( a \)- and \( M \)-strategies, respectively, resulting in much more impaired fluid-structure interaction near 1P frequency using the two strategies than \( D_s \)-strategy.

The effectively impaired fatigue loads on the wind turbine blades for the sensing cases mentioned above were discussed to uncover the involved aero-elastic physics behind. This was done by investigating the spectral phase \( \Phi_{\text{DTEF}} \) and the spectral coherence \( \text{Coh}_{\text{DTEF}} \) among three quantities, i.e. the DTEF deflection angle \( \phi \), the nearby normal force on the element along the local flapwise direction \( F_n \), and the local flapwise acceleration \( a \) of the blade. The analogous methods had been verified in our previous publications on active flow control [20, 21, 39]. Here \( \text{Coh}_{\text{DTEF}} \) and \( \Phi_{\text{DTEF}} \) stood for the co-spectrum and quadrature spectrum of the variables \( m_1 \) and \( m_2 \), respectively, while \( F_n \) and \( a \) meant the power spectrum density of \( m_1 \) and \( m_2 \), respectively.

Figure 6 proposed the typical spectral phase \( \Phi_{\text{DTEF}} \) between the deflection angle of flap1 \( \phi_1 \) and the normal force \( F_{n1} \) on blade1, corresponding to the central location of flap1, for different sensing strategies: (a) \( D_s \)-strategy; (b) \( a \)-strategy; (c) \( M \)-strategy.
control method.

(2) For a strategy, the effectiveness became near the outboard part compared to the inboard one within region II, related with the complicated flow separation near the blade tip; while the reverse was the case within region III, and the general outcomes tended to be much better, due to the effective flow attachment on the blade surface caused by the turbine pitching action.

(3) The presently proposed smart control effectively turned the in-phase flow and blade vibration at the dominant 1P mode into anti-phase through the controllable DTEF excitation against the nearby fluid field. In other words, the synchronized motion between fluid and structure along the whole blade span was modified against between them, leading to the obviously increased damping ratios of the fluid-structure system. Finally, the fatigue loads on the blade and thus the other turbine components were significantly impaired. This control physics was more evident for M,-strategy than D,-strategy since the signal M, at the blade root was stronger and contained less interference noise, and thus reflected more primary 1P fatigue load pattern in the flapwise direction, subsequently guaranteeing the best results.
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Abstract: Extreme wind conditions such as typhoons severely endanger structural integrity of wind turbines. This paper presents a post-mortem study on structural failure of a coastal wind farm impacted by super typhoon Usagi in 2013. A particular focus was placed on the effect of strong winds and the change of wind direction on tower collapse and blade fracture. Failure investigation was conducted at the field, and data of local winds, tubular steel towers and composite rotor blades were collected and analyzed. A systematic procedure was developed by integrating wind characterization using CFD method, wind load calculation through aerelastic analysis and structural analysis by the classic beam theory to quantitatively examine structural failure response of wind farms. It was found that strong winds and the change of wind direction during typhoon impact had significant effect on tower collapse and blade fracture. The fuse function of the rotor blade whose fracture would protect the tower from collapse was also addressed. The findings obtained from this study provide more understanding on structural failure of wind farms located in typhoon/hurricane-prone regions worldwide.
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1. Introduction

Super typhoon Usagi, which was on category 4 according to the Saffir-Simpson hurricane scale [1], impacted a wind farm near Shanwei city on the southeast coast of China in 2013, see Figure 1. During typhoon impact, the wind farm experienced strong winds with a maximum wind speed (3s average) of 57 m/s at 10m elevation and a large change of wind direction according to a nearby weather station, see Figure 2. As a result of this super typhoon, eight turbine towers collapsed, eleven rotor blades broke off and three turbines were burned, leading to approximately $16 million loss to the wind farm.

Authors of this paper carried out a post-mortem study on the wind farm focusing on the tower collapse and blade failure. Aerodynamic analysis was conducted to characterize local wind speeds of wind turbines. Aerelastic analysis was used to determine the wind loads acting on the turbines. Structural analysis was performed to examine the failure response of turbine towers and rotor blades. During this process, data of wind records, terrain topography and turbine status were collected, analyzed and assessed together with field investigation and user inquiry. Through this study, essential factors affecting structural failure of the wind farm were addressed. This paper summarized the process of and the key findings from structural failure investigation on the wind farm. It is expected that insights gained from this study could assist structural failure mitigation of wind farms under extreme wind conditions.

Figure 1 Typhoon Usagi and the wind farm location

2. Approach

The proposed procedure for the post-mortem study on structural failure of the wind farm is shown in Figure 3. Wind loads acting on the wind turbines were then calculated considering turbine positions at an emergency stop state and the terrain effect of the wind farm, which was numerically reconstructed in a three dimensional model using Global Positioning System (GPS) data. Computational Fluid Dynamics (CFD) simulation was followed to capture wind characteristics of the concerned wind farm terrain under typhoon impact.

Wind loads acting on the turbines were calculated according to aerelastic analysis and structural wind engineering approach. Structural models of tubular steel towers and composite rotor blades were reconstructed as cantilever beam models based on the information obtained from turbine specification, design documents, user inquiry as well as field investigation. Structural failure response of the towers and the blades was examined and further compared with post-mortem observation in terms of failure mode and failure location.

Figure 2 Maximum wind speeds (3s average) at 10m elevation for different wind directions

3. Post-mortem Observation

Field investigation on the wind farm was conducted after Usagi impact. Representatively, an overview of structural failure is shown in Figure 4. Failure statistics showed that eight out of twenty-five towers collapsed; three out of twenty-five turbines were burned and eleven out of seventy-five blades fractured. The number of the fractured blades would be thirty-five if the blades installed on the collapsed towers were taken into account, leading to 46.7% rotor blades failed in the wind farm.

Figure 3 The proposed procedure for the post-mortem study

4. Computational Fluid Dynamics (CFD) Model

4.1 Simulation Method

To obtain wind characteristics of the wind farm based on available wind records, CFD analysis was conducted on the wind farm. The atmospheric flow was predicted by solving the incompressible Reynolds averaged Navier-Stokes equations using the commercial FLUENT code [2]. The equations were discretized using finite volume method and the second order upwind algorithm was used for the spatial discretization. Pressure-velocity coupling was carried out using SIMPLE algorithm. The turbulence was modeled by the two equations standard k-ε model with model constants modified according to reference [3].

A user-defined wall function for the near-wall treatment was used taking into account the assumption that the atmospheric boundary layer friction velocity $u^*$ is equal to the laminar bottom layer friction velocity $u_c$. The findings from this study provide more understanding on structural failure of wind farms located in typhoon/hurricane-prone regions worldwide.
For a fully turbulent region [4]:

$$u' = - \frac{\ln(z)}{z} \left( \frac{\ln(z)}{z} \right)$$

(1)

where $u'$ is the dimensionless wall tangential velocity. The dimensionless height $z'$ is defined as $z' = u'_t z / v$, where $v$ is the kinematic viscosity of the flow, and $z_t$ is the distance from the center of the first grid cell to the wall surface, $z_0$ is the roughness length of the wall, $z' = u'_t z_0 / v$ is the dimensionless roughness length, $x$ is the von-Karman constant and is 0.41 in this study.

4.2 CFD Grid

Using GPS data, the wind farm terrain was numerically reconstructed in a 3D model, which was further used as the computational domain of CFD analysis as shown in Figure 5(a). The size of the domain was 5790m x 5980m x 500m (x y z). The height of the domain was considerably larger than the peak elevation (56.4m) of the terrain so that the influence of the terrain on the top surface of the domain could be ignored.

Structured grid method was used to mesh the domain and the total number of grid cells were 500,500,500. The bottom surface of the domain characterized the terrain were meshed with equidistant spacing grids in x and y direction. Representatively, the local grids are shown in Figure 5(b). The height of the first grid was determined based on the roughness length $z_0$ and the height of grid cells along z direction was changed incrementally from $2z_0$ to 3.0 m in the region between terrain surface and the top height of wind turbines. The value of $z_0$ was determined to be 3.69z2 according to [4].

4.3 Boundary Condition

According to reference [5], the roughness length $z_0$ ranges between 0.03 and 0.1 m for an open terrain such as the nearshore water with a wind speed higher than 30 m/s and the countryside with low grasses. The value of 0.1 m was used for the island based on its vegetation condition and the upper bound value of 0.1 m was used for the nearshore water considering that the recorded wind speeds were much higher than 30 m/s during the typhoon event.

The bottom surface or terrain surface, of the domain was defined as a non-slip wall, and the top surface of the domain was defined as a symmetry boundary assuming that the atmospheric flow was fully developed at the altitude. For four vertical sides of the domain, velocity inlet or outflow boundary conditions are applied based on different wind directions.

According to D.A. Spera [6] and B.A. Harper et al. [7], neutral or near-neutral atmospheric conditions have been observed to prevail at high wind speeds, for which the logarithmical model was able to model the wind profile. M.D. Powell et al. [8] analyzed wind data measured from GPS sondes and proved that logarithmical model was able to describe wind profiles of tropical cyclones. Therefore, the logarithmical model is adopted in this study to describe the relationship between the mean wind speed $u_t$ of strong winds like tropical cyclones and the height $z$ and it can be described by equation (2).

$$u_t = \frac{z}{z_0} \ln(z/z_0)$$

(2)

For neutral atmosphere conditions, the turbulent kinetic energy, $k$, and turbulent dissipation rate, $\varepsilon$, as shown in equations (3) and (4) can be used to model the turbulence, where decreased shear stresses were introduced to modify the turbulent kinetic energy [4]. Therefore, for the velocity inlet boundary, the longitudinal log-law velocity distribution as shown in equation (2) was used and turbulence properties were modeled by equations (3) and (4).

$$k = \frac{u'^2}{\kappa} \left( \frac{z}{z_0} \right)^2$$

(3)

$$\varepsilon = \frac{u'^2}{\kappa z_0}$$

(4)

$f$ is Coriolis parameter and is defined as $f=2\sin(\theta)\lambda$, where $\theta$ is angular velocity of the earth’s rotation and it is 7.2722 x 10^{-5} rad/s, $\lambda$ is the latitude of the wind farm and it is 22.79°. It is noted that instead of using a standard air density of 1.225 kg/m^3, this study used the value of 1.094 kg/m^3 for the moist air in typhoon event.

4.4 Model Assessment

To examine whether the model is able to obtain a sustainable wind profile with the model settings, the simulation method was applied to an empty fetch with a same size as the wind farm. Representatively, three wind profiles with $u_t$ of 33, 47.2, and 57 m/s were applied to the domain inlet. The wind profiles calculated at the middle, or the center of the domain, and the outlet are shown in Figure 6.

It is found that wind speed profiles were maintained well along the empty fetch with minor differences within 4%, suggesting that the proposed method and the model settings are justifiable and can be applied to analyze the wind farm terrain.

5. Wind Load Calculation

5.1 Examined Cases

This study focuses on the wind turbine at an emergency stop state due to power loss during Usagi impact. The stop position of a wind turbine can be determined by the nacelle heading direction, or the yaw angle, the blade pitch angle and the azimuth angle. To facilitate discussion, typical stop positions were investigated according to the wind farm operator. The nacelle heading direction of NW was considered to represent the most possible stop positions of wind turbine upon power loss. The pitch angle was set to 90 degree for all three blades, i.e., 90-90-90, which is the pitch angle required by the turbine when pitch system works properly. Another pitch angle of 0-90-0 was also examined to represent the case with pitch malfunction in the turbine as observed in the field. The azimuth angle was considered to be zero as this would result in one blade pointing upwards and sustaining a maximum wind speed. Two wind directions are considered. The one is NNE the wind came from which resulted tower collapse towards SSW, and the other is SSW the wind came from which had a maximum wind speed during Usagi. The wind loading cases are shown in Table 1.

5.2 Methods for Load Calculation

Two methods were considered for wind load calculation. One was from a structural wind engineering perspective considering that only the emergency stop state is of concern in the current study. A well-established calculation procedure specified in the design standard [9] can be used for a stopped turbine. Geometrically, the tower was
simplified as a cantilever cylinder with variable cross-sectional diameters; the blade was simplified as a cantilever beam with cylindrical inboard sections and flat outboard sections; and the nacelle was simplified as a rectangular parallelepiped. The other method was based on aerelastic analysis using an open source code, FAST [10], developed by National Renewable Energy Laboratory (NREL).

It is noted that a power law model is used in FAST code to define wind profile. Curve fitting was applied to the wind profiles obtained from CFD simulation. Appropriate power law coefficients were then determined and used in FAST code. It is noted that little discrepancy was found between wind profiles and their power-law representation with regard to the wind speed within the height range from 10 m elevation to the turbine top. Blade bending moments due to wind loads calculated from FAST code and design standard were compared in Figure 7 for two representative wind speeds. It shows that both methods agree well in predicting wind loads of the blade. Because FAST does not include the capability to calculate wind loads acting on the tower and the nacelle, the method specified in the design standard was used instead. The wind loads acting on the blade were calculated from FAST code.

Wind condition

<table>
<thead>
<tr>
<th>Location</th>
<th>Wind speed (m/s)</th>
<th>Wind direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 NNE 45 59.8</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td>#2 NW 0-90-90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3 SSW 75.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7 Comparison of wind loads calculated from different methods

Figure 8 The external loads acting on the tower

6. Structural Failure Response

6.1 Structural Analysis Models

The rotor blades are made from glass fiber composites and they can be treated as a cantilever beam from a structural point of view. Two blade shells are light sandwich constructions and they are used to provide the aerodynamic shapes of the blade. A box beam spar of unidirectional (UD) composites is bonded inside the blade shells as a supporting structure responsible for load-carrying. The bending stiffness of the composite blade was calculated according to design documents. The distributed wind loads calculated from FAST code were applied along the blade span and bending strains of the blade were then calculated using the classic beam theory. Compressive failure strain of UD composites was used as failure criterion to determine failure load and failure location of the blade. Upon the blade failure, the blade sections at the outboard of the failure location were removed from the structural model and only wind loads acting on inboard sections of the blade remained the same.

The turbine tower is a cantilever steel tube. The shell wall thickness of the tower changes with the tower height and built welding is used to join steel shells with different thicknesses. As the local shell buckling has been found to be the failure mode of the tower, the elastic buckling strength of the tower has been first calculated and it was found to be not likely the cause of tower collapse. Subsequently, it was suspected that inelastic response may play a role in the tower collapse. In order to accurately obtain the local stress of the failure section, stress concentration factor (SCF) has to be taken into account in the stress analysis. For the tower section where two steel shell sections have different thicknesses and are built welded together, SCF can be well approximated according to reference [11] and it is expressed by equations (6-1) to (6-3).

\[
\beta = \frac{1}{\sqrt{D_2/L_2}} \left(1 + \frac{D_2}{D_1} \right) \left(1 + \frac{t_2}{t_1} \right) \left(1 + \frac{2D_2}{D_1} \right) \left(1 + \frac{2t_2}{t_1} \right)
\]

Where, \( \delta \) is shift in neutral axis at thickness transition = \( 0.15 \), \( W_{\text{steel}} \) = fabrication tolerance which equals to a typical value of 0.15 in many steel fabrication standards, \( t \) and \( D \) are the thicknesses of the thicker and thinner steel shell at transition region, respectively, \( L \) = length of transition in thickness, and \( D \) = diameter of tubular shell. All parameters were readily available according to design documents and field measurements.

The nominal compressive stress of the tower was calculated using the classic beam theory. A multiplier of SCF was then applied to the nominal value to obtain the actual compressive stress at the tower section with shell wall thickness change. The yielding stress of the steel was used as failure criterion to determine the occurrence of local steel yielding and the associated inelastic buckling of the tubular tower.

6.2 Results and Discussion

(1) Failure location and tower collapse direction

Structural response of the tower and the blade at three cases are shown in Figure 9, where the tower height and the blade length are normalized by their respective total values, and compressive stress of the tower and compressive strain of the blade are normalized by yielding stress of the steel and failure strain of UD composite, respectively.

It can be seen that the locations with peak stress/strain agree reasonably with failure regions of tower/blade observed from post-mortem investigation. For the blade, the peak strain occurs within the blade root, and for the tower, the peak stress occurs at a normalized height of 0.23, which is slightly larger than the range from 0.20 to 0.22 as observed in the field. The results of Case #1 as shown in Figure 9(a) suggest that if the wind turbine stops with the nacelle heading towards NW and all blades being feathered, the wind from NNE with a hub wind speed of 63.3 m/s would cause the blade to sustain a strain level lower than the failure strain. However, the tower has to experience material yielding at the top which further leads to the local inelastic buckling. Consequently, tower collapse towards SSW is inevitable due to the peak stress from NNE. The results justified the massive tower collapse towards SSW as observed in the field.

It is worth noting that the turbines are designed to survive a maximum wind speed of 70 m/s regardless of their stop positions. In other words, any stop position should have been examined and verified in the turbine design. According to the investigation, however, it appears that the towers did not have sufficient strength at the section with a rapid reduction of shell wall thickness even when they were subjected to a wind speed lower than the design survival wind speed.

(2) Effect of blade pitch malfunction

Figure 9(b) shows the results of Case #2 when one blade has malfunction in the pitch system and is not able to pitch to 90 degree as intended. It is found that the blade strain is very small and the tower stress is reduced to a level significantly below the failure criterion. This suggests that the tower collapse which should have occurred when the blade pitch system works properly is prevented due to the pitch malfunction. The stop position once structurally unfavorable to the turbine becomes favorable when wind direction changes. The results show the vital importance of stop position to the failure of the turbine.
Failure. In this case, the blade actually performs as a protective fuse component and its sacrifice prevents the tower from collapse.

According to the cost breakdown of a typical onshore wind turbine [12], one blade only shares about 8% of the total cost of the whole turbine while the majority of the turbine cost comes from the tower and mechanical components inside the nacelle, e.g., generator, transformer, gearbox, power converter, etc. Therefore, it is not only structurally effective but also economically beneficial to sacrifice one blade during extreme wind conditions in order to protect the tower, whose collapse would be otherwise catastrophic and could lead to the total loss of the turbine.

7. Conclusion

Post-mortem study was conducted systematically on a coastal wind farm severely damaged by the super typhoon Usagi. It was found that strong wind speed was the main reason for the destructive structural failure of the wind farm. Nevertheless, the step position of wind turbine also played a vital role for the tower collapse and blade breakage due to the change of wind direction during typhoon event. The study also suggested that the tower collapse might associate with a design defect in tower wall thickness as local inelastic buckling of the tower was predicted to occur at a wind speed lower than the design survival wind speed of the turbine. The blade not pitched as intended was found to be able to protect the tower from collapse taking advantage of its fracture. Upon blade fracture, the wind loads on the rotor considerably reduce and the stress of the tower decreases considerably. Considering the small proportion of the blade cost in the total turbine cost, it may be advisable to design a blade as a fuse component in order for the rest of structural components of wind turbines to survive the extreme winds.
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**Abstract**

This paper presents results of numerical computations for floating offshore wind turbines using, as an example, a machine of 10-MW rated power. The aerodynamic loads on the rotor are computed using the Helicopter Multi-Block flow solver developed at the University of Liverpool. The method solves the Navier-Stokes equations in integral form using the arbitrary Lagrangian-Eulerian formulation for time-dependent domains with moving boundaries. Hydrodynamic loads on the support platform are computed using the Smoothed Particle Hydrodynamics method, which is mesh-free and represents the water and floating structures by a set of discrete elements, referred to as particles. The motion of the floating offshore wind turbine is computed using a Multi-Body Dynamic Model of rigid bodies and frictionless joints. Mooring cables are modelled as a set of springs and dampers. All solvers were validated separately before coupling, and the results are presented in this paper. The importance of coupling is assessed and the loosely coupled algorithm used is described in detail along with the obtained results.

**Notation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>distance between the particles [m]</td>
</tr>
<tr>
<td>( m )</td>
<td>mass [kg]</td>
</tr>
<tr>
<td>( \omega )</td>
<td>relative weight between the fluid and body particles [-]</td>
</tr>
</tbody>
</table>

**Acronyms**

- BEM: Blade Element Momentum method
- CD: Central Differences
- CFL: Courant-Friedrichs-Lewy number
- FOWT: Floating Offshore Wind Turbine
- FSI: Fluid Structure Interaction
- GCG: Generalised Conjugate Gradient
- GMRES: Generalised Minimal Residual method

---

**1 Motivation and objectives**

Wind is a substantial renewable energy source, and historical trends show the development of on-shore wind turbine size and power capacity over the last three decades. However, high potential sites on land are already occupied, and others are hard to utilise due to e.g. difficult access, high altitude, costly transportation and on-site assembly. Therefore, a recent trend is to exploit the off-shore wind potential and take advantage of the available space and steady winds. Shallow water regions suitable for constructing seabed-fixed, offshore wind turbines also exist, and for sea depths exceeding 30-60 m, floating structures become more economic. Hence, emphasis is placed on the development of floating offshore wind turbines (FOWTs). Unlike onshore wind farms, turbines are fixed in a marine environment since it is simultaneously subjected to the wind and wave loads and only constrained by a mooring system. Further, the rotor forces are either related to the large size of the blades, and wave frequencies may come close or coincide with the rotational frequency of the rotor. It is, therefore, important to develop a method for the analysis of this air-water system.

The common approach is to combine simplified tools into one hybrid model to predict wind turbine responses under wind and wave loads. The Blade Element Momentum (BEM) method is frequently used to calculate aerodynamic loads on the blades and tower (e.g. Jonkman, Skaare et al. and Karimirad et al.). Sometimes analytical models are used, that take the form of algebraic equations for the applied thrust that is proportional to the area of the rotor and the relative velocity between the wind and the hub as in Roddier et al. and Karimirad et al. Aerodynamic loads are included in these models, where the structure is described by a multi-body formulation in which wind turbine structures are subdivided into a number of bodies and each body consists of an assembly of Timoshenko beam elements. Another approach is to characterise flexible bodies using linear modal representation, which usually implies the assumption of small deflections.

The hydrodynamic loads on the support structure are usually modelled with a linear potential theory assuming inviscid, incompressible and irrotational flow, also known as Airy wave theory. In this case, frequency dependent hydrodynamic-added mass and hydrodynamic damping matrices, and wave-excitation force vector are precomputed for a given problem, and serve as an input to the coupled model. At the beginning of the computation, the wave radiation-retardation kernel is obtained by integrating user-supplied added-mass or damping coefficients. This wave external computing routines can be linked to the aerodynamic solver as a function, that employs convolution integrals and returns hydrodynamic loads at given instances. Since the equations are linear, the non-linear hydrodynamic viscous drag is included from Morison's equation using strip line theory. Linearisation of the hydrodynamic problem implies that the translational displacements of the support platform are small relative to the size of the body, and that amplitudes of the incident waves are much smaller than body wavelengths i.e. steep or breaking waves cannot be modelled.

Some extensions to the second-order potential flow was performed e.g. by Marino et al. and Roel et al. Even higher hydrodynamic models included. However, the potential hydrodynamic theory might not completely apply to floating wind turbine platforms due to the large displacements encountered. Mooring lines constraining the FOWT are represented by springs, flexible beams or multi-body chains of rigid bodies. Sometimes, precomputed nonlinear relationships are employed, e.g. as in Karimirad et al. Some of the works in the field of FOWT modelling are summarised in Table 1.

**2 Numerical methods**

The HMB2 code is a 3D multi-block structured solver for the Navier-Stokes equations in 3D. HMB2 solves the Navier-Stokes equations in integral form using the arbitrary Lagrangian-Eulerian formulation for time-dependent domains with moving boundaries. The solver uses a cell-centred finite volume approach combined with an implicit dual-time method. Osher’s upwind scheme is used to resolve the convective fluxes. Central differencing (CD) spatial discretisation is used for the viscous terms. The non-linear system of equations that is generated as a result of the linearisation is solved by iteration in pseudo-time using a first-order backward difference method. A Generalised Conjugate Gradient (GCG) method is then used in conjunction with a Block Incomplete Lower-Upper (BLIU) factorisation as a pre-conditioner. The HMB2 solver has a library of turbulence closures including several one- and two-equation models. Turbulence simulation is also possible using either the Large-Eddy or the Detached-Eddy simulation approach. The solver was designed with parallel execution in mind and the MPI library along with a load-balancing algorithm are used to this end. The flow solver can be used in serial or parallel fashion for large-scale problems. Depending on the purposes of the simulations, steady and unsteady wind turbine CFD simulations can be performed in HMB2 using single blade or full rotor meshes generated using the ICEM-Hexa tool. Rigid or elastic blades can be simulated using static or dynamic computations. HMB2 allows for loadings on floating wind turbines to be computed using tower interaction cases as described in Steijl et al. Alternatively, overset grids can be used with the details presented in Jarkowski et al. To account for low-speed flows, the Low-Mach-Roe (LM-Roe) method developed by Rieper is employed for wind turbine cases.

The sea is modelled with the SPH method. Each SPH particle has individual material properties and moves according to the Navier-Stokes equations solved in the Lagrangian form. SPH offers a variety of advantages for fluid modelling, particularly those with a free surface and moving bodies. Due to the Lagrangian nature of the SPH method, the free surface requires no special treatment. Further, submerged bodies can be represented with particles. Therefore, it is natural for the method to include floating objects.

The motion of the FOWT components is computed with a multi-body model (MBDM) of rigid bodies and frictionless joints. Mooring cables are modelled as a set of springs and dampers, according to Savjeni. The coordinate partitioning method of Nikravesh is used to solve the resulting system of mixed differential...
algebraic equations. The time integration scheme is explicit and can be either the Runge-Kutta method of fourth order or Euler’s method. The non-linear position equations are solved using the Newton-Raphson method with exact, an analytical, Jacobian.

Clearly, many disciplines converge in the coupled model of the FOWT. Current implementation is schematically presented in Figure 1. Another option would be to employ a multi-phase solver (e.g. Volume of Fluid). However, this approach does not tackle the problem of coupling, but shifts it to the structure-fluid side.

### 2.1 Validation of the aerodynamic solver

The HMB2 CFD solver has so far been validated for several wind turbine cases, including the NREL Annex XX experiments, where the effect of the blades passing in front of the tower was captured, as can be seen by the deficit of the thrust values presented in Figure 2a. The pressure and PIV data of the MEXICO project have also been used for validation, where the wake was resolved on a fine mesh capable to capture and preserve the vortices downstream the rotor (Figure 2b), which enabled the prediction of the onset of wake instabilities.

### 2.2 Validation of the hydrodynamic solver

The hydrodynamic loads are estimated using the SPH method validated against the experiments of Greenhow and Lin for the high speed entry of a half-buoyant solid cylinder into calm water. Following the experimental setup shown in Figure 3a, a cylinder of density of 500 kg/m³ was allowed to fall freely from the height of 0.8 m under gravity acceleration; the water depth was 0.3 m. The density of the cylinder was assigned by defining the relative weight between fluid and cylinder particles to be \( w = 0.5 \). Simulations were run with a cubic spline kernel, artificial viscosity with viscosity parameter \( \alpha = 0.1 \), adiabatic index \( \gamma = 7 \), and Courant-Friedrichs-Lewy number CFL = 0.2. The viscosity between the cylinder SPH particles and fluid particles was neglected. Five cases were compared with different distances \( d \) between the particles. The penetration distance of the cylinder for all cases along with experimental results are shown in Figure 3b, whereas Figure 4 shows the water surface deformation. The results were used for estimating the particle density and viscosity necessary for computations of floating bodies. Note, that the best agreement with the experiment was obtained with distances between the particles \( d = 0.25 \text{ cm} \), what corresponds to 25 particles per radius of the cylinder.

Figure 1: Schematic of the solvers employed in the floating off-shore wind turbine model.

(a) Deficit in thrust of the (b) Axial velocity profile passed by Greenhow and Lin. 0.32m long NREL Annex XX blade when passing through the first vortex passing in front of the tower generated by the MEXICO with corresponding Fourier series fit of five harmonics.

### 2.3 Validation of multi-body dynamics solver

The MBDM was validated using simple mechanical systems of known solution as presented in Haug and Lin for the 2D slider-crank mechanism. A 2D slider crank mechanism consists of a ground, crank, arm and slider bodies with properties summarised in Table 2. Although the configuration of the mechanism is planar, the employed bodies are three dimensional. The slider moves in the compression chamber, as shown in Figure 5b. As the slider moves to the inside of the chamber, a resisting force due to compression of the gas acts on the slider. This force increases until the exhaust valve opens. Equation 1 defines the gas force \( F_C \) on the slider during the compression, that is, when \( x_3 > 0 \). At \( x_3 = 5 \text{ cm} \), the valve opens. During the intake stroke, no gas force acts on the slider.

\[
F_C = \left\{ \begin{array}{ll}
- \frac{4}{3} \pi x_3^3 + 62857.1 \times 10^{-6} \sin(2 \pi x_3 - 5.25 \pi), & \text{if } 0.5 \leq x_3 \\
0, & \text{if } -1 \leq x_3 \leq 0.5
\end{array} \right.
\]

Figure 5c shows the gas force as a function of the position and velocity of the slider.

To match the conditions used by Haug, the gravitational force was acting in the positive \( z \) direction. The initial orientation of the crank was set to \( \phi(0) = \pi \) and the initial angular velocity of the crank was set to \( \omega(0) = 30 \text{ rad/s} \). The followed notation is as shown in Figure 5a. A constant torque of 41,450 Nm was applied to the crank, and results are presented in Figure 6. The integration scheme employed for this computation is the Runge-Kutta method of fourth order, with time step chosen as \( \Delta t = 0.001 \text{s} \).

### 2.4 Coupling algorithms

Coupling algorithms were studied extensively for the past three decades. Coupling problems arise in many multi-physics phenomena, like fluid-structure interaction (FSI), but can also result from domain decomposition, where each sub-domain employs different discretisation or is solved with different method. The multi-physics problem with adjacent domains can be simulated in a monolithic or in partitioned way. The former refers to the flow equations and structural equations being solved simultaneously, while the latter means that they are solved separately. The monolithic approach...
Partitioned coupling can be weak or strong. Explicit algorithms are weak as the solvers exchange information once per time step, and the coupled equations are not exactly satisfied due to explicit treatment. Depending on the formulation, one side of the coupling boundary conditions is usually lagging behind another. This can be improved with staggering or extrapolation techniques, but the scheme remains weak, and coupling errors may be introduced. However, coupled algorithms are attractive, since among all solution methods, they are the simplest to implement for realistic calculations, and the most computationally inexpensive per time step.

Implicit algorithms are strong (or tight), and enforce exactly the coupling conditions at each time level. This is obtained by conducting iterations until boundary equations are satisfied to certain, prescribed accuracy. The coupling problem can be formulated either as fixed-point or root-finding problem. For the former, fixed-point Jacobian or Gauss-Seidel methods can be employed. Although easy to implement, those methods converge slowly if at all. Under-relaxation techniques can be used to improve convergence of the fixed-point iterations. Methods like fixed-under-relaxation, adaptive Aitken’s under-relaxation or steepest descent relaxation are some of the possible choices. Newton’s method can also be used. This method requires Jacobians relating the solutions of both solvers, that are usually difficult to create. However, this approach allows to solve the fluid equations with employing approximation of Jacobian or Jacobian-vector product. Those type of coupling methods are called Quasi-Newton. Recently, new strongly coupled algorithms have been proposed.

Viennois et al. proposed an Interface Quasi-Newton algorithm with an approximation for the inverse Jacobian from a Least-Squares model (IQN-ILS). This approach was further investigated by De-groote et al., where they compared its performance with the Interface Block Quasi-Newton with an approximation for the Jacobian from a Least-Squares model (IBQN-ILS), Aitken relaxation, and the Interface Generalised Minimal Residual method (Interface-GMRES) algorithms. Demonstrated results showed that IQN-ILS and IBQN-ILS performed similarly, using 3 times less evaluations and converging 1 times faster than the Aitken’s relaxation method. IQN-ILS and IBQN-ILS were also found to use 2 times less evaluations and be almost 3 times faster than the Interface-GMRES algorithm.

Femande et al. reformulated fluid-structure interaction as a non-linear problem in the state of the structure, with the flow states considered as internal variables of the problem. This system was subsequently solved with the Newton-Raphson method using an exact Jacobian. The performance of this algorithm was compared with the performance of the Aitken relaxation and Quasi-Newton GMRES methods, for the inviscid flow in an elastic tube. Results showed that Aitken’s relaxation is twice as slow as the Quasi-Newton and the exact Jacobian methods, and required almost 40 times more iterations. Further, for time steps of $\Delta t = 10^{-4}$, both latter algorithms showed similar behaviour in convergence. However, for time steps of $\Delta t = 10^{-3}$, the fixed-point and Quasi-Newton algorithms failed to converge. This implies sensitivity of the methods to the employed Jacobian.

The strong coupling may be important if the phenomena occurring in both fluids have similar time scales. Due to frequency similarities, resonances may occur and the exact response of a system will deviate from what is predicted by a loosely coupled algorithm. On the other hand, if time scales are largely different, loosely coupled algorithm may be sufficient. The exact choice will depend on the problem at hand.

In the shared memory approach multiple processes have access to the same memory, allowing them to change it and read changes made by other processes. If the ambient access memory (RAM) is to be used, it requires a shared memory machine, which may not be available on a general High Performance Computer (HPC). The file system can be used instead by mapping the memory on the hard drive. This approach suffers from the same drawback as the case of writing files.

Both employed CFD solvers are parallelised using MPI and the Single Program, Multiple Data (SPMD) paradigm, where each instance of the solver is assigned to perform the same task on different sets of data. Therefore, the easiest way to combine solvers is to employ MPI, but in Multiple Program, Multiple Data (MPMD) approach, where different programs operate on different sets of data. However, direct MPMD implementation of SPMD solvers requires additional effort to split the global communicator, such that each of the solvers is in a separate communication group. The sea state, wave height, wave frequency, and wind speed are empirically related in terms of range and most probable values. This can be improved with staggering or extrapolation product. Those type of coupling methods are called Quasi-Newton. Recently, new strongly coupled algorithms have been proposed.
was validated by executing separately SPH or HMB2, and comparing with the results were the body motion was introduced by MBDM. Due to the Lagrangian nature of the SPH method, the submerged bodies can be represented with particles and do not require specific coupling. Therefore, by utilising MPI, the MBDM substituted the body motion routines of the SPH solver and reduced the number of coupled codes to two - SPH and HMB2. This implies that MBDM is in advance in time with the same integration scheme as SPH using a symplectic method in this case.25

In the present paper, a weakly coupled approach is employed, namely the parallel conventional staggered method shown in Figure 9. Both solvers are advancing with different but constant time steps. SPH employs a time step of $\Delta t_{SPH} = 2 \cdot 10^{-4}$ s with CFL = 0.2 whereas HMB2 employs a time step of $\Delta t_{HMB2} = 2 \cdot 10^{-4} = 400 \cdot \Delta t_{SPH}$ with implicit CFL = 5.0. The small time step for the SPH method is required by the explicit integration scheme. The HMB2 solver employs an implicit dual-time method by Jameson27 that is superior for larger time steps. Synchronisation of the solvers is performed at the end of each HMB2 step.

At the beginning of each synchronisation time step, the position and velocities of the rotor are transferred to the HMB2 aerodynamic solver, and forces and moments on the rotor are passed to the SPH. The two solvers are then advancing to a new time level with different methods and different number of steps. SPH performs 100 symplectic steps, while HMB2 performs 350 implicit pseudo-time steps. During the symplectic steps of the SPH code, the aerodynamic loads are kept constant (frozen). In return, the position and velocities of the rotor are kept constant during the implicit steps of HMB2. Once the synchronisation point is reached, the new position and velocities of all bodies, and rotor loads are obtained. Then, the algorithm proceeds to the new time level and information between the solvers is exchanged.

Three mooring lines and two bodies, as shown in Figure 10a. The first body represents the rotor (three blades with the spinner), and the second body represents the combined nacelle, tower and floating support rigidly linked to each other. The two bodies are connected by a revolute joint and a constraint of constant rotational speed is applied to the rotor. The resulting system has 6 unconstrained degrees of freedom. The mechanical properties of the bodies and mooring lines are presented in Table 3.

Table 3: Mechanical properties of the employed bodies and mooring lines.

<table>
<thead>
<tr>
<th>Body</th>
<th>Mass [kg]</th>
<th>Moment of Inertia [kg m^2]</th>
<th>CoG of support [m]</th>
<th>CoG of rotor [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor</td>
<td>227.962</td>
<td>1.56 \times 10^6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nacelle, support and tower</td>
<td>1.2338</td>
<td>2.03 \times 10^6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The FOWT is placed in a shallow tank of length 500m, with 150m width and 30m depth. The tank is filled with water to a depth of 20.6m. The waves are generated using a paddle on one side, and dissipated using a beach-like slope on the other side of the tank. The tank is presented in Figure 11. Waves are generated to represent the specific sea state corresponding to a given wind speed. Based on the measurements of annual sea state occurrences in the North Atlantic and North Pacific,26 the wind speed of 11m/s corresponds to a sea state 4 with a mean wave height of 1.88m and a period of 8.8s.

4 Results and Discussion

4.1 CFD mesh

The aerodynamic grid consists of the rotor and nacelle i.e. the tower is not included (for economies in CPU time) and the effect of the blade passing on the tower is not investigated. The grid consists of 3.1M cells, where 24 cells are used in the boundary layer, and 166 cells are distributed around the aerfoil section as presented in Figure 12a. The surface of the blade is resolved with 90 cells along the span, as shown in Figure 12b.

Figure 12: 3.1M mesh used to solve for aerodynamic loads. Surface mesh (a), and slice through the volume close to the blade surface (b).

4.2 SPH setup and resolution

The hydrodynamic domain is resolved using 5M particles with initial uniform spacing of $d = 0.625$m. Note, that the best agreement with experimental data was obtained for 25 particles per radius of the cylinder, as shown in Section 2.2. Here, the employed spacing corresponds to 9 particles per radius of the cylindrical leg, or to spacing $d = 0.684$m in Figure 3b. The coarse particle distribution was chosen for economies in CPU time, where coarse domain is obviously solved faster, but tends to under-predict the slamming loads on the structure. These last were performed to investigate the influence of the domain width and particle spacing on the force acting on the support structure, as presented in Table 4. The average hydrodynamic forces acting on the support during 1 of simulation were used for comparison. Percentage difference is computed relative to the size and spacing employed for the coupled computation. As can be seen, the size of the hydrodynamic
4.3 Initial conditions

Each of the solvers was executed separately before coupling to obtain a periodic solution of the loads. During this phase of computation the floating support was fixed, and the waves were generated for approximately 30s. The rotor was computed until the loads converged, and was spinning about the axis aligned with the direction of the incoming wind. Once the initial conditions were obtained, the coupled computations were initiated.

4.4 Test cases

The first test case consists of the FOWT at the described configuration. Calm sea is considered, and the constant thrust of 15000 N is applied at the location of the rotor. A second test case considered time varying rotor thrust as shown in Figure 13. The thrust variation was estimated from a separate CFD computation of the rotor with the tower included. Five Fourier harmonics were used to fit the CFD data. The average thrust over the full revolution was 15000 N. Both test cases were solved for 150 seconds. Note, that both cases are not coupled simulations, since the thrust force is prescribed and independent of the platform motion. Further, rotor inertia and the associated gyroscopic effects were not taken into account for those cases.

The last test case is a coupled computation, as described in Section 2.5. This case was solved for 60 seconds.

4.5 Decoupled cases - constant and time-varying thrust

The results of two first cases are presented in Figure 14. As can be seen, the FOWT moves in the direction of the thrust by about 0.25 m (displacement in x). The FOWT also sinks in the water for about 0.63 m (displacement in z), and tends to settle at a pitch angle of around 0.06 rad or 3.5 degrees (rotation about y axis). The SPH particles are settling for the first 15 seconds as is visible in the acceleration plot. This can not be avoided even if the floating body is fixed and particles are let to settle. This is because releasing the floating structure is equivalent to a drop, and therefore does not represent equilibrium.

Also, the overall response is dominated by the initial imbalance of the forces, and the differences are barely visible in Figure 14.

Table 4: Test cases investigating the influence of the domain width and particle spacing on the forces acting on the support structure.

<table>
<thead>
<tr>
<th>Domain size x × Spacing d[m]</th>
<th>1s averaged hydrodynamic force [N]</th>
<th>Difference [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 × 150</td>
<td>0.0250</td>
<td>1.070 × 10^6</td>
</tr>
<tr>
<td>500 × 300</td>
<td>0.0250</td>
<td>1.08 × 10^6</td>
</tr>
<tr>
<td>500 × 150</td>
<td>0.3125</td>
<td>1.267 × 10^6</td>
</tr>
</tbody>
</table>

The last 20s of lateral and rotational accelerations are presented in Figure 15. The differences for both cases are now clearly visible. The effect of time varying thrust on the angular acceleration in pitch (about y axis) can be seen in Figure 15c, where the variation for the second test case is overlaid on the response for the first case. The variation in the shape and frequency, corresponds to the applied time dependent thrust.

The last 20s of lateral and rotational accelerations are presented in Figure 15. The differences for both cases are now clearly visible. The effect of time varying thrust on the angular acceleration in pitch (about y axis) can be seen in Figure 15c, where the variation for the second test case is overlaid on the response for the first case. The variation in the shape and frequency, corresponds to the applied time dependent thrust.

First, it should be noted, that mooring lines are in general opposing the hydrodynamic forces introduced by the SPH solver. This is not true for the pitching moment, where hydrodynamics and mooring lines are acting together to counter the imbalance of the moment due to the thrust. For the mooring lines, moment is created by the displacements of the fairleads, whereas for the hydrodynamics, moment is created by the change of the buoyancy introduced by the rotation of the support. One would expect similar, cooperative behaviour for the forces in surge (in x direction). The obtained results suggest otherwise, as shown in Figure 15b. As can be seen, only the mooring lines are responsible for balancing the thrust force. Since the water is considered calm for the decoupled cases, the only source of hydrodynamic force acting in x direction is the hydrodynamic damping. Therefore, it is acting in the opposite direction of the motion, and as a result in opposite direction to the mooring force, which is a main source of motion in this direction. Lastly, small spurious moments and forces are noted, e.g. force in sway (y direction), which is normal to the plane of symmetry of the support. This is due to the SPH, where motion of the particles is never indeed symmetric. However, these discrepancies diminish with the number of particles, as was seen when test cases for Table 4 were computed. Further, the SPH method is known for its pressure instabilities, where the pressure field of the particles exhibits large pressure oscillations due to
Figure 16: Forces and moments acting at CoG of the support for constant thrust case.

Figure 17: Forces and moments acting at CoG of the support for time varying thrust case.

4.6 Coupled case

Coupled computations were also performed, and results are presented in Figure 18. The aerodynamic forces acting on the rotor as functions of time are shown in Figure 19. The platform motion shows similar trends as for the previous, decoupled test cases. However, the rotor thrust is now dependent on the position and velocity of the rotor. As the wind turbine pitches under the thrust force, the rotor moves in the direction of the wind (velocity in z direction in Figure 19b). In return, the thrust force decreases due to the smaller inflow speed and the orientation of the rotor disk. As the applied force is reduced, the rotor velocity decreases. The inverse relation between the aerodynamic force and velocity of the hub in y direction is clear in Figure 19. Further, due to the pitch angle, a component of the thrust is acting along the z axis. As a result, the FOWT experiences higher displacement in heave -0.5m as compared to 0.6m for decoupled solutions.

The initial motion of the FOWT is dominated by the imbalance of the forces due to the applied thrust, and the effect of the first wave passage is not visible. However, the effect of every consecutive wave is clearly visible in periodic variation of the moment about the y axis, as shown in Figure 18f.

To facilitate the analysis of forces and moments acting on the system, the aerodynamic moments were transferred to the centre of gravity of the support platform. The resulting time histories of forces and moments for the coupled test case are presented in Figure 20. First, we observe lasting for about 1 sixth of the period the high frequency hydrodynamic forces and moments due to initial particles settling. Similar was observed for decoupled test cases. After an initial phase, the hydrodynamic forces show periodic variation related to the frequency of the passing waves. Next, the mooring line forces are opposing the SPH forces in all directions. Finally, periodic variation of the aerodynamic forces with frequency of the waves is noted. A phase shift is present, since the aerodynamic forces are dependent on velocity and position, rather than on forces, as was discussed in previous paragraphs.

Figure 18: Lateral and rotational dynamics of the support platform for coupled test case.

Figure 19: Forces acting on the rotor and velocity of centre of gravity of the rotor as function of time for coupled computation.

Figure 20: Forces and moments acting at CoG of the support for the coupled test case.

For the moments, pitching moment (about y) is dominating and after the initial phase the solvers tend to a periodic solution. The aerodynamic moment follows the inverse relation to the the hydrodynamic pitching moment. The phase shift for the mooring lines moment is present, as it depends on the orientation of the support. The aerodynamic moment about z axis applied at the rotor is a result of a driving force created by the lift. Clearly the driving force follows the same trend as the thrust force i.e. inverse relation with the velocity of the hub. Part of this moment is transferred to the structure, and hydrodynamic and mooring line moments are trying to compensate for this moment. Finally, the mooring lines are opposing the hydrodynamic moments for the moment about z axis (yawing).

Figure 21 presents different positions of the FOWT during the computation.
4.7 Computational performance

For all cases, the SPH solver with MBDM was executed the last 5 cores IntelXeon®6CPU machine with 16 threads. Each of the CPUs cores had a clock rate of 2.96 GHz, and 6 GB of dedicated memory. As no interconnect switch was involved, the message passing delay between SPH and MBDM solvers was reduced to minimum. For the coupled case, MBDM was executed on 20 dual-core AMD Opteron™processors with 2 threads, giving in total 116 parallel instances of the solver. Each of the CPUs cores had a clock rate of 2.40 GHz, and 6 GB of random access memory. It should be noted, that the SPH method requires only local (limited by the kernel function) weighted average in the vicinity of the given particle, whereas MBDM solves the complete set of equations involving all the cells in the domain. Also, most of the computations were assigned to the aerodynamic side of the coupled problem.

The average time required to compute a second of the solution for the coupled case is 82.16 seconds, and was mostly dictated by the communication between the SPH and the MBDM solvers.

5 Conclusions

The paper presented a coupling method for the analysis of offshore wind turbines. The MBDM CFD solver was used for the analysis of blade aerodynamics and via a multi-body dynamics method it was coupled to a smoothed particle hydrodynamics tool to model the floating part of the turbine. The weak coupling method put forward in this paper is adequate for the solution of the problem at hand. The work suffers from the lack of experimental data for a coupled system validation, which is only possible for the components of the model. Data from the MEXICO project were used for aerodynamics; good overall agreement has been seen between CFD and test data. For the hydrodynamics solver, experiments related to drops of solid objects in water were used. Again, with a refined set of particles, the SPH method delivered good results. The third component of the method was the multi-body dynamics and this was validated using simple slider-crank problems. The presented results showed that FOWT is a highly dynamic system. To obtain a deeper understanding of how rotor thrust and torque vary under dynamic conditions, efforts should be put forward to study aerodynamic flow and wakes when wind tunnel undergoes prescribed motion in pitch and yaw. Likewise, the comparison of the results of high-fidelity coupled models with those obtained with the simplified engineering tools like BEM, could potentially lead to improvements of later. Also, in the future, the work will continue with the validation of the method and comparisons with a strong coupling technique. Another aspect that should be addressed is the computational measurements. Clearly, each of the components can be validated separately, but the set of comprehensive data for the complete FOWT system is crucial for the model validation. The following measurements would be an asset: forces and moments due to the mooring system, water basin tests with small- and full-scale wind turbine including pressure distributions on support and rotor, and the overall FOWT time response including transient and periodic steady.
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Table 5: Computational performance of the coupling algorithm for various coupling time steps.

<table>
<thead>
<tr>
<th>Coupling</th>
<th>HMB2</th>
<th>CFL number</th>
<th>HMB2</th>
<th>Newton steps</th>
<th>SPH steps</th>
<th>Time per coupling step [s]</th>
<th>Time per f/s of solution [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 − 10^{-2}</td>
<td>1000</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>50</td>
<td>2.29 × 10^{-2}</td>
<td>1.15 × 10^{-2}</td>
</tr>
<tr>
<td>1 − 10^{-2}</td>
<td>500</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>50</td>
<td>1.61 × 10^{-2}</td>
<td>1.62 × 10^{-2}</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>50</td>
<td>1.06 × 10^{-2}</td>
<td>1.58 × 10^{-2}</td>
</tr>
<tr>
<td>2 × 10^{-2}</td>
<td>1000</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>50</td>
<td>1.59 × 10^{-2}</td>
<td>7.97 × 10^{-2}</td>
</tr>
</tbody>
</table>
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Abstract

In this paper a new validation of the Dynamic Wake Meandering method for calculating wake effects on power and load levels on a turbine is presented based on load and power measurements on a turbine located in the Lillgrund wind farm. What is unique is the large set of measurements available, where the wake effects from multiple neighboring turbines in high wind speed conditions could be included. It appears that the DWM method gives accurate results in single wake situations as well as for multivariate situations below rated wind speed. However, the so far used method for superposition of multiple wakes above rated wind speed has led to non-conservative load predictions for high wind speeds. Therefore a new approach is presented and compared to both measurements and present practice in the IEC61400-1 standard.

1. Introduction

The Dynamic Wake Meander (DWM) model \cite{11,12} has previously been validated both directly against full-scale flow field data \cite{7,8,12} and indirectly by comparing simulated wind turbine loads resulting from wake affected inflow fields with full-scale load measurements \cite{2,3,6,10,11}.

Concerning validation in terms of derived structural wind turbine loads, the most comprehensive comparisons were performed in the Egmond aan Zee study \cite{3}, where a very satisfactory agreement between model predictions and measurements was concluded for the ambient mean wind speed regime between 3m/s and 14m/s. This study was based on full-scale measurements from a Vestas V90 turbine located in the Dutch Egmond aan Zee wind farm (WF) \cite{3} for the specific wind direction, where the turbine in focus was located as the 6th turbine in a row with uniform turbine inter-spacings equal to 7 rotor diameters (D).

In general only very limited load validation material from multivariate wind farm exist, and for wind situations above rated wind speed practically nothing has so far been published. So far, the main interest in wake effects has been on the power consequences, which is mainly important for wind speed below rated.

This paper describes a load validation study based on simulated and measured fatigue loads from the Swedish Lillgrund offshore wind farm, which has a layout characterized by exceptionally small wind turbine (WT) inter-spacings. Full-scale measurements from this wind farm have previously been presented with focus on power production \cite{5,11} as well as on wind turbine fatigue loading \cite{4} effects in the below rated mean wind regime. In the load study predicted flapwise fatigue loads for a full polar were shown to agree very satisfactorily both for single turbine wake situations and for deep array wake operation up to about rated (ambient) mean wind speed. However, for higher than rated (ambient) mean wind speeds, significant deviations between predictions and full-scale measurements were observed for deep array wake cases; i.e. for wake situations characterized by multiple upstream turbines.

In the present paper a simple update to the DWM model is proposed for multiple wake operation in the high ambient wind speed regime, and the performance of the updated model under such conditions is investigated in terms of both flapwise fatigue loads and tower fatigue loads with particular emphasis on deep array cases. Simulations and full-scale measurement are compared, and as the DWM model is about to be included in the new edition of the IEC61400-1 ed. 4 standard, these results are expected to be of major importance for future wind farm projects. For completeness, the measured results are further compared to load predictions as based on the existing recommended practice in the IEC61400-1 ed. 4 standard \cite{9}.

2. DWM model update

The DWM model basically simulates the non-stationary wind farm flow field, which is required for wind farm load predictions, as a linear superposition of an ambient turbulent atmospheric boundary layer (ABL) flow and a non-stationary wake flow contribution. The wake contribution is obtained by treating WT wakes as passive tracers transported downstream by the mean ABL turbulence.

Concerning validation in terms of derived structural wind turbine loads, the most comprehensive comparisons were performed in the Egmond aan Zee study \cite{3}, where a very satisfactory agreement between model predictions and measurements was concluded for the ambient mean wind speed regime between 3m/s and 14m/s. This study was based on full-scale measurements from a Vestas V90 turbine located in the Dutch Egmond aan Zee wind farm (WF) \cite{3} for the specific wind direction, where the turbine in focus was located as the 6th turbine in a row with uniform turbine inter-spacings equal to 7 rotor diameters (D).

In general only very limited load validation material from multivariate wind farm exist, and for wind situations above rated wind speed practically nothing has so far been published. So far, the main interest in wake effects has been on the power consequences, which is mainly important for wind speed below rated.

This paper describes a load validation study based on simulated and measured fatigue loads from the Swedish Lillgrund offshore wind farm, which has a layout characterized by exceptionally small wind turbine (WT) inter-spacings. Full-scale measurements from this wind farm have previously been presented with focus on power production \cite{5,11} as well as on wind turbine fatigue loading \cite{4} effects in the below rated mean wind regime. In the load study predicted flapwise fatigue loads for a full polar were shown to agree very satisfactorily both for single turbine wake situations and for deep array wake operation up to about rated (ambient) mean wind speed. However, for higher than rated (ambient) mean wind speeds, significant deviations between predictions and full-scale measurements were observed for deep array wake cases; i.e. for wake situations characterized by multiple upstream turbines.

In the present paper a simple update to the DWM model is proposed for multiple wake operation in the high ambient wind speed regime, and the performance of the updated model under such conditions is investigated in terms of both flapwise fatigue loads and tower fatigue loads with particular emphasis on deep array cases. Simulations and full-scale measurement are compared, and as the DWM model is about to be included in the new edition of the IEC61400-1 ed. 4 standard, these results are expected to be of major importance for future wind farm projects. For completeness, the measured results are further compared to load predictions as based on the existing recommended practice in the IEC61400-1 ed. 4 standard \cite{9}.

2. DWM model update

The DWM model basically simulates the non-stationary wind farm flow field, which is required for wind farm load predictions, as a linear superposition of an ambient turbulent atmospheric boundary layer (ABL) flow and a non-stationary wake flow contribution. The wake contribution is obtained by treating WT wakes as passive tracers transported downstream by the mean ABL flow superimposed by a stochastic meandering process driven by the large scale cross wind turbulence components \cite{1}. The method for deriving the deficit and the magnitude of the added wake turbulence can be found in \cite{2}. The result is an intermittent type of flow field with the intermittence resulting from the wake meandering. This wake flow model has been integrated with the DTU aerelastic code HAWC2 in order to facilitate load and production predictions of wind turbines located in wind farms.

Compared to the DWM version applied in the former Lillgrund study \cite{4}, the DWM sub-model, used to determine the aggregated wake deficit from upstream turbines at a given WF location, has been revised in the present study. Two different wake superposition approaches are applied for the wind regimes corresponding to respectively below and above rated wind speed:

![Principle of Dynamic Wake Meandering](image)

Figure 1: Illustration of the main components of the DWM method. A cascade of deficits are transported downstream in a process governed by the large scale turbulent flow field.
Below rated wind speed: For a WT with the rotor centre located at the spatial position \( x \), within the WF, the temporally varying wake flow contribution at the rotor polar coordinate \((r, \theta)\) is determined by the dominating wake among wake contributions from all upstream turbines at any time.

\[
U_e(r, \theta, t) = \text{MIN}(U_{r,i}(r, \theta, t))
\]

where \( U_{r,i} \) is the temporal coordinate \((t)\) combined with a spatial coordinate in a polar frame of reference centered at the spatial position \( x \), and where each individual upstream emitted wake flow field is given by \( U_{r,i} = (U_{r} + U_{w,i}) e \), where \( U_{r} \) is the wind speed at the rotor level, \( U_{w,i} \) is the wake deficit at the rotor level, and \( e \) is a vector in the longitudinal direction.

Above rated wind speed: Using the nomenclature introduced above, \( (1) \) is replaced by a linear summation of wake contributions from all upstream turbines, i.e.

\[
U_e(r, \theta, t) = \sum U_{r,i}(r, \theta, t)
\]

This linear perturbation approach is consistent with WT's being more "flow transparent" for higher wind speeds, which in turn results in relatively smaller wake deficit magnitudes and thereby improving the accuracy of a linear flow field approximation.

3. Validation Case

The Lillgrund wind farm consists of 48 Siemens SWT-2.3-93 turbines, and one of these \((C=8)\) is instrumented with strain gauges resolving blade, main shaft and tower loads, see Figure 2. The present DWM model validation is based on recordings from this turbine.

Whereas the Egmond aan Zee wind farm is characterized by a "conventional" turbine inter spacing, the layout of the Lillgrund wind farm is, as mentioned, characterized by very small turbine inter spacing's, i.e. down to 3.3 D. This makes the present Lillgrund load validation case a unique supplement to the former validation based on the Egmond aan Zee wind farm.

Measured and predicted fatigue loads are quantified as fatigue equivalent moments using the Palmgren-Miner approach; and Wöhler exponents of 5 and 10 were assumed for the blade and tower composite structures, respectively.

The validation scenarios include load cases associated with normal turbine operation with mean wind speeds ranging from 8 m/s to 16 m/s. Measured wind speed dependent turbulence intensities \((TIs)\) are used, reflecting the offshore wind speed dependent "surface" roughness. However, no attempt is done to resolve TI as function of upstream fetch (i.e. direction). Thus, in the mean wind speed regime 6m-14m/s a TI of 5.8% is used - gradually increasing to 6.2% at 16m/s.

4. Results

For a complete direction rose simulated and measured fatigue equivalent moments are compared (mean wind speed) bin wise for two WT main components – i.e. blade and tower. With the complete direction rose being represented, a multitude of load cases – ranging from ambient inflow conditions over single wake cases to various types of multiple wake inflow cases – are thus covered. Further, as a supplement to the DWM validation, the investigation includes also comparative load simulations as based on the existing recommended practice in the IEC61400-1 Ed. 4 standard [8]. This consist of a set of loads obtained using the IEC class 1A, as most offshore turbine are approved for such conditions, as well as the wake simulation method suggested by Frandsen [13], where the thrust coefficient \( C_T \) is approximated with \( 7/U_{10} \) for the sectors where increased background turbulence from the entire farm is expected, \( U_{10} \) represents the ambient wind speed.

All presented fatigue loads have been normalized with the fatigue load representing the respective sensors at 9m/s in the free sector.

The results for the blade load comparison can be seen in Figure 3. Results are presented as function of the wind direction for each wind speed bin covered. In the left column of the figure is shown the results from comparing the measurements, IEC class 1A and the Frandsen method to results obtained with the DWM approach using the maximum deficit operator \((1)\). In the right column a similar comparison to the DWM approach using a linear superposition for multiple wake situations \((2)\) is shown. A similar comparison for the tower bottom bending moment is shown in Figure 4.

An excellent agreement between measurements and the DWM approach with the maximum deficit operator is seen for the flapwise bending moment at low wind speeds, where the turbine thrust is high. The Frandsen method results in blade loads in the slightly conservative region of measured load levels. The highest loads are seen in the sector with the closest located upstream wind turbine. In this case the single wake situation with 3.3D spacing.

At 10-12 m/s, the agreement between measurements and the DWM approach using the maximum deficit operator still shows an excellent agreement for the 3.3D single wake situation. A slight increased load level can be seen in the measurements for the multi-wake sector, which is however still in fine agreement with the simulation results.
Figure 3: Comparison of blade root bending 1 Hz fatigue loads at wind speed from 8 to 16 m/s. Left: DWM using max operator. Right: DWM using linear superposition.

Figure 4: Comparison of tower bottom bending 1 Hz fatigue loads at wind speed from 8 to 16 m/s. Left: DWM using max operator. Right: DWM using linear superposition.
At 12-14 m/s it becomes clear that the blade load for multiwake operation is not sufficiently captured by the DWM approach using the maximum deficit operator, and at 14-16 m/s multiwake loads show a significantly larger load level then the model predictions. It is consequently clear that the maximum deficit approach cannot be used for high wind speeds!

In the right hand column of the figure, the simulations results using the simple deficit superposition method is shown. This method will be slightly conservative regarding the blade loads for low wind speeds, but at high wind speeds the match is excellent.

A similar conclusion can be drawn when observing the tower bottom bending moments. The maximum deficit approach seems to result in a fine agreement for low wind speeds, but near rated and above only the superposition approach catches the load levels measured in the multi-wake sector.

Regarding the fatigue load levels obtained using the Frandsen method, it appears that this method is highly conservative for the low wind turbine spacings investigated in this study. Especially at wind speeds above rated in single wake situations, the method leads to a load levels 2-3 times higher than measured. As the measured loads increase significantly in multi-wake situations at high wind speeds, the load levels predicted by the Frandsen method actually fits quite well, but this is not caused by the modeled ambient turbulence level, as this only has marginal influence of the modeled wake turbulence level.

The fatigue load level obtained from the class 1A site conditions appears to result in a conservative and safe design of the turbine compared to the measured load conditions.

5. Discussion

In general a very fine agreement between the DWM simulations and measurements is seen below rated wind speed. Excellent agreement between DWM fatigue load predictions and full-scale measurements has previously been demonstrated for the ambient mean wind speed regime below rated wind speed, whereas significant differences between model predictions and measurement were observed above rated wind speed. A revision of the DWM sub-model for wake aggregation has improved the model/measurement agreement significantly, and excellent agreement between DWM fatigue load predictions and full-scale measurements is now shown also for the ambient mean wind speed regime above rated wind speed.

For a complete direction rose simulated and measured fatigue equivalent moments are compared (mean wind speed) bin wise for two WT main components – i.e. blade and tower. With the complete direction rose being represented, a multitude of load cases – ranging from ambient inflow conditions over single wake cases to various types of multiple wake inflow cases – are thus covered.

Even though a fine agreement between the DWM approach and measurements can be achieved by using the maximum deficit operator below rated wind speed and the linear superposition above rated, it is also clear that multiple wake situations is a highly complex load situation. Especially the findings regarding the significantly increased load levels above rated wind speed, may (hopefully) cause increased attention for future studies. Especially large eddy CFD simulations could increase the insights in how to properly handle merging wakes.

6. Conclusion

A key finding in this study is that even though the wind turbine is modeled “aerodynamic transparent” above rated wind speed and therefore has a reduced wind speed deficit compared to below rated, the wake induced load levels increased significantly in multi-wake situations.

With this study it is also concluded that the DWM method can with great accuracy be used to predict the load level of wind turbines in wind farm conditions. However, when handling multiple wake situations above rated wind speed, the previous recommendation based on the Egmond aan Zee study [3] is NOT sufficient. An alternative, still simple approach using linear wake deficit superposition was demonstrated to result in load levels in agreement with the measured levels and is thus recommended.

Further, as a supplement to the DWM validation, the investigation includes also comparative load simulations as based on the existing research in the IEC61400-1 ed. 4 standard [9]. Here it can be concluded that the Frandsen approach is highly conservative for single wake situations, especially above rated wind speed. This in turn means that adopting the DWM approach, with site specific conditions allow for quantification of the build-in safety reserve in the existing IEC61400-1 recommended practice or, alternatively, use the DWM approach to reduce this safety reserve if appropriate. Even for a wind farm as the Lillgrund, with turbine spacings between 3 and 4D, a class 1A turbulence level still results in a conservative load level.
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Abstract

Wind is the most mature of the existing Renewable Energy Technologies and it is expected to play a fundamental role towards the transition to a sustainable energy system. European citizens are generally in favour of wind energy; however, on a local level wind farm developers often have to deal with opposition. Thus, finding strategies to support constructive discussions around wind farms is crucial for the further diffusion of wind energy. To contribute to this process this paper maps the status quo of public participation strategies in the European wind sector. More specifically, it summarizes the findings from an expert survey: 207 questionnaires from 13 European countries were collected filled in by representatives from relevant administrative bodies, project developers, cooperatives active in wind farm development, environmental organisations, financial institutions and others active in the field of wind farm development.

We find a high prevalence of social acceptance issues in the sample as the majority of study participants has experienced stops or at least delays of projects due to a lack of social acceptance. Concerning public participation we see that it very often common in wind energy project development to engage in public participation and that these activities often exceed legal requirements. Although public participation is frequent in wind energy projects, many organisations involved do not have a standard procedure to deal with it and guidelines and other advice giving documents are often not known nor used. The main barrier to apply this knowledge seems to be the difficulty to transfer it to the specific conditions of a project.
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1 Introduction

For the EU to meet its 2020 climate and energy targets, increased renewable energy generation and extensions of the electricity infrastructure are necessary. Wind is the most mature of the existing renewable energy technologies. It is expected to play a fundamental role in achieving the EU 2030 climate and energy targets. Moreover, beyond 2020, wind energy is the key technology in all EU energy scenarios [1].

Generally speaking, European citizens are in favour of wind energy [2], [3]. They also support the EU goal of moving away from conventional electricity generation towards renewable power. However, on a local level, project developers are repeatedly confronted with criticism and opposition by the public [4]. This lack of public support contributes to the fact that over 20 % of wind energy projects are delayed and nearly 20 % are seriously threatened due to appeals [4]. Therefore, dealing with social acceptance of wind energy infrastructure is a necessity for all stakeholders involved in wind energy projects. Implementing public participation and engagement strategies into project management for onshore wind energy farms is often seen as a promising strategy to avoid and solve these aforementioned challenges. However, to the best of our knowledge, there has not been a specific analysis (1) on the extent to which strategies are utilised and (2) what they usually consist of. These two topics are therefore addressed in this paper.

This paper was generated as part of the WISE Power project, a project funded by the European Union to further develop the social acceptance of wind energy, aiming at significantly improving local engagement and support for wind turbines while enhancing local community participation in the planning and implementation of wind energy projects (http://www.power-compact.eu). More detailed info about the study presented here is published in Dütschke & Wesche [6].

2 Data and methods

In order to answer the outlined research questions (see above) an expert survey was conducted in 13 European countries. It entailed both closed and open questions and explored the experience and evaluation of activities in the respondent’s country regarding public participation and social acceptance.

For the survey countries were selected that cover different stages of development of wind energy (from emerging to developed wind markets). 466 potential respondents were contacted within the 13 target countries. This resulted in 207 completed questionnaires from six different stakeholder groups (Figure 1). On average, 15 questionnaires per country were obtained.

3 Results

Before addressing the topics laid out in the introduction (cf. Section 3.2-3.3), the data will be analysed aiming to ascertain that social acceptance indeed challenges the timely development of wind farms across Europe as suggested by the results of the Wind Barriers project [4].

3.1 Social acceptance as a challenge in wind farm development

In order to pin down the relevance of negative impact of the lack of social acceptance on project development those respondents who claimed to have experience with public participation activities (n=121) were asked about their experiences. It turns out that the majority of the survey participants have experienced stops or at least delays of projects.

Figure 1. Organisational affiliation of the respondents (n=207)

The sample includes respondents from administrative bodies, project developers, environmental organisations, financial institutions, cooperatives and others active in the field of wind farm development (Figure 1). These groups were chosen in order to provide a comprehensive picture of the issues under study for each country by combining different perspectives of wind energy project development. As the questionnaire covered a variety of topics, it was created in a modular way so that it could be individually adapted to the field of expertise of the respective respondents.

1 Acceptance is a general evaluation, that is, the extent to which people (dis)avour a particular energy alternative [5].
due to a lack of social acceptance, which supports the findings of the Wind Barriers project [4].

Focusing on the 70 project developers and representatives from cooperatives in this subsample, a share of 57% has experienced delays and stops of wind farms due to a lack of social acceptance while less than a third has not; 14% indicate they do not know (Figure 3).

Respondents were also surveyed about which reactions their company or organisation has experienced in relation to wind power projects in the past three years (2012-2014). While the majority reported one or more reactions, 17% of the respondents stated that they have not experienced any public reaction to the wind farms they have been involved in. Overall, negative experiences are reported much more often: 86% negative reactions were indicated compared to 47% positive ones. However, it has to be taken into account that the overwhelming number of negative reactions may in part be due to the fact that positive reactions are usually not officially filed.

Looking more specifically at the positive issues raised in relation to wind power, local economic benefits and CO₂-emissions reductions are stated most frequently (multiple responses possible; Figure 4).

From the remaining 51 respondents of the subsample, i.e. respondents from administrative bodies, financial institutions, environmental organisations and other relevant actors around half reported that they have experienced delays and/or blockages of wind farm development due to a lack of social acceptance of the proposed wind farms (Figure 2). Conversely, 16% of the respondents have not experienced such impacts and 33% do not know.

Financial benefits for residents, air quality protection and high degree of energy security are also repeatedly discussed. Wind farms as tourist attractions and wind energy as a low risk and innovative technology are given the least relevance in current discussions.

The main negative issues raised in relation to wind power projects are the visual impact on landscapes followed by noise and the impact on the local ecosystem and wildlife (Figure 5). Other topics, which were named only a few times are light emissions at night, lack of or late provision of information and unfair division of benefits and impacts.

Besides local economic benefits, arguments used to promote wind energy mainly refer to a national or global level.

Thus, it seems to be widely acknowledged that interacting with the local community is relevant in wind farm development.
Further comments by the respondents include that two thirds of the respondents claim that elements of public participation and engagement are part of the usual procedure (Figure 7). Lack of resources is also an issue with 21% of respondents allocating resources systematically to participation and communication activities during project development. Specific resources are only allocated under certain conditions by 18% of respondents. No, hardly or never was the response of 15% of respondents. I don’t know / This is not relevant was the response of 28% of respondents.

The following additional barriers were furthermore mentioned repeatedly by respondents:

- standard guidelines, toolkits and best practices often do not fit the local realities,
- material is perceived as abstract and difficult to transfer to the concrete project,
- approaches are needed which can be individually adjusted.

Furthermore, the respondents were asked to what degree resources (time, money, expertise) are systematically allocated to participation and communication activities during project development. 39% of the respondents who are directly involved in public participation activities state that allocating resources is always part of the standard project planning procedure (Figure 10). 18% quote that specific resources are only allocated under certain conditions and 15% state that resources are hardly or never allocated towards participation and communication activities. 28% state not to have any knowledge how their organisation deals with resource allocation on this issue.

Further analysis show that those respondents who report that their organisation usually allocates resources for participation are more likely to have a standard procedure for this, i.e. pointing to a higher level of professionalism in this regard in these organisations.

### 3.3 Methods and content of social acceptance strategies

In order to assess the respondents’ experience with regard to different levels of public involvement three different approaches were presented:

- Informational measures refers to activities such as distributing brochures/leaflets or provide participants where citizens may ask questions.
- Consultation and dialogue with the public includes giving the possibility to the public to give feedback on the project and its specifications and that this feedback is then considered by the project team and/or relevant administration.
- Empowerment of the public means sharing the decision making process, i.e. the public is involved e.g. via a citizen vote.

Assessing the experience with these three levels of public involvement measures with regard to social acceptance, firstly it can be stated that experiences are on average positive. Overall, the involvement level of consultation and dialogue is rated most positively, followed by only informational measures and empowerment of the public scoring lower which is mainly due to lower ratings by project developers.

Further comments by the respondents include the following:

The comments on the utilisation of informational measures mainly suggest that they are only considered a fundamental requirement, but they are not sufficient as such to create public support.

Consultation and dialogue with the public is considered the next step and by many respondents of the survey also considered a basic requirement. On the other hand negative experiences within dialogues with the public or poor levels of interest are reported. This shows that consultation and dialogue does not necessarily lead to success.

The comments on the issue of empowering the public suggest that this approach has not been implemented very often and thus it has not been possible to gather a bit of experience with it yet. The comments indicate that it might be challenging at times to find the right point in time, the right format and to make sure that all representatives of the community including the opponents of wind power take part in such processes.

Beyond the general levels of public involvement there are further methods that are deemed to improve local acceptance. The participants were introduced to three generic components: shared ownership of the wind farm, involvement of the community in the design and planning phases and citizens’ empowerment. When analysing the data it can be seen that respondents perceive all of these measures as promising in potentially enhancing social acceptance (Figure 11). Respondents also had the possibility to comment on the different options.

Most of these comments towards shared ownership are positive, stating that it has the potential to increase local acceptance. However, it is acknowledged by the respondents that shared ownership also means shared risk and thus does not guarantee the absence of opposition, e.g. if a municipality invests funds into wind projects that could otherwise be invested with more direct benefits to community members. Another negative aspect of shared ownership which requires individual investment lies in – according to respondents’ comments – potentially splitting the community into two groups: one group that is affluent enough to purchase shares of the proposed wind farm and one group that cannot afford to do so.
Part 1: Text

Involving the community is seen very positively amongst the respondents that commented on this issue. It minimises the potential for misunderstandings and gives the local population a feeling of being respected and not overlooked. However, the participants also acknowledge the limitations of involving the community as for instance it is not possible to determine the appropriate siting of wind turbines with all members of all stakeholder groups (due to organisational and technical reasons).

Community benefits are perceived similarly positive though it was also mentioned that it does not necessarily ensure local community support. On the contrary, some respondents warn of the initial turn against in opposition where community benefits are considered as bribery. It is therefore suggested by the respondents that community benefits will have a positive impact on acceptance if they are implemented along with other participation mechanisms, a combination of shared ownership with a benefit package for those without the resources to invest is seen as an ideal solution by the respondents.

On top of that, some respondents are convinced that there are a number of individuals in most communities that cannot be convinced regardless of the level of consultation and information delivered. In addition, it is suggested by the interviewed experts that actions involving the community should be steered by the municipalities seen as neutral institutions rather than by project developers.

Part 2: Text

4 Summary and Discussion

This study looked into the status quo of social acceptance of wind farms and social acceptance measures around them based on expert survey activities. The data shows quite clearly that a lack of local social acceptance for onshore wind farms indeed presents a challenge to the development of onshore wind. This is proved by the fact that the majority of study participants has experienced stops or at least delays of projects due to a lack of social acceptance. Furthermore, much more negative than positive reactions to wind farms are reported by the respondents. These findings underline, as expected and already shown by the Wind Barriers project [4], the relevance of social acceptance issues and the need for the development and implementation of social acceptance strategies.

The data shows furthermore that this is to some extent already common knowledge in wind farm project development as two thirds of the respondents claim that elements of public participation are part of the usual procedure during planning, building and operating wind farms. While many respondents report that integrating elements of public perception are obligatory in their country, the percentage of those stating that they are also part of usual procedure is even higher. This indicates that it is the usual case to go beyond what is mandatory.

However, these public engagement strategies are usually not informed by published resources nor based on a standard procedure. Only about a third of the respondents state that they utilise standard procedures or guidelines when planning to conduct public participation activities. The reason stated most often why this is not a lack of resources. Likewise, allocating resources for these activities is not part of the usual procedure for many organisations. This leads to the supposition that public engagement is mainly conducted hands on and spontaneously. This does not necessarily mean that it is not done well, however, could make it difficult to react to unexpected arguments or dynamics. Furthermore it might become challenging if further resources are needed unexpectedly during project development. Overall, social acceptance management around wind farms could probably increase in professionalism, i.e. by applying standardisation and knowledge management.

With regard to different levels of public participation respondents are more in favour of consultation and dialogue as well as informational measures. Empowerment of the public where the public has the possibility to get involved in the decision itself is evaluated less positively. This finding is due to the fact that the surveyed project developers are less enthusiastic about this issue. To leave the decision to the local public can certainly be time-consuming and also risky as it may lead to relocation of the project. If the refusal follows in a later stage through judicial decisions this may even be more costly. Furthermore, a public vote could also help to find out whether opposition is a majority opinion or maybe only a (loudly voiced) minority standpoint.

It is also noteworthy that about 25% of the respondents mention a lack of late information measures as an issue (cf. Figure 5). Thus, this does not seem to be frequent in discussions around wind farms; nonetheless, providing information is very often seen as a prerequisite but may not be sufficient to gain acceptance. Shared ownership, community benefits and involvement of the community in the design processes are all perceived as helping to foster social acceptance across all respondents. Though, also the problems of these approaches were mentioned. These include in case of shared ownership for instance the risk to split the community between those who are affluent enough to purchase shares and others who are not. The main challenge related to community benefits was that they need careful implementation in order to avoid the impression of bribery.

5 Conclusion

If these findings are taken together, they point out that although the awareness for social acceptance and public participation is high there may be a lack of professionalism, i.e. standardisations and knowledge management.

This is maybe due to the fact that social acceptance is still not high enough on the priority ladder of many developers and other organisations dealing with wind power. However, opposition to wind farms seems mostly specific, i.e. restricted to a specific installation. The survey shows that the main negative issues mentioned in relation to wind power projects are the visual impact on landscapes followed by noise and the impact on the local ecosystem and wildlife (cp. [7] for similar results). Arguments that question wind energy on a more general level, e.g. whether it contributes to mitigating climate change, are less frequently reported to play a role. This is further confirmed by the finding that on the positive side respondents report that the reduction of CO₂ emissions or enhanced air quality are often addressed in discussions around wind farms. Therefore it seems to be advisable to highlight more arguments which make projects more appealing from a local or regional point of view beyond economic issues.

Against this background, it seems worthwhile to further engage into knowledge generation and implementation of social acceptance strategies as they are likely to facilitate the discussion process around wind farms, which is the base for positive wind farm development decisions.
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ABSTRACT

One of the primary environmental concerns of wind farms is the increase in bird mortality. To assess environmental risks around wind farms, the demand for automatic bird monitoring increases rapidly. Considering recent advancements in object detection methods in computer vision, automated monitoring based on images is promising. However, the accuracy of state-of-the-art methods in a practical environment remains uncertain due to the significant difference between the images taken in a practical environment and those used in generic object detection competitions. This study evaluates these image-based bird detection and classification methods. We also introduce a bird monitoring system with a whole image processing pipeline. For evaluation in a practical environment, we utilize an open-access time-lapse image dataset around a wind farm. As a state-of-the-art method, we include convolutional neural networks, a rising method of deep learning for image recognition, which shows performance improvement.

Index Terms— Image recognition, bird detection, ecological conservation, social acceptance

1. INTRODUCTION

Environmental concerns in developing wind farms have been highlighted by both the wind-energy community and ecological experts [1, 2, 3] as the demand for wind power energy grows rapidly around the world to meet public policies for renewable energy. One of the primary concerns is the increase in bird mortality caused by collision with blades, loss of nesting and feeding grounds, and interception on migratory routes [3, 4, 5, 6]. Hundreds of annual bird fatalities, including those of charismatic species, have been reported at several sites [5]. To assess such risks during the establishment and operation of wind farms, investigation of bird ecology and assessment of potential risks are necessary. Conventional bird monitoring has been carried out by manual observation, which is expensive and laborious [7]. Automation in this task can lower the cost, enable long-term monitoring, and lead to higher accuracy and reproducibility. However, an automatic system is required to perform bird detection as well as classification of bird species, both of which have been non-trivial for machines to achieve.

Image-based detection using cameras is one of the promising approaches [8, 9, 7, 10], while radar-based [11, 12, 13] and acoustic-based [14] detections have been commonplace in the literature. Rich visual information with a higher resolution can be utilized, and the recognition performance has improved dramatically in the last decade. To ease the availability of big data, high performance computers, and algorithm improvement in machine learning and computer vision research fields. Reviewing recent milestones in computer vision, robust features have been invented [15, 16, 17], good classifiers have been found [18, 19], and huge image datasets have been established [20, 21, 22, 23, 24], and object detection competitions using them have been held [22, 23, 24, 25]. Deep neural networks [26] have likewise resulted in further improvement in detection and classification during these competitions [27, 25]. Their strength is in their adaptive learning of features and classifiers during training.

However, despite the excitement over these improvements, the advancement, accuracy, precision, and recall of such state-of-the-art methods in practical environments for wild bird monitoring remain uncertain.

An exception is May et al.'s work reporting that DTBird detected 76% to 96% of total birds in an experimental setting in Smøla [9]. In practical environments around wind farms, birds tend to appear in low resolution even in a high-resolution image since the monitoring system has to cover a wide field of view to assess the distribution of birds and to notice the approach of birds well ahead of time. Figure 1 shows such images. As shown in this figure, the actual appearance of birds is significantly different from those used in generic object detection competitions [27, 25], in which most of the methods are designed and experimented. It is not clear whether these methods are suitable for low-resolution images.

To reveal the actual precision and recall of state-of-the-art methods for low-resolution bird detection and classification, this study utilizes a wild bird image dataset around a wind farm as a benchmark [26] and evaluates the performance of several state-of-the-art methods, including one utilizing deep neural networks. In addition, we present a whole image processing pipeline of an automated bird monitoring system for wind farms, about which very few scientific papers discuss. Our system utilizes background subtraction [29] and convolutional neural networks (CNN) [30] for accurate and robust detection and classification.

The rest of the paper is organized as follows. Section 2 describes our bird detection and classification pipeline. Section 3 experimentally illustrates the performance of state-of-the-art detection and classification methods. Section 4 concludes this paper.

Fig. 2. Overview of our image processing pipeline for bird detection and classification.

Fig. 3. Image features used in the system, Haar-like [17] (left) and HOG [16] (right).

2. BIRD DETECTION AND CLASSIFICATION PIPELINE

Our bird monitoring system consists of a fixed camera, a laptop computer for control, and recognition software. It captures images automatically and processes them to detect and classify birds as shown in Fig. 2. The core algorithm is based on machine learning for robustness, and the details are evaluated below. The system is able to discriminate birds from others or a species of birds from others after the training phase. During training, the classifier is optimized in accordance with training images including birds and others.

2.1. Setup

We use a still camera with a telephoto setup to capture a bird with a one-meter field of view that would cover an area of 20 pixels in the image, considering the distance between the camera and the wind turbine. This setup enables us to monitor a wide area suitable for bird investigation, including the wind turbine. The resolution of the sensor is 5161 times 3744 pixels, and the field of view is 27 times 19 degrees. The interval of image capture is two seconds because of the transfer rate between the camera and the laptop.
For any machine learning methods, we need positive and negative samples for training. In the detection experiment, positive samples (birds) were collected from bird experts who are members of a bird association and have experience in identifying birds. Annotations were added to the images by bird experts, and the ground truth of human annotated bounding boxes served as the gold standard. The dataset is divided into two groups: 800 hawks and 150 crows for training data and 100 hawks and 100 crows for testing data. The dataset includes time-lapse images with detailed information about bird appearances, such as location, size, and shape. The dataset is divided into groups on the basis of resolution as follows: groups of 15–20, 21–30, and 31–50 pixels, as shown in Fig. 4. We used the dataset to evaluate the performance of various classification methods.

3.1. Bird Image Dataset for Training and Evaluation

For the performance evaluation of bird detection and classification, we utilize a dataset of birds at a wind farm (28). This dataset offers a detailed specification of data and presents a detailed specification of birds and backgrounds. The dataset is a sequence of images of a scene captured using a camera mounted on a drone. This method allows us to collect a large amount of data for accurate training. The dataset includes time-lapse images, found birds, and annotated bounding boxes for each bird. The images are divided into groups based on resolution: 15–20, 21–30, and 31–50 pixels.

3.2. Experimental Procedure

To evaluate the performance of the proposed methods, we conducted experiments on the bird image dataset. For the training and evaluation of the classifiers, we used a binary classification method, which is based on AdaBoost (18). The AdaBoost algorithm is a boosting algorithm that combines multiple weak classifiers into a strong classifier. The method is based on the idea of boosting, which is a process of combining weak classifiers into a strong classifier. The AdaBoost algorithm is known for its ability to improve the performance of weak classifiers by focusing on the hard-to-classify examples. In our experiments, we used AdaBoost to combine multiple weak classifiers into a strong classifier.

3.3. Convolutional Neural Network (CNN)

CNN is a deep learning method that is widely used in computer vision. This method allows us to learn features from images and extract high-level features that are relevant to the task. The CNN architecture we used is based on a handwriting recognition method (30). The architecture consists of four convolutional layers, each of which is followed by a max-pooling layer. The convolutional layers extract features from the input images, and the max-pooling layers reduce the dimensionality of the feature maps. Fully-connected layers are placed at the end of the network, and the output layer is a softmax layer.

3.4. Evaluation

For the evaluation of the proposed methods, we used the following metrics: precision, recall, and F1 score. Precision is defined as the ratio of correctly classified birds to all classified birds, recall is defined as the ratio of correctly classified birds to all actual birds, and F1 score is the harmonic mean of precision and recall. The results show that the proposed methods, which combine AdaBoost and CNN, achieve high performance in bird detection and classification.
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Bird and non-bird image examples. Bird images are grouped by resolutions. The feature patterns for Haar-like were the same as [17], and the pattern sizes were 2, 6, and 10 pixels square. The cell size of HOG was 4 pixels square, and the block size was 3 by 3 cells.

3.3. Results

In the detection experiment, Haar-like outperformed others, and the performance difference among those except Haar-like is subtle. This may be due to the low quality of the images. Haar-like is a simple feature for grasping only the contrast in images. More complex features like HOG can represent details of images and are preferred in tasks like pedestrian detection and generic object detection. However, it can be less robust for low-resolution bird detection.

The result of detection is shown in Fig. 7. In the figure, FPR means the rate of misrecognizing backgrounds as birds, and TPR means the rate of correctly recognizing birds. The best performance is achieved by Haar-like. The false positive rate of 0.01, over 0.98 of birds are still detected with Haar-like, which is a successful performance. The other methods including CNN showed worse performances.

The result of classification is shown in Fig. 8. Here, FPR is the rate of misrecognizing crows as hawks, and TPR is the rate of correctly recognizing hawks. In addition, the dependency of features’ performance on resolution was observed. RGB features performed better in the 15–20 pixels group and HOG in the 30–50 pixels group.

4. DISCUSSION

In the detection experiment, Haar-like outperformed others, and the performance difference among those except Haar-like is subtle. This may be due to the low quality of the images. Haar-like is a simple feature for grasping only the contrast in images. More complex features like HOG can represent details of images and are preferred in tasks like pedestrian detection and generic object detection. However, it can be less robust for low-resolution bird detection.

Similarly, CNN may have failed to learn effective features from the data. The performance of CNN depends on the parameters of the network and optimization. Although we used the parameters established in handwriting recognition [30], there may exist better parameters for our images. More efforts for parameter search may improve the performance.

The hand-crafted features may be less effective in classification because of the subtle difference between the classes. Conversely, the learned features of CNN succeeded in adapting to the classification task through training.

5. CONCLUSION

To evaluate a bird monitoring system on the basis of time-lapse images, we have conducted experiments of bird detection and classification. By using a dataset from a realistic environment and representative methods in computer vision, we provided practical results of recognition performance. We showed successful results for detection and the possibility of species classification using image recognition. The effectiveness of rising CNN in classification is also observed. However, there is room for performance improvement, especially in species classification. Improvement of the software for more accurate bird monitoring is necessary. Our system is a hopeful solution to bird strikes and can contribute to the social acceptance of wind energy.
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Fig. 10. Example image of correct and wrong classification in each resolution group.
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Abstract

This study focuses on project procurement practices in offshore wind farm projects, and to which extent they can contribute to reduction of LCOE. In general terms, project procurement is a relevant area to consider in an attempt to make offshore energy more competitive due to the vast amount of procurements undertaken in projects. The study is carried out by conducting 39 qualitative inquiries in the installation and operation and maintenance phases among 23 different offshore wind industry actors.

The findings pinpoint three major areas of challenges. First, each offshore wind farm is unique in nature and therefore using standard and verified solutions can be challenging. Moreover, in seek for reducing LCOE new technological solutions are imperative resulting in procurement of the solutions that in the given time do not exist yet. Second, project procurement is characterized by practices that to a large extent focus on procurement in the installation rather than stretching the procurement mindset set to encompass the whole project lifetime of 20 to 25 years. Third, the companies involved in the project procurement may have different goals.

By focusing on project procurement practices it is possible to reduce LCOE in offshore wind farm. It is necessary for the participating companies to obtain a more holistic overview of the procurement, i.e., adopt a new project paradigm, as the effects on it stretch over the whole lifetime of a wind farm. In relation to this, a better collaboration within the various project procurement teams and with the suppliers becomes pertinent.

Keywords: Project procurement, project lifetime, offshore wind farm, sustainable project, LCOE.

1. Introduction

The motivation for this study arises from the Offshore Wind Denmark - project that focuses on, how development in business practices in offshore wind farms can contribute to the reduction of levelized cost of energy (LCOE). The definition of LCOE varies and is subject to continuous debate. Briefly, LCOE can be seen as the lifetime cost of the wind farm per unit of energy generated. Remarkable cost reductions are needed in order to make electricity produced through renewable energy sources competitive. In relation to this, it is relevant to look into project procurement practices as procurement in this specific project-context entails a vast amount of purchases with high technical demands and financial risk. Moreover, the harsh weather combined with the fact that it can be difficult to access the wind farms call for both durable and affordable solutions.

However, procurement as an acknowledged area in relation to projects has only recently been recognized [1,2]. Even though the project management literature deals extensively with such issues as selecting appropriate suppliers for the project task [3,4,5] and managing relationships with project suppliers [6,7,8,9], the more comprehensive insight into project procurement practices in specific project contexts e.g., [10,11] needs to be further unveiled.

Therefore, the aim of this study is to shed light on procurement undertaken in a specific project context by posing the following research question: What procurement challenges can be identified in the offshore wind farm projects? To answer this research question, a project network of companies employed in the installation and operation and maintenance phases of offshore wind farms are investigated through a qualitative inquiry. This article aims at contributing to the emerging literature within project procurement management and making companies within offshore wind farm projects more aware of the manifold nature of the project procurement management.

The rest of the article is structured as follows. The next section reviews the literature by combining the streams from the project procurement management and economically sustainable projects. Thereafter, the methodology is presented followed by the research findings and discussion. A conclusion finalises the article.

2. Literature review

Producing energy from renewable sources is a cornerstone for meeting the growing global energy consumption. In this context offshore wind farms provide a possibility to meet the increasing need for energy from a sustainable source. However, offshore wind energy is typically 2-3 times more costly than e.g., onshore wind energy [12]. In the period from 2010 to 2014 LCOE has decreased with 11% primarily due to ‘industries early adoption of larger turbines [13].

The industry actors have been aware of the need for renewable offshore wind energy to become more competitive compared with other energy sources for several years. Lately, in the European Wind Energy Association (EWEA) Offshore Conference 2015 in Copenhagen, the requirement was highlighted by emphasizing the urge for collaboration when aiming for reducing LCOE. In this context project procurement practices provide an eminent platform to investigate possibilities to reduce LCOE through a practical, yet relatively important area in relation to the projects. Offshore wind farms are large procurement projects, where demanding technological solutions are procured to a high value.

When studying procurement in the project context, it is relevant to look at it from the project management literature point of view. Project Management Institute acknowledges project procurement as one of the relevant project knowledge areas and defines it as follows: Project Procurement Management includes the processes to purchase or acquire the products, services or results needed from outside the project team to perform the work [14] (PMBOK® Guide, 2013). The processes are identified as follows:

1. Planning Procurement Management
2. Conducting Procurements
3. Controlling Procurements
4. Closing Procurements

Planning procurements is concerned with, which products or services a project will need to procure from an external source. Conducting procurement the process of obtaining supplier responses, selecting a supplier, and awarding a contract. In relation to this both the selection of the appropriate suppliers [3,4,5] and managing relationships with project suppliers (6,7,8,9) play a crucial role.

Moreover, the project procurement management’s distinctive focus is to control that the supplier delivers what is stated in the contract within the project’s time limit. This is emphasized by the following statement: “This (controlling procurements) is the most time consuming of the procurement processes as far as the project management team is concerned as it covers monitoring the seller’s performance against the terms specified in the contract” [14, p. 29].

In the context of offshore wind farms an interesting issues arises when considering project procurement management. Namely, when do the project end? Obviously, in the specific context there can be identified several project starts and ends, e.g. in terms of development, construction, maintenance and operation and dismantling/repowering phases. However, even though there can be identified different project starts and ends, in this very context it is appropriate to look at the offshore wind farms over the lifetime of 20-25 years. Therefore, it is
relevant to look at the project procurement practices by considering the lifetime of wind farms. This is also in line with the concern of reducing the LCOE that takes into account the whole lifetime of an offshore wind farm.

This aspect of lifetime can be further detected in the project management literature in terms of sustainable project management [11, p. 79] that can be defined as follows: Sustainable Project Management is the planning, monitoring and controlling of project delivery and support processes, with consideration of the environmental, economical and social aspects of the life-cycle of the project’s resources, processes, deliveries and effects, aimed at realising benefits for stakeholders, and performed in a transparent, fair and ethical way that includes proactive stakeholder participation.

The definition above embraces sustainability by employing the environmental, economical and social aspects of it [16] that can be considered as ‘three pillars’ of sustainability. When considering this from the LCOE point of view, the economical sustainability gains increased relevance and the article will focus on it as the main area of sustainability.

When considering economic sustainability, life cycle costing (LCC) [17] can be adopted. LCC is defined as an economic evaluation process that can assist in deciding between alternative investments by comparing all of the significant differential costs of ownership over a given time period [18]. In the project context it is recognized as a relevant area and is also winning terrain (e.g., [19, 6]). At the same time it seems to be a complex issue to deal with, as stated by Rupandita and Hewage [10, p. 1]: “Ad hoc statistics show that modern initiatives such as sustainability, life cycle costing, and standardization are getting integrated with procurement. However, there is no unified view in the construction industry on procurement as a project process”.

In relation to the generic project procurement management that emphasizes the importance of ensuring the supply of the requested items and services within the agreed project timetable and at the same time acknowledging the necessity to consider the project lifetime to ensure the economic sustainability the following proposition can be defined:

Considering project procurement practices over the whole project lifetime will contribute to reduction of LCOE in offshore wind farms.

3. Methodology

For this study, a qualitative research design was applied. The overall unit of analysis was an offshore wind farm network, including also the organizational levels.

Data collection for this study was carried out in two different areas and in two phases. In the first phase the unit of analysis was related to the installation phase of a wind farm project. At this stage six different companies dealing with the development and the installation phase of offshore wind farms were interviewed. In total 19 interviews were conducted during the period of January 2013 – July 2014. Based on these interviews the companies’ project procurement activities were identified based on the theoretical pre-understanding based on organizational buying behaviour and project procurement management [20, 21, 22, 23, 24, 25, 26, 14].

In the second phase of the data collection, the area of operations and maintenance (O&M) was chosen in order to obtain a more comprehensive understanding of project procurement activities in the offshore wind farm context. This part of the research was based on qualitative semi-structured interviews during the period of June 2014 – March 2015. 20 semi-structured and open-ended interviews were conducted with actors carrying out O&M activities in offshore wind farms, including wind farm owners, wind turbine producers and small and medium sized enterprises (SMEs) operating as suppliers and service providers to O&M. These interviews were in-depth interviews related to the challenges and lessons learned for reduction of LCOE from activities related to different offshore farms. In total, 39 interviews with actors in 23 different companies (see Table 1) were conducted during the period of January 2013 – March 2015. By interviewing actors from the main companies in the offshore wind farm project context, high validity of the results was achieved.

4. Findings and discussion

This section presents the empirical findings of the research. The proposition suggested was supported, but the conducted interviews revealed three main areas of procurement challenges. These areas were related to the general context of offshore wind farm projects, the scope of project procurement and the actor commitment in the projects. The topics are presented and discussed in turns below.

4.1 The general context of offshore wind farms

Everything that can break down offshore will break down’. This citation by one of the interviewed companies illustrates that the context of offshore wind farm projects is very challenging. Even though there has been erected a remarkable number of offshore wind farms since 1991, the interviewed companies stressed the complex nature of the projects by focusing on two major areas.

First, every new offshore wind farm is to a large extent considered as unique as also stated by one of the companies in the following way:

'It is difficult to transfer knowledge from one wind farm to another. They are simply too different'.

Moreover, the new projects are placed further away from the coast resulting in wind farms in deeper waters and with harsher weather conditions. These somewhat unknown locations make it difficult to define a suitable specification for the solutions needed. This is likely to create costly challenges, when e.g., components need to be replaced. In relation to this, all the interviewees in the O&M phase identified the access to the wind turbines as one of the major challenges.

Second, the necessity to reduce LCOE has a great impact on the technological development of the wind turbines. In the recent years there has been a growing focus on producing turbines with up to 8-10 MwH, but at the same time the actors are aware of that these turbines are solutions under development at the time when they are procured. One of the companies referred to this by saying ‘we are selling green bananas’, while another company stressed the time lag of several years between designing the wind farm and the actual execution of it. In these terms companies are procuring solutions that do not necessarily even exist at the time when the orders are placed.

This challenge is not unknown among the industry actors and there has been a growing interest in creating industry standards and working more intensively with modularized solutions. The fact that the circumstances for erecting offshore wind farms are so challenging makes it difficult to carry out sustainable project procurement, because of many unknown factors and difficult circumstances. However, in relation to this learning from previous projects becomes pertinent, despite the unique nature of the single wind farm. The experiences gained over the years need to be collected and managed in a more systematic way. It seems that this is under development, as also highlighted by one of the companies in the following way:

'We will soon introduce our first wind turbine that has been constructed on the basis of our experiences in operation and maintenance in offshore wind farms'.

By:

Table 1: The interviews conducted with the companies involved in the offshore wind farm projects.
4.2 The scope of project procurement

When interviewing the companies in the first phase, it became evident that there was a high focus on finishing the installation phase in time. All in all, the informants labelled offshore wind as a ‘bad business case,’ and compared it often with offshore oil and gas industry that was considered as a ‘good business case.’ By this impression they emphasized the necessity to finish the installation phase according to the time plan agreed upon, so that the electricity production could start as soon as possible.

Apart from the time factor, the interviewed companies in the first phase were also concerned with selecting suppliers with sufficient experience from offshore and ability to meet the strict quality and time requirements. Moreover, the economical part played also an important role. In relation to this, the typical negotiations prior to the final supplier selection were finalized by a negotiation round termed as ‘BAFO – best and final offer’.

The interviews in the installation phase indicated also clearly that learning from previous projects was mainly concerned with lessons learnt from the previous installation projects. Not only was this activity relatively new in the studied context, but it was also used to evaluate a project organization’s efficiency in carrying out the project. Therefore, it became clear that the project procurement activities undertaken were determined by a strict project timetable. In this context the time factor was understood in terms of finishing the installation phase so that the wind farm was ready to produce electricity. The aspect of the entire lifetime of the wind farms did not seem to occupy the respondents that were involved in the installation phase.

This relatively narrow project scope was confirmed in the second phase of the interviews with actors involved in the O&M practices. One of the interviewees elaborated on the lacking knowledge sharing between installation and O&M phases by expressing the following:

‘Previously, suppliers visited me on a regular basis and told about new products and solutions. But they don’t do it anymore. Any do you know why? It’s because many purchasers have just one main aim: to reduce the price and to get a good deal. This means we get product in worse quality and might have difficulties in finding suppliers willing to deliver’.

To sum up, the findings above indicate that reducing LCOE is challenging and the need for cost reductions is often translated as procuring solutions to meet the project triangle requirements in the installation phase.

4.3 Actor commitment in the projects

The third research finding confirmed the different roles that the companies represent in the offshore wind farm projects. Large wind turbine producers and energy providers have traditionally dominated the different project phases. This is also stated in in Andersen et al. [27, p. 56] in the following way:

‘O&M today is to a great extent an exclusive market, where wind turbine producers and energy providers so far define the regime of the collaboration’.

The different company roles had a crucial impact on the project procurement activities carried out. It seemed that depending on the company type, their goal with the solutions provided were different. For example, there could be identified a large number of subcontractors and independent service providers (ISP) that were keen on developing this business area by providing solutions that took the long lifetime and the reliability of offshore wind farms into account. For example, an ISP stressed this by stating the following:

‘New crew transfer solutions are under development, which will require different approaches on different offshore wind farms’.

On the other hand, there could be also identified companies that had a different view regarding, how durable the solutions in offshore wind farms should be. One of the interviewed companies expressed this by saying the following:

‘We make money on that things break down. O&M is an attractive business area for us’.

Obviously, the project context under scrutiny provides many possibilities for the participating companies to consider as it is lucrative, however, the industry’s challenge to make offshore wind energy more competitive is a joint challenge.

This urge for collaboration to achieve competitiveness in wind energy was also stressed at the European Wind Energy Association (EWEA) Offshore Conference 2015 in Copenhagen: the need to reduce the levelized cost of energy (LCOE) was emphasized. The following headline from EWEA 2015 illustrates the goal:

‘The offshore wind power industry has tremendous potential, but to achieve that potential, the industry must collaborate. MHI Vestas Offshore Wind, DONG Energy and Siemens Wind Power—three of the industry’s biggest players and our event partners for EWEA OFFSHORE 2015—have initiated a joint declaration outlining the concept of a “United Industry.” The goal of the declaration is to inspire the industry to come together around the promise of reducing its cost of energy’. 

Along these lines, all the interviewed companies acknowledged the need for collaboration, and one of the interviewee’s stated this by saying the following:

‘The big actors are in the process of looking into the whole cost structure of the wind farms... They have been in the business for 10-15 years now, and it is necessary to start considering the overall costs. We should not compromise on quality, because it makes it far too expensive to run the parks’.

This need for collaboration is interesting from the procurement point of view. The project procurement management introduced in the literature review focuses to a large extent on a single company’s management of procurement in the project. The research findings introduced in this article have also pinpointed the companies’ own concerns both regarding the project timelines and the business opportunities available. These findings can be aligned with the three shifts of sustainable project management [28]. First, mind shift takes responsibility for sustainable development, and second, paradigm shift embraces a holistic perspective on managing change. Finally, scope shift is concerned with managing social, environmental and economic impact. As offshore wind farm projects are complex construction projects with many actors and processes involved, it is difficult to manage all the shifts at once. Therefore, by focusing on the different operational activities, like e.g., project procurement small steps can be taken towards a more sustainable approach.

By focusing on the project procurement challenges disclosed above, the industry has an opportunity to benefit from more sustainable approach to reducing LCOE. Enlarging the project scope from present relatively narrow project management approach, to cover the entire lifetime of the offshore wind farms, can do this. In this context reaping learning farm the previous projects gains enhanced importance and the implementing industry standards where ever it is possible becomes of interest. Finally, the industry actors have for a long time acknowledged the importance of increased level of collaboration. However, the finding indicated that this is done in a limited manner and mostly with those actors that mutually know one another.

The findings can be further illustrated by combining the level of collaboration with the scope of project lifetime, as shown in Figure 1. In the narrow scope the focus is on a more traditional project triangle, which in the offshore context can be translated into installation phase. The long-term scope entails the whole cost structure of the wind farms. The project procurement management introduced in the literature review focuses to a large extent on a single company’s management of procurement in the project. The present stage is a relatively low level of collaboration characterizes the project procurement in the offshore wind farms and the narrow scope contributes to the sub-optimization of the practices in an organizational level. By focusing on enhanced collaborative procurement over the entire lifetime of the wind farms the LCOE can be reduced.

Figure 1: The present stage of project procurement in offshore wind farms.
5. Conclusion
This article has shed light on the project procurement practices in the offshore wind farms context. This was done by conducting 39 qualitative inquiries in the installation and operation and maintenance phases among 23 different offshore wind industry actors. The conducted interviews revealed three main areas of procurement challenges. These areas were related to the general context of offshore wind farm projects, the scope of project procurement and the actor commitment in the projects.

Project procurement in offshore wind farms is characterized by difficult and unique project circumstances. The findings also disclosed a relatively short-term focus on reducing LCOE when conducting project procurement. The urge for reducing the costs was often translated as the necessity for the suppliers to reduce prices. This may affect the quality of the supplied products negatively and increase the ultimate costs in the operation and maintenance phase.

Moreover, even though offshore wind farms have an expected lifetime of 20-25 years, the procurement practices focus to a great extend on meeting the project requirements in the installation phase. Therefore, an enhanced understanding of the whole project lifetime is needed.

The study reveals the necessity of focusing on project procurement practices as one of the means to reduce LCOE in offshore wind farms. It is necessary for the participating companies to obtain a more holistic overview of the procurement, i.e., adopt a new project paradigm, as the effects on it stretch over the whole lifetime of a wind farm. In relation to this, a better collaboration within the project procurement teams and with the suppliers becomes pertinent.
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Offshore Wind Turbine Sub-Assembly Failure Rates Through Time

Abstract

O&M costs can make up to 30% of the lifetime CoE of an offshore wind farm [1]. As a means of reducing this cost, operators and O&M providers need a greater understanding of what is driving that O&M cost. Failure rates of wind turbines and their components are a key driver of O&M costs. Past papers have modelled O&M costs assuming a fixed average failure rate for wind turbine subsystems [2]. This work aims to determine if it is accurate to assume a fixed failure rate or if a failure rate distribution through time can be provided to allow for more accurate O&M cost modelling and to reduce O&M costs.

This paper shows the results of an analysis of offshore wind turbine annual failure rates over an 8 year period. The analysis is based on around 350 modern multi MW offshore turbines located in 5-10 offshore wind farms throughout Europe. The literature review for this paper indicated that a constant average failure rate should only be used if the shape parameter of the failure distribution is around 1. However results from the failure rate analysis in this paper have shown that in many cases a constant failure rate is not correct for O&M Modelling.
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1. Introduction

a. General

Traditional wind farm O&M modelling may be resulting in inaccurate O&M cost forecasts due to the use of incorrect failure rates as model inputs. Past papers have shown that when failure rates are not at a steady state average failure rates should not be used in modelling [3]. This paper aims to answer the question "Can a failure rate time characteristic be identified for offshore wind turbine components based on an offshore wind turbine population of approximately 350 wind turbines?". The analysis detailed in this paper builds on earlier work from [4] in which average failure rates are provided for the population mentioned above. This paper builds on that work by providing failure rates for each subsystem each time allowing conclusions to be drawn on the failure behaviour of the different wind turbine subsystems with time. The paper gives an overview of all subsystems before focusing on the following sub-systems or groups:

- Gearbox
- Generator
- Converter
- Rest of Turbine

These four are the focus of this analysis because this was the grouping used in past failure rate analyses and O&M modelling [2].

Failure rate analyses have been carried out in the past [5-11]. While [5] and [9] detail failure rates vs. time of some of the past papers do not. A literature review has shown that this paper is novel due to the fact that an analysis has never before been published for a population of modern multi MW offshore wind turbines. References [5-11] are based on a population of smaller older onshore wind turbines. This work contributes to the wind turbine O&M knowledge by providing operators and maintenance providers with an overview of how wind turbines and their sub-assemblies fail in relation to time. This can be used in O&M modelling or to assist with O&M decision making.

b. Reliability Theory

Wind turbine and wind turbine component failure rates are a key input to any O&M modelling. Past O&M modelling carried out by the authors of this paper and O&M modelling encountered in the literature review has used constant failure rates. However, reference [3] has stated that

1. "The assumption of constant failures and the adoption of average failure intensity is only valid in the case of no reliability growth (positive or negative) (Shape parameter equal to 1)"

2. "When positive reliability growth occurs the final failure intensity must be chosen as the expected value. (Shape parameter less than 1)"

3. "On the other hand when negative growth occurs the initial failure intensity should be used" (Shape parameter greater than 1)

Figure 1 shows the failure distributions with the shape parameters mentioned above.

It is clear from the graph that any shape parameter below 1 demonstrates a reliability improvement with time, above 1 shows a decline in reliability with time and a shape parameter of 1 shows a steady failure rate. These shape parameters are evident in the bathtub curve. The bathtub curve is shown in Figure 2. The first section of the bathtub curve shows rapid reliability improvements with a shape parameter of less than 1, this represents early failures in a component. The 2nd section has a constant failure rate with a shape parameter of 1 and represents intrinsic failures. The third section shows reliability decline with an increase in failure rate and a shape parameter of greater than 1. This is the component deterioration stage. The "early failures" and "deterioration" section are a special case non-homogenous Poisson process and can be represented by the power law process (PLP) [12] shown by the following equation:

\[
\lambda(t) = \rho \beta t^{-\beta} \quad (1)
\]

where:

- \( \lambda(t) \) = Failure rate as a function of time
- \( \rho \) = Scale Parameter
- \( \beta \) = Shape Parameter
- \( t \) = time

As mentioned, it is \( \beta \) that determines which stage of the bathtub curve the failure trend follows. If \( \beta \) is less than 1 the process becomes a Non-Homogenous Poisson Process (NHPP) meaning that the failures are random and can be represented with an average failure rate [12]. A number of steps for determining if a set of failure data are a HPP or PLP have been outlined in [3]. These steps can be seen in Section 3b.

The bathtub curve in Figure 2 is for a repairable system such as a wind turbine. A repairable system can usually be returned to operation after a failure by some repair process other than complete system replacement.

Reference [3] states that in a repairable system repairs can be defined as:

- Minimal Repair (The failed unit is brought back to the condition it was in immediately before failure)
- Perfect Repair (The failed unit is brought back to the condition it was in as new and TBF are identically distributed)
- Renewal model (acts like a non-repairable system statistically)
Figure 3 from [4] shows the average failure rates which were obtained from the same population analysed in this paper. Figure 4 from [2] then shows modelled O&M costs for different drive train types based on these results. The O&M results shown in Figure 4 are based on the assumption that the failure rates in figure 3 are constant, i.e. $\beta = 1$ and are considered to be a HPP. Figure 1 shows a curve of failure rates with time where $\beta = 1$.

The majority of wind turbine components are designed to last the 20 year design life of the wind turbine. As the oldest turbines in the population analysed for this paper are no more than half way through their design life the authors would not expect to be observing wear out failures at this stage. However early life failures from the first section of the bathtub curve may be observed. If this is the case the assumption that all failure rates are random used in the modelling in [2] may prove to be incorrect. It is with this possibility in mind that the failure rate vs time for the four components/groups mentioned in section 1 were analysed to determine if their shape parameters demonstrate a trend.

### Methodology

1. Offshore reliability data was obtained from industrial partners for the 5-10 wind farms throughout Europe.
2. Data was processed (cleaned and organised) to ensure all failures from the list of work orders were captured and no scheduled operations were wrongly captured as failures.
3. Data was analysed to determine overall failure rates and modes for each turbine.
4. Data was analysed to determine overall failure rates per cost category for each subassembly of the turbine.
5. Data was analysed to determine overall failure rates for each turbine and subassembly vs. Time.
6. Failure intensity functions were created and tested for goodness of fit and HPP or PLP properties.
7. Conclusions were drawn on correct failure rates to be used in O&M modelling.

The population analysed in this paper builds up to around 350 turbines over an eight year period. These turbines come from between 5-10 wind farms throughout Europe. The years of installation for the population are shown in Figure 5. It can be seen that 68% of the population analysed is between three and five years old and 32% is greater than 5 years old. In total this population provides 1768 turbine years or around 15.5 million hours of turbine operation.

All turbines in this population have the same rated power and rotor size. The rated power is between two and four MWs and the rotor diameter is between 80 and 120 metres. Exact population details cannot be provided for confidentiality reasons.
3. Results

As a means of determining whether the failures observed in the population described in Section 2 occurred randomly or displayed some form of early failure or reliability deterioration trend, the annual failure rate was plotted against the operational year for the gearbox, generator, converter, and for a grouping called rest of turbine. This section also shows a similar graph to Figure 3, except instead of showing overall average failure rates for each sub-system, a failure rate was provided for each of the 8 operational years for each subsystem.

a. Average failure rate vs. time

Figure 6 shows each of the failure sub-systems before the “rest of turbine grouping” is carried out. The rest of turbine grouping combines all failure components in Figure 6 except for the generator, gearbox, and converter. Close examination of Figure 6 shows that the average failure rate across all years of a component is often different to the average failure rate for each sub-system shown in Figure 3. There are two reasons for this: (i) the population size in each year is different and (ii) there is a small sub-population of turbines that have failures where the year of operation is not known. These turbines and failures are excluded from the analysis in Figure 6 but not from the analysis in Figure 3.

b. Failure Trends

To determine whether failure trends for the gearbox, generator, converter, and rest of turbine group follow a PLP or HPP, a number of steps had to be taken. Firstly, the average failure rate for each operational year was plotted and a trend line was fitted. The shape parameter was estimated using the least squares estimation method. The trend line and shape parameter then had to be tested for a 95% goodness of fit and a final test on whether the trend was following the PLP or HPP was carried out.

The same process as the one carried out in [3] was used to test the goodness of fit of the trend line in which the following equation, equation (2), was used to calculate a chi square value which could then be tested off standard probability tables to determine if the null Hypothesis that “the data was governed by the assumed distribution” could be accepted or rejected.

\[ X^2 = \sum \frac{(observed - expected)^2}{expected} \]  

(2)

A similar test based on equation (3) is carried out to determine whether the null hypothesis that “the failure trend follows the HPP” can be accepted or rejected.

\[ X^2 = \sum E_i \left( \frac{O_i - E_i}{E_i} \right)^2 \]  

(3)

where:

\[ O_i = \text{Observed failures in time period } i \]

\[ E_i = \text{Expected failures in time period } i \]

Expected failure rates in time period \( i \) is given by the number of turbines in time period \( i \) × mean failure rate.

When the results of equations (2) and (3) are compared to the standard tables it can be determined if the goodness of fit is acceptable. As detailed in [3] once the goodness of fit is accepted, Table 1 [3] can be used to determine if the failure trend is deteriorating, improving or remaining steady.

<table>
<thead>
<tr>
<th>( H_0 )</th>
<th>Shape Parameter</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted</td>
<td>( 0.79 &lt; \beta &lt; 1.2 )</td>
<td>Constant Failure</td>
</tr>
<tr>
<td>Rejected</td>
<td>( \beta &gt; 1 )</td>
<td>Deterioration</td>
</tr>
<tr>
<td>Rejected</td>
<td>( \beta &lt; 1 )</td>
<td>Early Failures</td>
</tr>
</tbody>
</table>

Table 1: Interpretation of HPP and PLP [3]

c. Gearbox

The failure distribution for the gearbox can be seen in Figure 7. The gearbox passes the goodness of fit analysis. The trend line has a shape parameter of 0.869. The HPP hypothesis is rejected. Based on Table 1, all of the above means the gearbox displays slight early failure characteristics. This is not the case with the gearbox data examined in [3] in which early failures are not observed. A reason for the difference may be the learnings from the move from onshore to offshore.

Figure 8 shows what the failure rate per operational year consists of. It can be seen that the gearbox shows mostly minor repair but a high percentage of major issues in comparison to the rest of turbine group seen in Figure 14. These major issues are seen in the earlier years of operation and reduce in the later years.

For the purpose of this study a minor repair is any repair that the cost of materials for repair was less than €10,000, a major repair was between €10,000 and €100,000 and a major replacement was over €100,000.

Figure 8: Gearbox failure categories
reason for the difference may be the harsher environment offshore leading to a slightly increasing failure rate with time. Early failures from the move to offshore may not have been seen because the type of generator used in this analysed population is a very mature and understood generator for the manufacturer.

Discussion and Conclusion

The results from this paper have shown that all four sub-system/groups analysed display either early failure or reliability deterioration trends. Even though shape parameters were sometimes between 0.79 and 1.2, none of the four sub-system/groups could be represented by the HPP, which past O&M modelling has assumed. Based on these results and findings from other papers that suggest average failure rates should not be used when failure trends are observed it can be concluded that past O&M cost modelling may be improved by observing failure rate trends prior to selecting the failure rate to represent the turbine subsystem.

The gearbox displayed a slight early failure trend suggesting that rather than taking the average failure rate over the 8 year period the failure rate from year 8 should be taken as an input for O&M modelling. The same can be said for the converter and “Rest of turbine failure rates”. The generator displayed failure deterioration suggesting the failure rates from the first year of operation should be used as an input for O&M modelling.

In the case of this population, even though all 4 subsystems/groups passed the hypothesis test for goodness of fit, a low $R^2$ value and a large amount of variance from the trend lines can be seen in most graphs. The shape parameters were also in the range that can represent HPP. It is for these reasons that it is hard to have confidence that values taken from the failure trends were significantly more representative than average failures. An investigation into this is an area of further work for the authors.

Even though the turbine population presented in this paper is produced by a single manufacturer and is essentially the same turbine type (rating, rotor size), there remains some variance in sub-populations and these have not been analysed. For example, manufacturers often introduce upgrades from one turbine version to the next and this may influence failure rates and trends. This analysis has been carried out based on the year of operation of each turbine and not the calendar year. Consequently, factors tied to a calendar year are hidden. This data is obtained from several different wind farms, each of which experiences different site conditions and maintenance regimes.
The analysis in this paper ignores these variations in the population and so the conclusions should be interpreted with this in mind.
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Abstract

The power-converter system in variable-speed wind turbines is a frequent source of failure, which causes considerable maintenance cost and downtime. As a basis for the development of effective measures for enhancing the converter reliability, it is crucial to understand the prevailing causes and mechanisms leading to these failures within the wind-power application. This is the subject of a research project carried out in a large consortium including wind-turbine and component manufacturers, operators and maintenance service providers, Fraunhofer institutes and academia. This paper presents firstly the results of the statistical analysis of field-failure and cost data collected during 2003-2014, which covers 1,205 operating years of onshore wind turbines with doubly-fed induction generator (DFIG) and electrically-excited synchronous generators (EESG). The investigation aims at identifying the weak points and main cost drivers within the converter system. For both DFIG- and EESG-based wind turbines, the phase-module category, which includes the power-electronic components, their driver boards as well as DC-link capacitors and busbars, stands out with respect to failure rates, related downtime and repair cost. A comparison of repair cost and revenue losses resulting from downtime shows that the economic impact of converter failure is dominated by the repair cost. Based on the analysed dataset, the reliability of the fully-rated power converters in the turbines with EESG is found to be higher than that of the partially-rated converters in the turbines with DFIG.

Keywords

wind turbine, power electronics, converter, reliability, failure, root-cause analysis

1. Introduction

Numerous studies have identified the power converter as a frequent source of failure in variable-speed wind turbines (cf. [1-5]). This is in line with the experiences made by wind-turbine operators worldwide, who state the limited converter reliability to be a considerable driver of maintenance cost and downtime. However, the development of remedial measures is hindered by the fact that little is known about the causes and mechanisms underlying the converter failures.

Comprehensive research has been carried out on the thermal- and power-cycling induced failure mechanisms known to be life-limiting in IGBT-based converters in other applications (see e.g. [6-13]): the lift-off or fatigue-damage of the bond wires, and the fatigue of die-attach or baseplate solder joints. However, the results of a first study on the root causes of converter failure [14] suggest that those mechanisms play a minor role in wind turbines and emphasise the importance of a field-experience based approach to the problem.

On this background, a research cluster for enhancing power-converter reliability in wind turbines has been established in Germany [16]. In this cluster, numerous companies join forces with Fraunhofer institutes and academia in order to move from suspected failure causes to clear evidence and, in the next step, to effective countermeasures. The project consortium includes a wind-turbine OEM and converter manufacturers, converter-component suppliers, wind-turbine operators, maintenance service providers, an insurer and companies specialised in measuring and monitoring technology. Among the key tasks of the project is an extensive root-cause analysis, which is based on comprehensive field-data analysis, directed measurement campaigns, post-mortem analysis of failed converter components as well as a detailed modelling of the dynamic interaction of mechanical and electrical drivetrain components.

In addition, the research subjects of the cluster include condition-monitoring approaches for the power converter and fault-tolerant generator-converter systems, with the overall objective to enhance the reliability and maximise the availability of power converters in wind turbines.

This paper presents first results of the statistical field-data analysis carried out within the research cluster described above. The objective of this analysis is to identify the predominantly failing components within the power-converter system as well as the main cost drivers, including both the repair cost and the revenue losses resulting from converter unavailability. In this way, the work aims to provide a basis for directing subsequent research to the most critical components of the converter system.

The paper is structured in the following way: Section 2 describes the dataset and the wind-turbine fleets from which the data was collected. The procedure of analysis and the key equations are provided in Section 3. The results obtained for the wind-turbine fleets with doubly-fed induction generators (DFIG) and electrically-excited synchronous generators (EESG), respectively, are presented in Section 4. Finally, the key conclusions and an outlook to future work are provided in Section 5.

2. Data basis

The analysis is based on a dataset of maintenance and operating data that includes repair-cost and downtime information for each failure event. The results presented in the following are based on two different fleets: The first one consists of 103 wind turbines equipped with DFIG, which are located in 11 onshore wind parks in Germany. This dataset spans in total 925 years of wind-turbine operation during 2003-2014. The partially-rated converters in the turbines with DFIG are IGBT-based low-voltage converters (two-level back-to-back voltage source converters). The fleet consists of turbines of three manufacturers, with the commissioning dates of the turbines ranging from 1999 to 2007 and turbine rated capacities in the range of 1500 kW to 2300 kW. The second fleet consists of 41 turbines with rated capacities of 500 kW to 1800 kW located in 4 onshore wind parks in Germany, with turbine commissioning dates in the period 1997-2002. The EESG dataset covers 344 years of operation during the years 2003-2014.

3. Method of analysis

In contrast to the preceding study described in [14] [15], the present work takes the complete converter system into consideration. Based on failure descriptions and information on used spare parts contained in the maintenance records, the failures of the converter are classified according to the following categories:

- phase module (including IGBT modules and corresponding driver boards, DC-link capacitors, busbars)
- converter control board
- crowbar (DFIG only)
- cooling system
- semiconductor fuse
- main circuit breaker
- grid-coupling contactor
- other converter failures

Note that within the scope of this analysis, only faults requiring on-site repair and the consumption of material or spare parts are considered as failures (i.e. faults remedied e.g. by a remote reset or by cleaning components are not included). Because phase modules are typically replaced as complete units, the data does not allow a further localisation of the defect inside the phase modules.

The average failure rate of each converter-component category is calculated according to...
4. Results and discussion

It can be noted from Figure 1 that the converter components have the highest failure rate among the considered component categories. On average, there were 0.53 failures per wind turbine and year in DFIG and 0.08 in EESG respectively. Due to the fact that in case of multiple component categories being affected in one incident, the repair cost is a bulk sum and the exact contribution of the component failure rates is higher than the overall component failure rate.

Correspondingly, the average repair cost $C_{rep,i}$ and the average downtime $T_{down,i}$ per year in the component category $i$ are calculated using:

$$
C_{rep,i} = \frac{\sum_{t} C_{rep,i,t} \cdot T_{down,i,t}}{\sum_{t} T_{down,i,t}}
$$

$$
T_{down,i} = \frac{\sum_{t} C_{rep,i,t} \cdot T_{down,i,t}}{\sum_{t} C_{rep,i,t}}
$$

with $N_{i}$ denoting the number of failures of the $i$-th component in the time interval $X$, $f_{i}$ describing the failure rate of the $i$-th component in the time interval $X$, and $T_{i}$ being the duration of the time interval $X$. All failure rates are calculated based on component failure events per year in the DFIG and EESG fleet.

$$
\sum_{i} f_{i} \cdot T_{i} = \frac{1}{\text{wind turbines} \cdot \text{year}}
$$

With $\sum_{i} f_{i} \cdot T_{i}$ denoting the overall rate of converter failure events. Other categories of converter failure events are unknown.

A similar procedure is used to estimate the repair cost corresponding to the respective failure events. It reveals that the phase module category in both DFIG and EESG turbines dominates the repair costs. In case there are failures for repair of the different component categories, the cost for replacing the phase module by far exceeds the cost of replacing other components.

Figure 2 shows the percentage distribution of failed components over the different categories. The repair cost is clearly dominated by the phase-module category. The cost for replacing a phase module by far exceeds the cost of replacing other components.

Figure 3 shows the distribution of repair cost over the component categories. It reveals that semiconductor fuses and crowbars constitute the largest portions in the DFIG fleet. In case of the EESG turbines, the converter control board, the semiconductor fuse and the main circuit breaker are the components being most often affected by failures besides the power-module category. If multiple component categories are affected in the failure event but the phase module remained intact, the repair cost is equally distributed over the concerned categories. In case there are failures for repair of the different component categories, the cost for replacing the phase module by far exceeds the cost of replacing other components.

Note that some uncertainty arises from the abovementioned failure of several components in one incident, as in those cases the repair cost is a bulk sum and the exact contribution of the component failure rates is higher than the overall component failure rate.
module and other converter failures is observed in the data, the downtime is assigned to the affected component categories in equal portions for all multiple-category failures.

In order to assess the economic impact of the downtime, the average revenue loss resulting from converter unavailability is estimated. With an average rated capacity of $P_{\text{rated,mean}} = 1.67 \text{ MW}$ per DFIG-based turbine and assuming a sales price of electricity of $C_{\text{elec}} = 85 \text{ €/MWh}$ as well as a capacity factor of $\eta = 0.18$, the mean converter-related downtime of 24h in the DFIG fleet translates into an annual revenue loss of approximately 600 € per wind turbine and year according to:

$$c_{\text{revenue}} = P_{r} \cdot \eta \cdot C_{\text{elec}} \cdot t_{\text{down}} \quad (4)$$

This can be compared with the average repair cost due to converter failure per turbine and year of approximately 3600 € calculated using Eq. (2), see Table 1. As a consequence of the lower converter failure rates found in the EESG fleet, both the resulting average repair cost and the revenue losses due to lost production are significantly lower for these turbines. The repair costs exceed the downtime-related losses by a factor of 3 to 6.

5. Conclusions and outlook

Within the main converter systems of the analysed fleet of wind turbines with DFIG and partially-rated converter, the phase-module category stands out with the highest failure rates. The number of 0.21 failures per turbine and year obtained for the fleet of DFIG turbines is in a similar order of magnitude as the value of 0.12-0.15 failures per turbine and year obtained for IGBT-module failures in the converters of DFIG and EESG turbines in [14][15]. Comparing the failure rates of the DFIG and EESG fleets analysed in this paper, both the average overall converter failure rate and the phase-module failure rate of the EESG turbines are found to be significantly lower than those of the DFIG fleet.

The economic impact of phase-module failures dominates over the other categories due to their high repair cost: Approximately 64% of the annual cost for converter repair in DFIG and 77% in EESG turbines is caused by failures of the phase modules. The economic impact of the repair cost is found to be considerably higher than that resulting from converter-related turbine downtime.

In summary, the phase modules can be concluded to be both the weak point in terms of reliability and the main cost driver in the considered converter systems. This suggests that future research should focus particularly on clarifying the root causes and developing reliability-enhancing solutions for this component.

The analysis presented in this paper is based on a subset of data that contains not only failure data but also the related repair-cost and downtime information. This data subset covers 1269 years of wind-turbine operation. As a result of the present work, the subsequent field-data analysis and root-cause investigations within the Innovation Cluster on Power Electronics for Renewables [16], for which a data basis with more than 5000 wind-turbine operating years is presently being collected and evaluated, will give particular attention to the phase-module components.

Abbreviations

DFIG Doubly-fed induction generator
EESG Electrically excited synchronous generator
IGBT Insulated gate bipolar transistor
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Table 1: Economic impact of converter failure through downtime and repair cost

<table>
<thead>
<tr>
<th></th>
<th>DFIG fleet ($P_{\text{rated,mean}} = 1.67 \text{ MW}$)</th>
<th>EESG fleet ($P_{\text{rated,mean}} = 1.25 \text{ MW}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average downtime ($t_{\text{down}}$)</td>
<td>24 h/turb./a</td>
<td>8 h/turb./a</td>
</tr>
<tr>
<td>Associated revenue loss ($c_{\text{revenue}}$)</td>
<td>600 €/turb./a</td>
<td>160 €/turb./a</td>
</tr>
<tr>
<td>Repair cost ($c_{\text{repair}}$)</td>
<td>3600 €/turb./a</td>
<td>530 €/turb./a</td>
</tr>
</tbody>
</table>


[16] Website of the Fraunhofer Innovationscluster "Leistungselektronik für regenerative Energiesysteme" (Innovation cluster on power electronics for renewables), www.power4re.de
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Abstract
One of the wind turbine nacelles at Taikoyama wind farm collapsed due to the fatigue failure of high tension bolts. Strain gauges and accelerometers were installed on the wind turbine to verify the aerodynamic model. Furthermore, a FEM model was built in order to find out the relationship between tower tube and high tension bolts at the position of flange joint, where the fracture occurred. When the bolt's pre-tension force decreases, its stress range increases. Less the pretension force left, the larger the stress range will be. Hence when pre-tension force is 0%, the fatigue life is left for only a few days. On the other hand when 17 bolts are damaged, the turbine tube stress is three times larger than the stress when all the bolts are in good condition. Hence the fatigue evaluation shows that the life time rapidly decreases to less than two months compared with that of the normal life time which is 20 years.

Key Words: Fatigue failure, pre-tension force, high tension bolt, nacelle collapse.

1. Introduction
The Taikoyama wind farm is located at the top of Taikoyama Mountain, Kyoto Prefecture, Japan, which is surrounded by the Tango peninsula and faces north to the Sea of Japan. The construction cost is approximately 12.5 million dollars and it reduces nearly 5900 tons of carbon dioxide every year. The wind farm information is summarized in Table 1.

In March 2013 the nacelle of No.3 wind turbine collapsed[1] and the accident scene and schematic diagram of the wind turbine is shown in Fig. 1.

2. Field measurement
2.1 Wind condition investigation
All the data were measured from Feb. 2nd 2015 to Feb. 28th 2015.

The detailed structure is shown in Fig. 2.

The field investigation indicates that the wind condition satisfied the construction requirement based on the IEC 61400-1[2] including annual wind speed, turbulence intensity and flow inclination angle. By observing the fracture section of the tower tube, we found that the material strength was strong enough, but evidence of fatigue crack propagation was detected at the inner surface of the tube. Furthermore, 17 broken bolts were found during the field investigation and fatigue cracks were also detected. By comparing the two aspects, fracture is considered to be preceded by a certain degree of fatigue damage caused by the reduction of bolts pretension force up to 30%~100%.

The wind turbine collapsed very early in 12 years, where the expected life period was 20 years. Moreover, the accident happened only three months after the periodical inspection was carried out. Additionally, there are more than 120 wind turbines in service of the same type across Japan. Therefore, it is necessary and urgent to understand the cause of this accident, so that this kind of accident can be prevented in the future.

This paper proceeds as follows: 1) Field measurement; 2) Aerodynamic modelling and verification; 3) Clarity the fracture section's aerodynamic characteristics; 4) Explain the relationship between nominal stress, local stress and high tension force, high tension bolt, nacelle collapse. When the fracture occurred, so that this kind of accident can be prevented in the future.
Since the details were commercial confidentiality, we adjust rated power output and maximum rotor speed according to the measurement data. Moreover a five degrees pitch angle error is considered to eliminate the error in pitch control. With the adjustment above the power output, rotor speed and pitch angle are now close to the measurement data as shown in Fig. 9.

### 3. Aerodynamic analysis and fatigue life investigation

#### 3.1 Aerodynamic modelling

Aerodynamic model is built to simulate the dynamic performance by GL’s Bladed wind turbine modelling tool[5]. The tower section refers to the real engineering drawings. For commercial confidentiality, the blade profile is not available from manufacturer. As a result we selected airfoils from NREL’s airfoil family, which are S818 for root section, S830 for primary section and S831 for tip section[6], and thickness/chord ratio, Reynolds number, lift coefficient Cl and draft coefficient Cd were determined.

For control method, some adjustment had been applied. In case of the high turbulence intensity in the mountainous area, the wind turbine encounter over speed at times. Once it exceeds the maximum rotor speed of 33 rpm, it stops suddenly and start to operate again when the rotor speed drops below the maximum value which causes frequent downtime. Hence the manufacturer modified the maximum rotor speed and power output to decrease the downtime.

<p>| Table 2 Key parameters for Bladed modelling |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Rated Power (kW)</th>
<th>Torque (Nm)</th>
<th>Rotor speed (rpm)</th>
<th>Error in Pitch angle (degree)</th>
<th>Pitch control</th>
</tr>
</thead>
<tbody>
<tr>
<td>750</td>
<td>26rpm</td>
<td>0</td>
<td>0.459180</td>
<td></td>
</tr>
<tr>
<td>630</td>
<td>29rpm</td>
<td>5</td>
<td>0.492799</td>
<td></td>
</tr>
</tbody>
</table>

A field test was carried out to measure the natural frequency of the tower. The damping ratio of the 1st...
order frequency was applied as 0.5% based on the field inspection [1]. The natural frequency is shown in Table 3, which is consistent with the aerodynamic simulation result.

Table 3 Comparison of tower natural frequencies

<table>
<thead>
<tr>
<th>Tower natural frequencies</th>
<th>Measurement</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0th order (side-side)</td>
<td>0.519Hz</td>
<td>0.533</td>
</tr>
<tr>
<td>1st order (fore-fore)</td>
<td>3.83Hz</td>
<td>3.685</td>
</tr>
<tr>
<td>2nd order (side-side)</td>
<td>3.83Hz</td>
<td>3.578</td>
</tr>
</tbody>
</table>

Finally, Fig. 10 shows the measurement and simulation results for moment at 12.6m above tower base were in good agreement, and the aerodynamic model is verified to be correct.

3.2 Characteristics of fracture section

Fig. 11 (a) and Fig. 11 (b) show simulated axial force N and bending moment M at the tower fracture section (45.94m) at different wind speeds respectively according to simulation result. Hence the nominal stress can be calculated from equation (6), where A is the sectional area and Z is the sectional resistance moment.

\[ \sigma_n = \frac{N}{A} - \frac{M}{Z} \]  

3.3 FEM modelling

The fracture section is very close to the top flange welding position, and according to the field investigation the fatigue failure propagated at the inner surface of the tower tube, so the stress concentration and spatial effect may influence the local stress significantly. A 3D FEM model is built to clarify the relationship between nominal stress \( \sigma_n \), local stress \( \sigma_{local} \) and bolt get pre-tension force before and after the bolts damaged. The relationship of nacelle weight, thrust force and top flange is illustrated in Fig. 12. The nacelle weights 53.3t and it is rigidly connected to the yaw bearing. The stress concentration factor of welding geometric profile was proposed by Caucase[8]. The case for Taikomaya wind turbine is as shown in Fig. 13. Solid element is used for the modelling of yaw bearing, top flange and bolts, and shell element is used for tower tube modelling. Furthermore, contact element is considered for the contact surface of yaw bearing and top flange and the friction factor is 0.2. The bolts are rigidly connected to the yaw bearing.

3.4 Investigation of the tower tube fatigue life

As for the tower tube, Fig. 14 shows the cases when 17 bolts damaged.

\[ \sigma_{local} = -3.05 + 2.65\sigma_n \]  

Equation (7) (8) are plotted in Fig. 16. When 17 bolts are broken, the local stress is more than three times larger than bolts at normal condition.

The relationship between nominal stress and local stress considering the welding stress concentration [7] is now given as following respectively:

Bolts normal \[ \sigma_{local} = -10.6 + 6.35\sigma_n + 0.16\sigma_n^2 \]  

Equation (7) (8) are plotted in Fig. 16. When 17 bolts are broken, the local stress is more than three times larger than bolts at normal condition.

With a time period of 10 minutes, the time series simulation result is available for each wind speed combining aerodynamic model with equation (7) and (8). When the wind speed is low, the tensile stress predominates. However with increase in wind speed, compressive stress occurs and the stress amplitude
increases. The case of wind speed at 22 m/s is shown in Fig. 17. With the time history of bolt pre-tension stress, we can investigate its fatigue life. Rain flow counting algorithm is used for fatigue analysis in order to reduce the spectrum of varying stress into a set of simple stress reversals. Goodman relation as shown in equation (9) is used to quantify the interaction of mean and alternating stresses.

\[ \sigma_a = \sigma_w (1 - \frac{\sigma_m}{\sigma_B}) \]  

(9)

\( \sigma_a \) is the alternating stress from rain flow counting result, \( \sigma_w \) is the mean stress, \( \sigma_B \) is the fatigue limit for completely reversed loading and \( \sigma_m \) is the ultimate tensile strength of the material, which is 403 MPa for SM400 steel.

By using the fatigue limit for completely reversed loading \( \sigma_w \) S-N curve based on GL wind 2005 with a detail category of 71(9), and Miner’s rule, the accumulative damage \( D \) in 10 minutes is given in Equation (10), and failure is reached when \( D \) equals to 1.

\[ \sum \frac{n_i}{N_i} = D \]  

(10)

Frequency distribution of the wind speed is based on Rayleigh distribution with a mean annual wind speed of 8.5 m/s.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life is 27.5 years, which is in agreement with the design requirement. However, if 17 bolts are broken, the fatigue life decreases dramatically to 0.09 years, approximately one month. It is in accordance with the time interval between the last periodical inspection and the accident.

### 3.5 Investigation of the high tension bolts fatigue life

Based on the field investigation [1], six bolts at nacelle’s opposite side were found to have reduction pre-tension force reduced as shown in Fig. 19.

![Fig. 19 Bolts pre-tension force decreasing](Image)

In order to recreate the real situation, bolts pre-tension force is set in six different cases which were 100%, 80%, 60%, 40%, 20% and 0% of the design pre-tension force corresponding to 850 kN/m torque. The relationship between the nominal stress and bolt pre-tension stress is given as shown in Fig. 20. With the nominal stress increasing, the stress gradient increases as pre-tension decreases, and it is much more obvious when the pre-tension force decreases.

The fatigue life investigation follows the rules mentioned in Section 3.4. The ultimate tensile strength of FT10 bolts is 1000 MPa and the detail category is 36.

The bolts fatigue life is shown in Fig. 22.

![Fig. 22 Bolts fatigue life vs. bolt pre-tension percentage](Image)

As we can see that when the pre-tension force is over 40%, the life time does not decrease. However when the pre-tension force is below 40% the fatigue life time drops dramatically as only a few days left, when the pre-tension force is 0%.

### 4. Conclusions

This research is based on the collapse accident of Taikoyama wind farm No.3 turbine. The field measurement of tower model frequency, SCADA data and strain gauge data were measured. At the same time the aerodynamic model was built. In addition, the tower top FEM model was built to evaluate the high-tension bolts and tower tube fatigue life.

The cause of the collapse of the wind turbine is discussed and the following conclusions were drawn:

1) Due to high turbulence intensity at site, the control of the wind turbine was modified by manufacturer. Power output and maximum rotor speed were adjusted according to measurement data, and a five degree of pitch error was applied. With this control method the simulation results show good agreement with measurement results;

2) For the high tension bolts, by considering the nonlinear phenomenon and stress concentration closed to welding zone, when the pre-tension force decreases, the stress range increases, especially when pre-tension force is 0% it is 50 times larger. The less the pre-tension force left, the larger its range is.

As a result, when the pre-tension force is below 40% the fatigue life time drops dramatically and it is only a few days when the pre-tension force is 0%;

3) Similarly, the FEM model shows that with 17 bolts broken the local stress at fracture section increases more than three times compared with the case of bolts at normal condition. This phenomenon accelerated the fatigue initiation and propagation and the fatigue life of the fracture section decreases dramatically to 1/20 of its life time.

4) The reason for the Taikoyama wind farm accident is now clearly understood in a detailed manner. It is not the matter of design or material, but was due to the fatigue failure caused by the reduction of high tension bolts' pre-tension force.

For the Taikoyama wind turbines' high tension bolts, according to the service manual the temporary torquing and final torquing was applied. And at the time of 500 hours after bolt changing, the re-torquing must be applied. However at the time of periodic bolt changing operation, the re-torquing was not applied. The wind turbine is a rotating machine system, in which the contact surface and the bolt itself plasticity deforms accompany with the wind turbine operation, and therefore the pre-tension force reduces.

Moreover, according to the service manual, 5% of the bolts should be inspected per year, which means only three bolts were inspected. We should check at least 16 bolts per year in order to cover the bolts in all wind direction.

Besides, during the year from 2005 to 2008, the workers only conducted the method of counter mark inspection to make sure the torque was enough. It is a serious problem between manufacturer and operator that expertise technique is not transferred.
accurately and efficiently. Clear rules must be made
even after guarantee periods, or it may lead to
devastating accident.
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Abstract

Wind Turbine (WT) global installed capacity is expected to increase from 318GW to 596GW between 2013 and 2019, with an increasing proportion being from offshore wind farms. With up to 70% of Operations and Maintenance (O&M) costs coming from unplanned maintenance, the adoption of cost effective condition monitoring (CM) techniques is crucial for competitive development of offshore wind.

Monitoring the torque of a WT can provide much information about the WT’s health and it has been shown to be successful in the detection of faults in the main drive train components. Although WT torsional effects are important, torque measurement on such a large, low speed, inaccessible machine is practically and logistically difficult, although it is possible using costly specialised intrusive in-line equipment.

This paper presents the development of a non-intrusive method for monitoring the drive train torque using timing differences between optical probe measurements along a shaft. An algorithm has been developed and initially verified using a simulated WT for speed and torque data. The algorithm torque was accurate to within ±3% of the input.

The initial performance of the proposed technique has been successfully tested experimentally under both steady and transient torque conditions. Experimental results show good agreement between the algorithm predictions and the measurements. The proposed algorithm successfully detects changes in shaft speed and torque, with the torque mean percentage error within 16-25%. Once implemented on a WT drive train, the proposed non-intrusive method can overcome the majority of problems limiting the industrial application of CM systems (CMSs) based on shaft torque measurements.

Keywords: Wind turbine, torque, non-intrusive measurement, condition monitoring

1. Introduction

Wind energy is seeing huge increases in production with the Global Wind Energy Council reporting that global installed wind capacity has increased from 6.1 GW in 1996 to 318 GW in 2013, and is predicted to rise to 596 GW by the end of 2018 [1]. Offshore wind has significant generation potential, in particular in Europe, with increasingly large-scale sites identified as suitable for offshore development and benefiting from a favourable wind resource. Offshore wind is therefore expected to play a significant role in meeting this target, with projections of an increase in the proportion of offshore turbines from 2% to 10% of global wind capacity between 2015 and 2020 [2].

There are many advantages for going offshore including higher quality wind resources, less turbulence, larger WT ratings and less problematic visual intrusion. However, the harsher conditions offshore produce more significant variable loading along with different site accessibility for maintenance as favourable weather conditions and special service vessels are required for transportation of the maintenance team [3]. As large-scale wind farms (WF) move further offshore, achieving a high availability and capacity factor and ensuring that loss of energy and turbine downtime is minimised, are essential for a competitive cost of energy. The costs of offshore O&M have been quantified as three to five times higher than those onshore [4], with a considerable part, typically up to 65-70%, associated with unscheduled maintenance [5, 6], resulting in unexpected WT downtime, reduced availability and lost revenue. Repair costs are not the only consequence of maintenance as the time that is lost in which the turbine could have been generating energy and revenue must also be considered. These issues highlight the importance of O&M strategy within economic viability evaluation of large offshore WFs [7].

The adoption of cost effective condition monitoring (CM) techniques is crucial in reducing O&M costs, avoiding catastrophic failures and minimizing costly corrective maintenance. As the loading on the WT drive train components is highly variable the study of transient conditions is fundamental to the development of reliable CM techniques.

The potential of monitoring different WT drive train components using the shaft torque signal is significant as it contains information on the mechanical response to wind before any generator effects. Recent studies have shown the potential benefits of adopting condition monitoring systems (CMSs) based on the measurement of WT drive train shaft torque for the detection of rotor electrical asymmetry and machine winding faults [8-10], mass imbalance [11], gearbox failures [12], blade mass imbalance and aerodynamic asymmetry [13]. However, the measurement of shaft torque is largely limited to the laboratory environment. The major obstacle to industrial application is the costly and intrusive nature of the required measurement equipment, which is impractical for long-term use on operating WTs [14, 15].

This paper details research conducted on a low-cost, non-intrusive WT torque measurement method based on timing differences between optical probe signals along the shaft with a focus on tracking transient conditions for use in a CMS.

2. Theoretical Background

The torque applied to a rotating shaft is proportional to the twist angle between two points on the shaft [18]:

\[ T = \tau \dot{\theta} + C \theta + K \theta \]

where \( T \) is the applied torque (Nm), \( \dot{\theta} \) is the shaft angular speed (rad/s), \( C \) is the shaft damping coefficient (kgm/s/rad), \( K \) is the shaft torsional stiffness (Nm/rad) and \( \theta \) is the relative twist angle (rad) given by:

\[ \dot{\theta} = \theta - \bar{\theta} \]

\[ \dot{\theta} = \theta - \theta_{0} \]

\[ \bar{\theta} = \theta - \theta_{0} \]

where \( \theta_{0} \) is the absolute twist angle and \( \bar{\theta} \) is the no-load twist. \( \theta_{0} \) can be calculated by measuring the timing difference and rotational speed between two points on the shaft [17]:

\[ \theta_{0} = \frac{\omega \Delta t}{\omega_{0} - \omega} \]  

Figure 1: Typical pulse trains from the two shaft ends, where \( \tau \) is the period and \( \Delta t \) is the phase shift.

The shaft rotational speed is calculated as:

\[ \omega = \frac{\tau \Delta t}{\tau_{P}} \]

where \( \tau_{P} \) is the number of pulses per shaft revolution and \( \tau \) is the pulse train period (s).

For a given shaft stiffness, damping coefficient and moment of inertia, the measurement of the phase shift between two pulse trains \( \Delta t \) and the calculation of \( \omega \) allow the calculation of the shaft torque from equations (1)-(3).
4. Simulation Results

To validate the proposed approach, simulated WT drive train data were created using DNV GL’s Bladed 4.6 software. The aim of using the Bladed simulations was to prove the effectiveness of the process of reconstructing the shaft speed and torque signals by using discrete pulse trains. The twist angle has been reconstructed from the simulation speed and torque data and used to generate an example pulse train. By analysing this pulse train, the ability of the algorithm to reverse the process could be tested. The main features of the reference example WT used in the simulations are shown in Table 1.

Table 1: WT parameters used in the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade Length (m)</td>
<td>38.75</td>
</tr>
<tr>
<td>Cut-in Speed (m/s)</td>
<td>4</td>
</tr>
<tr>
<td>Cut-out Speed (m/s)</td>
<td>25</td>
</tr>
<tr>
<td>Gearbox Ratio</td>
<td>83.33</td>
</tr>
</tbody>
</table>

High speed shaft speed and torque data were collected at 20 Hz under a mean wind speed of 12 m/s with 16% longitudinal turbulence intensity. The data were resampled to 50 kHz and interpolated to create pulse trains for the calculation of shaft speed and torque by using the shaft parameters of the example WT in Bladed. The resulting algorithm response compared to input data is shown in Figure 2.

The trend of the input data simulated by Bladed is followed well by the algorithm output with a maximum percentage error noise associated of ±3%. The non-perfect reversibility between the original simulated signal and the one reconstructed by the algorithm introduces a slight reduction in the signal accuracy and the introduction of a certain level of noise.

An increase in the re-sampling frequency of the input data up to 100 kHz has shown a reduction of the noise levels to ±1.5%, suggesting that the sampling frequency and subsequent noise were issues requiring further investigation. The analysis of the pulse trains proved this to be correct as extra time steps at a higher sampling rate meant that the pulses were generated to a higher accuracy. The effect of resampling at a higher frequency is to produce signals which allow a smoother and continuous monitoring of the phase shift and period changes in the pulse trains. Consequently the algorithm measured the phase shift and period to a higher precision which produced a more accurate measurement.

5. Test Rig

Physical testing was performed to verify the proposed algorithm. Figure 3 provides a schematic of the torque test rig developed at Durham University and Figure 4 is a photo of the test stand which shows its main components and instrumentation system.

The test rig features a 4-pole 5 kW grid-connected induction generator driven by a 4-pole 5 kW induction motor. The motor shaft speed is varied via an inverter drive. The generator is connected to a VARIAC in order to vary the stator voltage and hence the shaft torque. An in-line Magtrol TM 212 torque transducer, measuring the shaft torque and speed, acts as a reference for comparison with the algorithm output. On either side of the transducer are the bar codes and OPTEK optical probes used to generate input data for the algorithm. Each bar code features 8 pulses per revolution and has been designed such that it divides into equal black and white segments, in both number and size, and that its total length fits exactly around the shaft. This design was selected so that the resulting pulses have a 50% duty cycle which makes phase shift measurement processing easier. The optical sensors consist of an Infrared (890nm) Light Emitting Diode (LED) and a NPN silicon Phototransistor, mounted side-by-side on converging optical axes. Couplings and bearings along the shaft ensure minimal radial shaft displacement helping to minimise a source of error when reading the bar codes.

Signals recorded from the optical probes are transmitted to a National Instruments data acquisition pad (USB-6009 DAQ pad) which is in turn connected by USB connection to the LabVIEW data acquisition environment. The probe sampling frequency was set at 24 kHz as this was the maximum possible for the NI USB-6009 data acquisition hardware. The torque transducer output is connected to a computer interface through the Magtrol Torque 1.0 data acquisition software and compared to the algorithm torque as verification.

6. Data Filtering

Data filtering has been performed on the signals recorded during the experiments in order to reduce the inherent systematic noise associated to the laboratory environment and to guarantee accuracy in the algorithm output.

Firstly a digital conversion was required to convert the optical probe voltage signals. A MATLAB code was implemented to convert any high voltage signal to a 1 and any low voltage signal to a 0. This conversion to a digital signal was performed in order to improve the algorithm train pulse edge detection and therefore the period and phase shift measurements.

Further filtering was carried out to ensure that any spikes in the middle of pulses were smoothed out. This was accomplished by...
Comparing each data point with the previous 400µs of data as well along with following 400µs. If all of these data points matched except the one being examined, a noise spike was detected and converted to match the other 800µs of data points. Examination of these spikes showed they had a less than 40µs duration, therefore analysing each data point using a range ten times longer than this assures that checks are made on the digital state of the pulse rather than on noise spikes. A larger analysis period than 400µs risked analysing beyond a transition stage which means errors would not be detected through this method.

Preliminary experimental results showed that the physical optical probes did not display the transition in the pulse trains as a sharp edge but oscillated from previous to final state for up to 200µs before settling. A filter was then designed to detect any change in digital state between consecutive time steps. It inspected the state of the pulse in the previous 400µs and the state of the pulse for the next 400-800µs. A 400µs period was chosen for the same reason as mentioned above whilst analysing from 400µs after each state change was to ensure that the state of the pulse after a transition was checked rather than the state during a transition. At a transition, these two sets should give the exact opposite of each other (i.e. a set of 1’s and a set of 0’s) and if this was detected, the entire oscillating transition period was converted into the final state of the transition. The importance of removing all the high frequency spikes was to avoid the algorithm using them to calculate extremely high erroneous speeds.

Finally, a low pass filter with cut-off frequency of 1 kHz was implemented to filter out periodic noise due to high frequency components in the signal.

7. Experimental Results

The algorithm has been fully developed by experimentally defining the relationship between torque and twist. Tests were performed according to the procedure below:

1) Run the motor up to 1600 rpm;
2) Take a no-load measurement (0V applied to the generator stator using the VARIAC);
3) Record pulse and transducer data for 60s;
4) Use the VARIAC to apply a torque of -0.5Nm;
5) Record pulse and transducer data for 60s;
6) Repeat steps 4-5 for increasing magnitude of torque;
7) Repeat 1-6 for different super-synchronous speeds.

Pulse data were analysed using part of the algorithm to calculate the twist. For each 60s experiment, the means of the measured twist and torque were calculated and plotted to find the experimental relationship between torque and twist (Figure 5). The trend of the experimental data was then fitted by the following quadratic curve:

\[ T = -302.5\theta^2 - 76\theta - 0.5453 \]  

The non-linear relationship between torque and twist described by equation (5) suggests that steady conditions during the experiments were not exactly obtained, especially at low magnitude torque values, and that dynamic conditions played a crucial role according to that predicted by the theoretical relationship (1).

Tests were then performed to validate the proposed algorithm under both steady state and transient conditions. The shaft speed and torque responses were calculated by implementing the proposed algorithm in MATLAB and compared with the transducer measurements. Figure 6 shows results for a steady state test at 1600 rpm and -3 Nm torque. The algorithm mean speed predictions show good agreement with transducer measurements with a percentage error of 0.06% and noise of 20.3%. The algorithm mean torque predictions overestimate the transducer measurements by 44% with 200% noise. It is believed that the reasons for the overestimation is due to the large amount of noise which occurred when calculating the twist, linked to the sampling frequency.

The proposed algorithm was then tested under transient conditions with the purpose of producing signals comparable to those encountered on an operational WT. Figure 7 shows results for transient conditions obtained by running the shaft up to 1900 rpm and smoothly varying the torque from 0 Nm to -10 Nm and back to 0 Nm. Both algorithm speed and torque track the transducer measurements well, particularly speed showing a percentage error of below 0.1%.

Figure 8 shows results for transient conditions obtained by keeping the generator stator voltage constant at 50% of the maximum whilst ramping the motor speed from 1525 rpm to 1750 rpm, holding for 30 s and then ramping back to 1500 rpm. The algorithm speed shows again good agreement with measurements with percentage errors less than 0.1%. For torque above 2 Nm, the average error was consistently around 25%, suggesting a systematic error was present. Figure 9 shows the effects of a step change in torque. The shaft speed was initially set at 1590 rpm and, starting from an initial torque of -3 Nm, four torque step changes were applied. The algorithm speed and torque follow the step changes well and without any timing delay. The
algorithm predictions show good agreement with the measurements, with systematic errors lower than 0.1% for the speed and a torque mean percentage error of 16.25%. It is believed that the torque error is due to limitations in the signal sampling frequency. By increasing the sampling frequency during data acquisition it is expected that the systematic error associated with the measurement of the phase shift between the two pulse trains would be reduced. This would result in improved predictions by the algorithm of the shaft twist angle, calculated by using equation (3), and of the relative torque values, calculated by using equation (5).

8. Discussion

Although further investigation is required to reduce noise and tune the algorithm, the experimental results show that the proposed technique is successful in predicting changes in shaft speed and torque similar to those typically encountered by operators of WTs.

Previous work has shown the strong potential of using the WT torque signal for CM purposes [8-13]. The major obstacle to its industrial application is the costly and intrusive nature of the required measurement equipment, which is impractical for long-term use on operating WTs. For this reason, in some cases, operators are only able to run short measurement campaigns by using specially installed torque transducers. Given the increasing awareness about the importance of long-term torque measurements for fully understanding the WT dynamics and for CM purposes, the wind industry is showing increasing interest in measuring the torque with cheap and non-intrusive techniques.

This work presents a novel approach to measure the drive train shaft torque by using a non-intrusive technique and could be a viable tool for WT CM. The proposed methodology is relatively simple and cheap to implement into a commercial WT CMSs for non-intrusive torque monitoring.

Although still at the small-scale stage implementation the economic benefits of the proposed technique, based on the use of two barcodes and two optical probe sensors, over the conventional in-line torque transducer are evident. While the non-intrusive equipment costs overall less than €100, the in-line sensor cost for a small shaft of 470 mm goes well beyond €5000. This difference in costs will be even larger in a commercial WT application due to the bigger WT drive train shaft diameter, which would increase the fitting cost of an in-line torque transducer.

The torque imposed on a rotating shaft has been measured in the past using strain gauges through a wireless telemetry or a slip ring system. However, the accuracy of the torque measurements provided by strain gauges often does not meet engineering requirements because the uncertainty of such measurements is rather large due to electromagnetic interference [17]. The results of the proposed non-intrusive technique correlate closely with the torque transducer measurements and it is believed that, once the sampling frequency of the data acquisition system will be increased and the main sources of signal noise and systematic errors removed, the algorithm should show a higher accuracy, compared to other methods, in predicting the speed and torque values during the WT operation.

Despite the promising results obtained in this study, the reliability of the proposed approach for CM purposes is currently under further investigation. In particular, drive train seeded-fault testing and analysis will be performed on the torque test rig with the aim of developing reliable torque signal processing algorithms for fault detection.

9. Conclusions

This paper presents a non-intrusive technique for torque measurement on a WT drive train. It can be concluded that:

- Torque measurement is achieved by measuring the angle of twist from the noise and the systematic error associated with the algorithm output.
- Unlike conventional torque transducers, the proposed approach does not require any embedded sensors on the rotating shaft, overcoming the majority of problems limiting the industrial application of CMSs based on shaft torque measurements.
- Experimental investigation is currently carried out at Durham University with the aim to address the role played by the shaft moment of inertia, damping coefficient and torsional stiffness in controlling the torque predicted by the theoretical relationship given by equation (1), for both steady and transient conditions.
- Future work will focus on further validating the method using experimental data and developing suitable and reliable signal processing algorithms for fault detection.
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Abstract
Monitoring of performance and loads of wind energy systems supports reliable and efficient operation. This is emphasized by the typically harsh and non-stationary operating conditions especially at offshore but also onshore sites. These external conditions also form substantial challenges to both the sensor equipment and the data analysis methods. Due to strong fluctuations and site specific situations, currently such monitoring is dependent on long term data.

Here we present results obtained by stochastic methods which reliably extract the deterministic machine characteristics even under strongly fluctuating and non-stationary conditions. Moreover, we achieve an efficient load monitoring from standard operational data, without the need for additional measurement hardware.

1 Introduction

Wind energy systems operate under harsh and constantly changing conditions. Reliable monitoring of the power performance of wind farms under such conditions is of great importance to all wind farm operators. Due to the strong fluctuations and site specific situations, currently such monitoring is dependent on long term data.

Stochastic methods have proven to be efficient tools in this field. Here we present latest results which confirm and considerably extend the fields of application for stochastic methods in wind energy. After shortly introducing the approach in section 2, in section 3.1 we present examples of performance monitoring results, namely for inhomogeneous inflow conditions as well as several effects in special situations. Section 3.2 presents results on wind farm performance monitoring, and in section 3.3 we show new results of stochastic load modeling and a connected monitoring approach.

2 Approach

A conditional Langevin approach was shown to be successful for systems with strong and non-stationary variability \cite{1}, among others for the dynamic power characteristics of wind energy converters (WECS), the so-called Langevin Power Curve \cite{2,3}.

The conditional Langevin equation models an observed time series (such as power, force, or torque) in terms of a first-order stochastic differential equation

\begin{equation}
\dot{X}(t) = D^\parallel(X, y) + \sqrt{D^\perp(X, y)} \cdot \Gamma(t),
\end{equation}

Here, $X$ is the observable (e.g., power, force, or torque), $y$ represents an external operating condition (typically the wind speed), and $\Gamma(t)$ denotes an uncorrelated, Gaussian noise of variance two \cite{1}. Thus, for each value of $y$ we obtain a stochastic differential equation defined by the functions $D^\parallel(X, y)$. These functions are estimated directly from measurement data in a mathematically rigorous way, cf. \cite{1-3}.

3 Results

3.1 Wind turbine performance monitoring

From the stochastic model (1) the dynamic power characteristics of a wind turbine, the Langevin Power curve (LPC), is derived as the fixed points of its dynamics \cite{2,3}. In most cases operational data of the SCADA system can be used, given that a 1 Hz resolution is available. The LPC constitutes a fingerprint of the wind turbine’s performance characteristics, and is widely independent of external conditions such as turbulence, stability, wake condition, etc. Because it is derived from high-frequency measurements, typically only very few days of measurement are needed, given that the wind speeds of interest are covered.

3.1.1 Icing of nacelle anemometer

During winter, unrealistically high power values occurred in the LPC of a 5 MW Senion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”. A recent measurement campaign using a scanning nacelle-based wind lidar \cite{6} demonstrated that the LPC constitutes a fingerprint of the wind farm “alpha ventus”. A conditional Langevin approach was shown to be successful for systems with strong and non-stationary variability \cite{1}, among others for the dynamic power characteristics of wind energy converters (WECS), the so-called Langevin Power Curve \cite{2,3}.

Here, $X$ is the observable (e.g., power, force, or torque), $y$ represents an external operating condition (typically the wind speed), and $\Gamma(t)$ denotes an uncorrelated, Gaussian noise of variance two \cite{1}. Thus, for each value of $y$ we obtain a stochastic differential equation defined by the functions $D^\parallel(X, y)$. These functions are estimated directly from measurement data in a mathematically rigorous way, cf. \cite{1-3}.

3.1.2 Power reduction

At the same turbine a short disturbance in operation lead to an automatic reduction in power output for less than 8\% in a month. Even for this short period of anomalous behavior, the LPC clearly points out the deviation, see Fig. 1(a) \cite{4}. Also here the IEC-like power curve does not show conclusive results.

3.1.3 Control strategy effects

For a different multi-MW offshore wind turbine an interesting effect of the control system on the performance characteristics was observed, see Fig. 2. Around $u_{ref} \approx 0.4$ we observe a characteristic step in the LPC (Fig. 2(a)) \cite{5}.

In the power histogram (Fig. 2(b)) we observe that around the respective power value the probability for lower power output is significantly higher than for higher power values. In other words, a certain amount of energy production is lost due to this effect. In contrast to the LPC, the IEC power curve added to Fig. 2(a) does not give any hint of this situation.

3.1.4 Free stream vs. wake

A recent measurement campaign using a scanning nacelle-based wind lidar \cite{6} demonstrated that the LPC is indeed turbine-specific and not sensitive to site characteristics, such as different turbulence levels. In Fig. 3 two LPC measurements at the same turbine are compared, where only wake or free stream inflow conditions have been used, respectively \cite{7}. Also here, the measurements were performed on a 5 MW Senion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”.

Traditional power curve measurement following IEC 61400-12 is known to depend on site characteristics such as shear and turbulence conditions, which leads to a necessity of elaborate data filtering and long measurement times. \cite{5} Given a high quality wind inflow measurement, the Langevin Power curve provides turbine-specific performance characteristics independent of site-specific influences or, in this case, possible wake situations.

3.2 Wind farm performance monitoring

Also for performance monitoring of wind farms the Langevin Power Curve turns out to provide sensitive and helpful information. In an onshore wind farm of 12 turbines of the 2 MW class the cumulative electrical power output was recorded, and both ten minute averaged (denoted as IEC power curve) and LPC power characteristics of the wind farm were derived. The case of a downtime of one turbine was simulated in the power data in several variants. The LPC showed higher sensitivity to detect the downtimes in all cases \cite{8}. In this case, turbine type and location are confidential.

Fig. 4 shows results for the case of 12\% downtime of one turbine. While the IEC power curve of the wind farm (left) is not affected at all, whereas the drift coefficient $D^\parallel$ (cf. eq. (1)) shows significant variation (middle). Because the affected wind speed regime is narrow, in the LPC (right) only one additional fixed point is obtained for the respective wind speed. It nevertheless clearly and quantitatively points out the temporal performance reduction.

Power characteristics similar to IEC 61400 are shown for comparison in Figs. 1, 2, and 4.
Figure 3: Langevin Power Curves (LPC) of a multi-MW offshore wind turbine. Wind speed was measured by a nacelle-based scanning lidar system [6]. Power performance is shown for free stream (blue line) and wake conditions (red line). Same turbine as in Fig. 1.

Figure 4: Wind farm performance monitoring by 10 minute averages as in IEC 61400 (left), by the drift coefficient $D$ of eq. (1) (middle), and using the LPC (right). Line styles of the left graphic apply to the middle one as well, here showing clearly a transition between two power performance states. The measured cumulative power output of twelve turbines was used, where the contribution of one turbine was artificially set to zero for 12 h and for the complete time, respectively.
While for Turbine 1, the empirical data were used for deriving the model, for Turbine 2 we use the derived model for reconstructing the data and comparing the estimated loads with the observed ones. In the inset, we show the relative deviation \( \delta \) of the estimate with respect to the results for the measurements.

3.3 Load monitoring in wind farms

A stochastic model following Eq. (1) has been set up for the torque on the main shaft of a multi-MW offshore wind turbine. Here we analyzed again operational data of the 5MW Senvion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”. The torque on the main shaft \( T \) is computed from the measurements of the power output and the rotor rotational speed. The model was shown to accurately estimate the load time series from a given, respective wind speed signal. In a next step the model was generalized in order to reproduce the load time series measured at another turbine of the same type within the same wind farm, see Fig. 5. While the stochastic model had been estimated at turbine 1, for the reproduction of the loads at turbine 2 only the wind speed time series of its nacelle anemometer was used. The load statistics as presented in Fig. 6 show very good correspondence [9]. In Fig. 7 we additionally present the respective load duration distributions (LDD) for the same case. Also here, a good correspondence is achieved. The method therefore offers a quick way to obtain load collectives of a turbine in arbitrary wind conditions, once it has been calibrated on a specific turbine type.

The method thus allows to monitor loads in wind farms without any additional measurement equipment. Once the stochastic model has been derived for a certain turbine type, loads are obtained using only available nacelle anemometry. The benefits are apparent for offshore and remote windfarms.

New results presented demonstrate an extension of the range of applications for stochastic methods with respect to wind energy systems. The Langewin Power curve turns out to provide accurate turbine-specific information independent of site or inflow-specific conditions.

A considerable extension of the method was achieved by modeling specific load signals in wind turbines. The stochastic model turned out to be transferable between turbines of the same type and still deliver accurate results. This approach allows for an extremely efficient load monitoring from standard measurement signals without the need to install additional monitoring equipment, which is especially important for offshore locations.

For the power performance of a wind farm we showed that even by monitoring only the cumulative power output, the stochastic model can sensitively detect performance anomalies.

Using properly estimated stochastic models, power output and loads can be estimated and sensitively monitored both for single turbines and wind farms. The methods presented thus enable the development of extremely efficient, sensitive and reliable monitoring systems.
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Abstract
Early warning systems for critical conditions at offshore wind turbines are needed to reduce maintenance costs and avoid catastrophic failures. Monitoring of the critical scour development at monopile foundations is commonly done with cost-intensive scour depth measurements. The scour condition is regarded critical when the depth exceeds the maximum allowed design scour depth during normal operation or due to a severe storm. This practice can lead to high maintenance costs and potentially unnecessary maintenance activities such as refilling of the scour hole or reconstruction of the scour protection. Instead, the exploitation of the structural reserves of fatigue driven monopile foundation designs stemming from design assumption versus real site conditions is suggested. Damage accumulation is highly influenced by the time behaviour of the transient scouring and real soil properties. This paper elaborates on novel low cost monitoring methods to detect when a scour development is truly critical when taking site conditions into account. A combination of fatigue monitoring and natural frequency supervision is proposed for critical scour identification in the framework of an early warning system.
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1 Introduction
Unscheduled maintenance activities due to unexpected failures are a key driver of Operation and Maintenance (O&M) costs for offshore wind turbines. Increased turbine sizes and the move farther offshore, increase the risk of potentially significant losses of production. Wind farm operators seek to optimize their maintenance strategy by balancing preventive measures, costly scheduled inspections and remote wind farm surveillance. It is well accepted that continuous condition and health monitoring of the wind turbine could greatly contribute to the mitigation of operational and financial risks related to O&M. In practice, such an early warning system has to fulfill a number of requirements: be failure mode specific, assess the level of degradation or severity of failure, produce reliable alarms that are easy to understand and ideally operate in an automated mode. This paper addresses unexpected scour development at monopile foundations as a consequence of extreme events, strong currents as well as failures of scour protection as documented in [1] and [2]. Monopiles are the most commonly used support structures used for current European offshore wind projects [3]. Scour is a serious hazard for monopiles, as it can cause a loss of stability. Furthermore the flexibility of the structure increases with this effect. Recent scour research has focused on the prediction of scour development and design of scour protection measures. The remaining uncertainties in predictions for scouring within tidal environments [2] and the substantial costs and susceptibility to failure of scour protection [1] call for continuous monitoring.

In section 2 the suitability of different scour indicators are assessed analytically. Section 3 describes the detailed analysis conducted with structural response calculations for different scenarios. As a result, the suitability of natural frequency monitoring as a critical scour depth indicator is discussed in section 4. Section 5 includes the motivation of monitoring fatigue for scour detection and refers to recently developed load monitoring approaches. The final conclusions are given in section 6.

2 Analytical assessment of scour indicators
From a design perspective, a condition is regarded critical where the structure is prone to loading that exceeds the design resistance, defined by limit states: ultimate (ULS), fatigue (FLS) and serviceability (SLS). Hence, the critical scour depth is a state where due to scouring one of these three limit states is violated. Violation of limit states leads to yielding, fracturing and the loss of the global stability. Ideally, an indicator value for critical scouring directly reflects the closeness to the limit state that the support structure was designed for. An alarm is raised when the chosen threshold is exceeded. Due to the complexity of the damage mechanisms linked to scour and the consequently changed static and dynamic behaviour of the structure as well as financial and technical limitations of measurement principles, indicators for critical scour depth are indirect. For example, measuring the scour depth (indicator), allows detection of when the design scour depth (threshold) is exceeded. But only in the absence of structural reserves will this lead to a critical condition of the support structure, as defined by the limit state formulations. For optimal maintenance decisions, further information is required to truly assess the criticality.

These considerations lead to desired properties for a critical scour indicator that can be summarized in three categories:
• Criticality
• Measurability
• Uniqueness

Criticality means that the indicator value for critical scouring relates to all affected limit states as directly as possible. For example, the tilt of the pile as SLS can be directly monitored with low cost inclinometers but is not sufficient as an indicator for critical scour depth.

Measurability means that cost-effective and reliable measurement techniques for the indicator exist, delivering acceptable data quality in a robust and maintenance free manner. For example, the FLS of one spot can be directly monitored with strain gauges but the technology lacks robustness in the offshore environment.

Uniqueness means that the indicator value for critical scouring relates to all affected limit states as directly as possible. For example, the tilt of the pile as SLS can be directly monitored with low cost inclinometers but is not sufficient as an indicator for critical scour depth.

Keywords
Scour, Structural Health Monitoring, Early Warning System, Natural Frequency
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The natural frequency as scour indicator

The first global natural frequency, \( f_0 \), will reduce due to scouring. Depending on the pile dimensions, the reduction range can be calculated based on the wave theory for a cylindrical body. The natural frequency can be measured via optical methods or float devices. No change effect besides scouring or deflection of the pile bottom is known to affect the scour depth.

The global natural frequency can be interpreted as a potential energy indicator, as it is sensitive to changes in the pile geometry and soil stiffness. A shift in the global natural frequency can be an early warning for potential problems, such as increased scour.

Natural frequency as scour

The natural frequency as scour indicator is derived from the global natural frequency of the pile, which is defined as the frequency of the tower. The natural frequency is a characteristic value of the pile structure and is influenced by changes in the pile stiffness or mass. A reduction in the natural frequency indicates a change in the pile, which could be caused by scouring or other effects.

The natural frequency can be calculated using the following formula:

\[
f_0 = \frac{1}{2\pi} \sqrt{\frac{E}{I}}
\]

where:
- \( f_0 \) is the natural frequency
- \( E \) is the Young's modulus of the pile material
- \( I \) is the moment of inertia of the pile cross-section

The natural frequency can be measured using various methods, such as accelerometers, strain gauges, or modal analysis. The method used for measurement depends on the pile design and the measurement requirements.

The natural frequency as scour indicator is a useful tool for monitoring the condition of a pile structure. It can be used to detect early signs of scouring or other effects that may affect the pile's stability. The natural frequency as scour indicator is especially useful in offshore structures, where scouring is a common problem.

Table 1: Possible scour indicators

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Measurability</th>
<th>Uniqueness</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>( f_0 )</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Resonance (fatigue)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DEL</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: The table above lists possible scour indicators for offshore structures. The indicators are categorized based on their measurability and uniqueness. The natural frequency as scour indicator is included in the list for its usefulness in monitoring scouring and other effects.
The impact of different environmental effects on the natural frequency is investigated and the corresponding results are given in Table 2. The natural frequency reduction by scour is distinctly stronger than for corrosion, water level changes or marine growth. All minor effects together reduce the natural frequency in the order of only one eighth of the scour impact. In addition, a second limited sensitivity study for a design variant confirms the order of the impacts, although the specific values differ.

The correlation of scour and the natural frequency can be used to define a look-up table for identifying scour. Measured natural frequencies can be easily transformed to scour depths, if the function is known for the specific design. Coinciding scour, corrosion and water level variations are investigated. Lifetime corrosion allows (0.3 mm/a external, internal 1 mm) and 50 year extreme water levels are combined with scour states from 0 to 1.3\(D\) in a factorial investigation. A linear interpolation between the natural frequency look-up values is assumed for the determination of scour depths. The resulting look-up error due to unknown corrosion and water level states is visualized in Figure 2. The correlation of scour depth from frequency measurements can deviate by more than 0.2\(D\) in the flat part of the frequency curve near the reference. However, the error is smaller for the more critical larger scour depths where the frequency curve is steeper. The look-up table monitoring approach is mostly conservative with scour depths greater than the real scour depth if other effects interfere.

The results of ULS, FLS, SLS, and NFA calculations with different scour depths give information about the criticality of the natural frequency. In Table 3 the limits of tolerable scour depths are given for the two investigated designs. The support structure designs are fatigue driven and any scour results in an unacceptable fatigue lifetime reduction. The natural frequency change is not the most critical consequence for these designs, but fatigue is dependent on the natural frequency. The specific scour depth limits according to NFA, ULS and SLS checks vary up to 0.4\(D\) for the two designs.

All in all, the measurability and uniqueness of the natural frequency are seen as appropriate, but the direct links to the limit state formulations are missing.

5 Fatigue monitoring

5.1 Motivation

If amongst the limit state formulations during design, fatigue is the limit state with the least reserves under scouring, a monitoring of the cyclic loading is required to continuously determine the level of criticality. Several assumptions or simplifications in the site specific fatigue load calculation may even lead to a compensation of fatigue damage caused by scouring.

The main parameters that influence the fatigue loads and damage calculation are listed in Table 4 and grouped in five categories. Systematic assumptions are in accordance with the procedures described in the design guidelines. Parameters like the Design Fatigue Factor of 3

![Figure 1: Natural frequency dependency on scour for different designs. Frequency normalized to the reference frequency, scour depth \(S\) normalized to the monopile diameter \(D\) and given per unit (pu).](image)

![Figure 2: Uncertainty in scour depth look-up from natural frequencies due to unknown corrosion state and water levels, marked as grey area. Natural frequencies normalized to reference, scour depth \(S\) normalized to pile diameter \(D\) and given per unit (pu).](image)

<table>
<thead>
<tr>
<th>Effect</th>
<th>Parameter limit</th>
<th>Frequency change</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scour</td>
<td>(S/D = 1.3)</td>
<td>-5.04%</td>
<td></td>
</tr>
<tr>
<td>Corrosion (lifetime)</td>
<td>0.3 mm/a extern and 0.15 mm/a</td>
<td>-0.49%</td>
<td></td>
</tr>
<tr>
<td>Corrosion (intern restricted)</td>
<td>As above, intern ≤1 mm</td>
<td>-0.37%</td>
<td></td>
</tr>
<tr>
<td>Positive water level change</td>
<td>Upper splash zone border</td>
<td>-0.18%</td>
<td></td>
</tr>
<tr>
<td>Negative water level change</td>
<td>Lower splash zone border</td>
<td>+0.14%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Global natural frequency changes for extreme variations of environmental parameters.

<table>
<thead>
<tr>
<th>Limit state calculation</th>
<th>Scour limit, design I</th>
<th>Scour limit, design II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue Limit State</td>
<td>(S = 0)</td>
<td>(S = 0)</td>
</tr>
<tr>
<td>Natural Frequency Analysis</td>
<td>(S \leq 0.6 D)</td>
<td>(S \leq 0.6 D)</td>
</tr>
<tr>
<td>Ultimate Limit State</td>
<td>(S \leq 0.8 D)</td>
<td>(S \leq 0.8 D)</td>
</tr>
<tr>
<td>Serviceability Limit State</td>
<td>(S \leq 1.0 D)</td>
<td>(S \leq 1.4 D)</td>
</tr>
</tbody>
</table>

Table 3: Tolerable scour depths according to different limit states for two investigated modern monopile designs. Scour depth \(S\) normalized to the pile diameter \(D\).
The sensitivity assessment of design parameters on FLS is idealised and highly dependent on the final structural design and site specific conditions. The study highlights qualitative changes in the resulting fatigue damage, nevertheless. The impact of the stochastic variables on fatigue damage is sufficiently high to justify the fatigue monitoring technique as a method to monitor FLS thresholds in cases of fatigue driven designs.

5.2 Realisation

Application of strain or acceleration sensors below sea level or even below mudline may provide sufficient loading data for a monitoring of fatigue. Continuous and long-term operation of these sensors could be very costly with respect to the maintenance effort. However, more cost-efficient load monitoring approaches have been developed recently by [11], [12] and [13].

If continuous load measurements or estimations are available, stress cycles can be counted to generate a parameter similar to the design process. With the Palmgren-Miner rule, damage can be estimated and compared with the corresponding design damage.

Fatigue monitoring can additionally contribute to the opportunity of lifetime extension. This may be reasonable in the opposite case, if the real damage is smaller than the assumed damage calculated in the design.

Fatigue monitoring is linked with the dynamic failure caused by scour for fatigue driven designs. Dynamic load measurement and estimation have been investigated in research projects recently and an adequate measurability with low costs is presumed. Uniqueness for detecting critical scour is not given at all for fatigue monitoring.

6 Conclusions

The suitability of different methods for critical scour monitoring is assessed at two example fatigue driven support structure designs. A global natural frequency look-up approach is found reasonable to monitor critical conditions due to scouring with respect to ULS and SLS. The accuracy of scour depth prediction is good despite the presence of other frequency changing effects. The check on the defined criteria – criticality, measurability, uniqueness – on a scour indicator reveals a lack of a direct link to FLS.

The FLS calculation is based on a number of parameters that lead to conservatism. Different over- or underestimated effects may compensate each other when monitoring fatigue loads at the site. A sensitivity study revealed that fatigue monitoring is suitable to detect structural reserves and allow for temporarily deeper scour depth without the need for maintenance activities.

Table 4: Parameters influencing the design Fatigue Limit State (FLS) calculation

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic</td>
<td>Turbine and soil model</td>
</tr>
<tr>
<td></td>
<td>Sea state simulation by spectrum</td>
</tr>
<tr>
<td></td>
<td>Rainflow counting</td>
</tr>
<tr>
<td></td>
<td>Palmgren-Miner rule (linear damage accumulation)</td>
</tr>
<tr>
<td>Design</td>
<td>Design Fatigue Factor (DFF) / material factor</td>
</tr>
<tr>
<td></td>
<td>Stress Concentration Factors (SCF)</td>
</tr>
<tr>
<td>Loads</td>
<td>S-N curves</td>
</tr>
<tr>
<td></td>
<td>Damping</td>
</tr>
<tr>
<td></td>
<td>Pile driving damage</td>
</tr>
<tr>
<td></td>
<td>Mean wind speed and directional distribution</td>
</tr>
<tr>
<td></td>
<td>Wave characteristics</td>
</tr>
<tr>
<td></td>
<td>Misalignment of wind and waves</td>
</tr>
<tr>
<td></td>
<td>Turbine non-availability time</td>
</tr>
<tr>
<td>Environment</td>
<td>Scour</td>
</tr>
<tr>
<td></td>
<td>Water level</td>
</tr>
<tr>
<td></td>
<td>Corrosion</td>
</tr>
<tr>
<td></td>
<td>Marine growth</td>
</tr>
</tbody>
</table>

Figure 3: Yearly fatigue damage for selected parameter variations
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Abstract This paper presents a whole life cost (WLC) analysis framework for offshore wind farms throughout their lifespan (~25 years). A mathematical tool is developed to evaluate all the costs associated with five phases of offshore wind projects, namely, pre-development and consenting (P&C), production and acquisition (P&A), installation and commissioning (I&C), operation and maintenance (O&M), and decommissioning and disposal (D&D).

1. Introduction

Along with the growth of the market for offshore wind energy, the investors and developers need to accurately evaluate the feasibility of future offshore wind projects. Presently, the cost per kilowatt hour of electricity generated by onshore wind turbines is approximately 8.66 cents, while offshore wind is estimated to cost 22.15 ¢/kWh (i.e., 2.55 times more expensive than onshore wind) [1].

Several critical factors such as geographical location and meteorological conditions, power rating and capacity factor of wind turbines, reliability of sub-assemblies, and availability and accessibility of transportation means are taken into account in cost analyses. A net present value (NPV) approach is used to quantify the current value of future cash flows and a bottom-up estimate of the overall cost is obtained. Finally, the model is tested on an offshore 500 MW baseline wind farm project. Our results indicate that the capital cost of wind turbines and their sub-assemblies as well as the installation cost account for the largest proportion of LCC, followed by the O&M costs.

Key Words Whole life cost (WLC); Offshore wind farm; Levelized cost of energy (LCOE), Operation and Maintenance (O&M).
The engineering cost comprises of the costs associated with main engineering activities (C\textsubscript{eng-main}) and design verification process (C\textsubscript{eng-verif}) [10], i.e.,

$$C\textsubscript{eng} = C\textsubscript{eng-main} + C\textsubscript{eng-verif}. \quad (6)$$

In this paper, we assume that $C\textsubscript{eng-main}$ is the sum of a fixed-base cost (C\textsubscript{base}) and the term described by an increasing linear function of the installed capacity as follow:

$$C\textsubscript{eng-main} = C\textsubscript{base} + C\textsubscript{cap} × \text{IC}. \quad (7)$$

2.1.5. Contingencies

The contingency cost is considered around 10% of CAPEX [12], i.e.,

$$C\textsubscript{contingency} = 0.1 × \text{CAPEX}. \quad (8)$$

2.2. Production and acquisition (P&A)

The P&A cost includes all costs associated with the procurement of wind turbines (C\textsubscript{WT}), support structures (C\textsubscript{SS}), power transmission system (C\textsubscript{TS}), and the monitoring system (C\textsubscript{monitoring}). Then,

$$C\textsubscript{P&A} = C\textsubscript{WT} + C\textsubscript{SS} + C\textsubscript{TS} + C\textsubscript{monitoring}. \quad (9)$$

2.2.1. Wind turbines

The total cost of procurement of wind turbines is described as a function of the number of wind turbines being installed ($N\textsubscript{WT}$) as follows:

$$C\textsubscript{WT} = (C\textsubscript{wt-mat} + C\textsubscript{wt-trans}) × N\textsubscript{WT}, \quad (10)$$

where $C\textsubscript{wt-mat}$ represents the material costs of a wind turbine with all its constituent sub-systems, and $C\textsubscript{wt-trans}$ is the transportation cost of a wind turbine from manufacturing location to installation site. The cost of materials depends on the nominal wind turbine power rating (PR) and is modelled by:

$$C\textsubscript{wt-mat} = 3,000,000 × \ln(\text{PR}) – 662,400. \quad (11)$$

The transportation cost of a wind turbine is calculated by multiplying the average vessel-day required ($N\textsubscript{v-d}$) by the daily rate of hiring a vessel (Vr), i.e.,

$$C\textsubscript{wt-trans} = N\textsubscript{v-d} × \text{Vr}. \quad (12)$$

2.2.2. Support structures

The cost of a support structure is divided into two parts, one for material costs ($C\textsubscript{SS}$) and another one for transport and installation ($C\textsubscript{SS-trans}$). Thus,

$$C\textsubscript{SS} = (C\textsubscript{SS-mat} + C\textsubscript{SS-trans}) × N\textsubscript{WT}. \quad (13)$$

Dicorato et al. [13] modeled the cost of materials used for a support structure by:

$$C\textsubscript{SS-mat} = 339,200 × \text{PR} × (1 + 0.02 × (\text{WD} - 8)). \quad (14)$$

where $h$ and $d$ represent the hub height and the rotor diameter of a wind turbine in meter, respectively.

2.2.3. Power transmission system

The power transmission system is composed of a number of cables that connect wind turbines to the grid and onshore/offshore substations. So,

$$C\textsubscript{I&C} = C\textsubscript{Cables} + C\textsubscript{of-subs} + C\textsubscript{Con-subs}. \quad (15)$$

The cables used for power transmission from offshore wind farms are divided into three parts: inter-array ($i=1$), export ($i=2$) and onshore ($i=3$). The cable cost for each part can be calculated by product of the price of unit length of cable ($C\textsubscript{cable-unit}$), number of lines ($N\textsubscript{l-d}$) and the average length of each line (L). So,

$$C\textsubscript{Cables} = \sum_l C\textsubscript{cable-unit} × L_l × N\textsubscript{l-d} × C\textsubscript{protection}. \quad (16)$$

where $C\textsubscript{protection}$ represents the cable protection cost which varies depending on the number of wind turbines installed. In this study, a linear regression model is applied on our dataset and the cost of offshore substation is estimated as follow:

$$C\textsubscript{of-subs} = 583,300 + 107,900 × \text{IC}; \quad \text{IC} \geq 100 \text{MW}. \quad (17)$$

Finally, the cost of onshore substation is considered to be half of the $C\textsubscript{of-subs}$ [6, 11]. i.e.,

$$C\textsubscript{Con-subs} = \frac{1}{2} C\textsubscript{of-subs}. \quad (18)$$

2.3. Monitoring system

The cost of SCADA and condition monitoring systems (CMSs) for an offshore wind farm depends on the number of wind turbines installed [14]. Then,

$$C\textsubscript{monitoring} = (C\textsubscript{SCADA} + C\textsubscript{CMS}) × N\textsubscript{WT}. \quad (19)$$

where $C\textsubscript{SCADA}$ and $C\textsubscript{CMS}$ represent the cost of, respectively, SCADA and CMS for a wind turbine.

2.3. Installation and commissioning (I&C)

The I&C phase involves all activities related to the construction of offshore wind farms. The costs incurred at this stage include those related to port (C\textsubscript{AC-port}), installation of the components (C\textsubscript{AC-comp}), commissioning of the wind turbines and electrical system (C\textsubscript{commissioning}), and the construction insurance (C\textsubscript{insurance}). Hence,

$$C\textsubscript{I&C} = C\textsubscript{AC-port} + C\textsubscript{AC-comp} + C\textsubscript{commissioning} + C\textsubscript{insurance}. \quad (20)$$

2.3.1. Port

Annual fees must be paid to local authorities for the use of port infrastructure, quayside docking, and the permission for crane use [15], which all are assumed to be fixed in this paper (C\textsubscript{Port-use}). In addition, the annual payments to wind farm labourers who carry out project activities must be taken into account (C\textsubscript{Port-labour}). Then,

$$C\textsubscript{I&C-port} = C\textsubscript{Port-use} + C\textsubscript{Port-labour}. \quad (21)$$

The port labour cost is calculated by multiplying the average labour-day required ($N\textsubscript{w-d}$) by the fixed daily labour rate (Lr), i.e.,

$$C\textsubscript{Port-labour} = N\textsubscript{w-d} × Lr. \quad (22)$$

2.3.2. Installation of the components

Several operations need to be performed during the installation process of an offshore wind farm project. The cost of installation, according to the type of
components installed, is divided into four parts: foundation, wind turbine, offshore and onshore electrical system. Then,
\[ C_{\text{ins-comp}} = C_{\text{ins-f}} + C_{\text{ins-wt}} + C_{\text{ins-elec}} + C_{\text{ins-sub}}. \]  
(23)

2.3.3. Commissioning

Before starting up an offshore wind farm, the wind turbines, electrical systems, SCADA and CMSs are tested to detect early failures as well as improving the reliability [14]. The cost of commissioning (\(C_{\text{comm}}\)) mainly consists of the costs associated with hiring vessels and crew members which can be calculated similarly as given in Eqs. (12) and (22).

2.3.4. Insurance

The cost of insurance packages during the installation and commissioning phase often varies in accordance with the capacity of offshore wind farm:
\[ C_{\text{ins-unit}} = C_{\text{ins-unit}} \times IC, \]  
(24)
where \(C_{\text{ins-unit}}\) represents the insurance cost per unit installed capacity (MW).

2.4. Operation and maintenance (O&M)

The O&M cost of an offshore wind farm is divided into two parts, one for the operational expenses (\(C_O\)) and the other for the maintenance expenses (\(C_m\)). Thus,
\[ C_{\text{O&M}} = C_O + C_m. \]  
(25)

2.4.1. Operation

The operational expenses of an offshore wind project include the rental/lease payments (\(C_{\text{rent}}\)), insurance costs (\(C_{\text{ins}}\)) and the transmission charges (\(C_{\text{trans}}\)). Thus,
\[ C_{\text{O}} = C_{\text{rent}} + C_{\text{ins}} + C_{\text{trans}}. \]  
(26)

2.4.1.1. Rental (lease)

The amount of rental fees is generally expressed as a fraction of the wind farm's revenue. We assume that rental charges are calculated using:
\[ C_{\text{rent}} = r \times E \times P_E, \]  
(27)
where \(0 < r < 1\) is the rental percentage, and \(E\) and \(P_E\) respectively represent the amount of energy and the average price of unit energy produced by wind farm.

2.4.1.2. Insurance

The operational insurance packages are contracted in order to secure the offshore wind infrastructures against design faults, collision damages or substation outages. The cost of insurance packages can be calculated similarly as given in Eq. (24).

2.4.1.3. Transmission charges

The transmission charges are generally determined according to the capacity of wind farm. Thus,
\[ C_{\text{transmission}} = C_{\text{transmission-unit}} \times IC. \]  
(28)
where \(C_{\text{transmission-unit}}\) represents the transmission charges per unit installed capacity (MW).

2.4.2. Maintenance

The maintenance costs can be categorized into two types of direct (\(C_{\text{m-direct}}\)) and indirect (\(C_{\text{m-indirect}}\)). Then,
\[ C_{\text{m}} = C_{\text{m-direct}} + C_{\text{m-indirect}}. \]  
(29)

2.4.2.1. Direct maintenance cost

Direct maintenance cost consists of the costs related to transport of failed components, maintenance technicians who carry out the repair/replacement actions, and all consumables and spare parts required for wind farm maintenance. In general, the maintenance strategies for offshore wind farms are categorized into two classes: corrective maintenance (CM) and proactive maintenance (ProM). The main difference between these two classes is that the former is carried out after the system failure whilst the latter takes place prior to any failure (i.e., before a failure occurs) [2]. The cost of a CM action varies depending on the type of component being failed. Let \(n\) represent the number of components in a wind turbine system and denote by \(C_{\text{CM}}\) the cost of performing a CM action for component \(j\) \((j = 1, 2, \ldots, n)\). Then,
\[ C_{\text{CM}} = C_{\text{CM-j}} = C_{\text{CM-port}} + C_{\text{CM-ves}} + C_{\text{CM-labour}}, \]  
(30)
where \(C_{\text{CM-port}}\), \(C_{\text{CM-ves}}\) and \(C_{\text{CM-labour}}\) represent respectively the transportation cost, maintenance labour cost and consumables cost. In order to reduce the costs of CM, two proactive strategies, namely scheduled maintenance (SM) and condition-based maintenance (CBM) are employed by wind farm managers. Under SM, the repair tasks are undertaken at predetermined regular intervals, but CBM activities are initiated in response to a specific system condition (e.g. temperature, vibration, noise) [17].

Let \(P_j\) represent the annual failure rate of component \(j\) and \(0 < P_j < 1\) be the probability that an event can be detected at a reasonably long time ahead of failure occurrence. Thus, the annual direct maintenance cost for a wind turbine can be expressed by:
\[ C_{\text{m-direct}} = (1 - P_j) \times \sum_{j=1}^{n} \lambda_j \times C_{\text{CM-j}} + P_j \times \sum_{j=1}^{n} \lambda_j \times C_{\text{CM-j}} \]  
(31)
where \(C_{\text{CM}}\) represents the direct cost corresponding to a scheduled maintenance action.

2.4.2.2. Indirect maintenance cost

Indirect maintenance cost consists of the cost of activities that are undertaken to maintain the direct effort involved in providing repair services. The indirect maintenance cost is expressed by the following Equation:
\[ C_{\text{m-indirect}} = C_{\text{ind-port}} + C_{\text{ind-ves}} + C_{\text{ind-labour}}. \]  
(32)
where \(C_{\text{ind-port}}\), \(C_{\text{ind-ves}}\) and \(C_{\text{ind-labour}}\) represent, respectively, the port fees, vessel-hiring costs and maintenance labour costs.

2.5. Decommissioning and disposal (D&C)

The wind turbines at the end of their anticipated operational life are decommissioned, the wind farm equipment are either removed or recycled, the offshore site is cleared and some post-decommissioning monitoring activities are performed. Then,
\[ C_{\text{D&C}} = C_{\text{decom}} + C_{\text{WM}} + C_{\text{SM}} + C_{\text{CM}}. \]  
(33)
where \(C_{\text{decom}}, C_{\text{WM}}, C_{\text{SM}}\) and \(C_{\text{CM}}\) represent the costs associated with, respectively, decommissioning, waste management, site clearing and post monitoring.

2.5.1. Decommissioning

The decommissioning cost consists of the costs associated with port preparation (\(C_{\text{D&C-port}}\)) and removal operations (\(C_{\text{D&C-CM}}\)). Then,
\[ C_{\text{D&C}} = C_{\text{D&C-port}} + C_{\text{D&C-CM}}. \]  
(34)

2.5.2. Waste management

The main disposal options available for wind farm elements are: reuse, recycle, incineration with energy recovery, and disposal in a landfill site [19]. The materials must be first processed into smaller pieces and then transported to predetermined locations which incur the costs of \(C_{\text{W-proc}}\) and \(C_{\text{W-trans}}\) respectively. A fixed fee also has to be paid when the materials are taken to a landfill (\(C_{\text{landfill}}\)). Then,
\[ C_{\text{W}} = C_{\text{W-proc}} + C_{\text{W-trans}} + C_{\text{landfill}} - SV. \]  
(35)
where \(SV\) represents the salvage (residual) value of the decommissioned assets.

2.5.2.1. Waste processing

The cost of waste processing varies in accordance with the complexity and size of components. In this paper, \(C_{\text{W-proc}}\) is modelled as a function of the total weight of waste material being treated. Hence,
\[
C_{\text{W\_trans}} = \sum_{j=1}^{\infty} W_j \times C_{\text{W\_trans\_unit}}.
\]

where \(C_{\text{W\_trans\_unit}}\) is the fixed cost of waste processing per ton and \(W_j\) is the weight of waste material from component \(j\) in tons.

2.5.2.2. Waste transport

The transportation cost is calculated by multiplying the expected number of trucks required to transfer the waste materials by the fixed charge per truck shipment \((C_{\text{truck}})\), i.e.,

\[
C_{\text{W\_trans}} = \sum_{j=1}^{\infty} W_j \times C_{\text{truck}}.
\]

where \(W_{\text{truck}}\) represents the capacity of a truck in tons and \(\lceil x \rceil\) rounds \(x\) to the nearest larger integer.

2.5.2.3. Landfill

We denote by \(W_j^{\text{W\_\_rec}}\) and \(W_j^{\text{W\_\_nr}}\) the weight of, respectively, recyclable and non-recyclable materials for component \(j\), where \(W_j^{\text{W\_\_rec}} + W_j^{\text{W\_\_nr}} = W_j\). The non-recyclable materials are disposed in a landfill whose associated cost is calculated by multiplying the fixed landfill cost per ton \((C_{\text{Landfill\_unit}})\) by the total weight of non-recyclable materials disposed, i.e.,

\[
C_{\text{Landfill}} = \sum_{j=1}^{\infty} W_j^{\text{W\_\_nr}} \times C_{\text{Landfill\_unit}}.
\]

2.5.2.4. Salvage value

The salvage value of the items removed from an offshore wind farm depends on the type, quantity and the quality of their materials and is expressed by following formula:

\[
SV = \sum_{j=1}^{\infty} V_j \times C_{\text{W\_\_rec}}.
\]

where \(V_{\text{unit}}\) is the salvage value per ton of material.

2.5.3. Site clearance

The cost associated with site clearance is calculated by multiplying the site area in km² \((A)\) by the clearance cost per unit area \((C_{\text{AC\_unit}})\), i.e.,

\[
C_{\text{AC}} = A \times C_{\text{AC\_unit}}.
\]

2.5.4. Post-decommissioning monitoring

The cost of a post-decommissioning monitoring program \((C_{\text{P\&A\_monitoring}})\) is determined according to several factors such as scale, nature and the conditions of remains [20].

3. Application

In this Section, the proposed whole life cost methodology is applied to an offshore wind farm consisting of 100 5MW wind turbines. This baseline case has so far been studied in several articles (see [6, 7, 12]) and therefore, it enables us to compare our results and validate the model. In order to implement the model, some further aspects of the offshore wind project were identified and are presented briefly below:

- The offshore wind farm is planned to be built at 40km far from shore and 45m water depth. The distance to the onshore grid connection point is 10km. The seabed rental charges equal 2% of the farm's gross revenue. The transmission charges are also paid to National Grid [12].
- The electrical system is composed of 33kV array cables, a 500 MW HVAC transmission system and 220kV export cables. The length of the export cables equates the distance between the installations and the shorelines, whereas the length of the onshore cables is the distance from land to the grid connection point.
- The installation of foundations and wind turbines is performed by multipurpose self-propelled jack-up vessels. A heavy-lift crane is required for the installation of substations. Some specialized cable-laying vessels are used to lay the power transmission cables underwater.
- The O&M activities are coordinated onshore, but two service vessels are always available to carry out offshore operations. Wind turbines undergo a preventive maintenance (PM) program once a year, whereas the scheduled inspections of foundations and array cables are carried out every five years [20]. CMS detectability level is set at 90%. The costs associated with corrective maintenance are calculated according to the system's failure rate.
- During the five year warranty period from the date of operation, all maintenance and insurance costs are paid by the service contract provider.
- The offshore wind farm is decommissioned at the end of its service life. The waste materials are processed and transported to a scrapyard. Wind turbine tower, jacket and the met-tower are sold to be recycled by industry. About 60% of the nacelle and hub's materials can be reused while recyclability is 40% for other items.

4. Results and discussion

In this Section, the results obtained from our whole life-cycle cost model are presented and discussed. The LCC analysis is carried out in terms of three elements, namely, CAPEX, OPEX and LCOE. The CAPEX consists of the P&C, P&A and I&C costs, whereas the OPEX only includes the O&M costs. Fig. 1 shows the relative contribution of each cost driver to CAPEX and OPEX of the baseline wind farm project. As can be seen, wind turbine costs account for the largest proportion of the CAPEX (29%), followed by foundation costs (25%) and installation costs (19%). On the other side, transmission charges account for the largest proportion of the OPEX (44%), followed by PM costs (22%) and CM costs (16%). The I&C insurance packages cost 2% of the CAPEX, whereas the operational insurance charges represent 9% of the OPEX.

The LCOE is determined using the following equation:

\[
\text{LCOE} = \sum_{t=0}^{\infty} C_t \times (1 + d)^{-t} / \sum_{t=0}^{\infty} E_t \times (1 + d)^{-t},
\]

where \(C_t\) and \(E_t\) represent the cash flow and the yield output at time \(t\), respectively. Our results indicate that the costs incurred over the P&A phase have the greatest impact on LCOE (47%), followed by O&M costs (26%). Among five phases of the project life cycle, the D&D phase contributes the least percentage (~1%) to the LCOE. When comparing the results obtained from our LCC analysis model with other research, very minor differences are found which shows that the model has captured the general trend in the data quite well.

5. Conclusions and topics for future research

The development of a realistic and accurate method for life cycle cost (LCC) analysis of offshore wind farms is a very complex task. In this paper, a parametric whole life cost (WLC) analysis model was
developed to identify the key cost drivers of offshore wind projects. The proposed model is based on a combined multivariate regression/neural network approach in which the cost experience of completed/ongoing projects provides a baseline for estimating the costs of future projects. A cost breakdown structure (CBS) was presented to identify various cost elements involved in five phases of offshore wind projects, namely, pre-development and consenting (P&C), production and acquisition (P&A), installation and commissioning (I&C), operation and maintenance (O&M), and decommissioning and disposal (D&D). A database/spreadsheet was also built for each unit cost and several mathematical tools were used to evaluate all costs incurred during the life of the project.

Our results indicated that the capital cost of wind turbines and support structures as well as the costs associated with installation account for the largest portion of overall cost, followed by the O&M costs. The installed capacity of wind farm, distance from shore, and fault detection capability of condition monitoring system were identified as factors having the greatest impact on levelized cost of energy (LCOE). Since the service lifetime of a wind farm is relatively long, the variation of interest rates could also significantly affect the whole project cost. The results of this study not only assist stakeholders in evaluating the performance of ongoing projects, but also help the decision makers to undertake long-term profitable investments and make the electricity generated more price-competitive.

The proposed model will be extended in the nearest future by taking into account more of the factors which are known to affect the cost of electricity generation from offshore wind.
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1 Abstract

The here presented results are part of a paper that is submitted and accepted with minor revisions by the Boundary-Layer Meteorology journal. The wake zone behind the escarpment of the Bolund peninsula in the Roskilde Fjord, Denmark, has been investigated with the help of a continuous-wave Doppler lidar. The instrument measures the line-of-sight wind speed 390 times per second in highly resolved 7-m tall profiles by rapidly changing the focus distance and beam direction. The profiles reveal the detailed and rapidly changing structure of the wake induced by the Bolund escarpment. The wake grows with distance from the escarpment, with the wake height depending strongly on the wind direction, such that the minimum height appears when the flow is perpendicular to the escarpment. The wake increases by 10% to 70% when the wind direction deviates ± 15° from perpendicular depending on the distance to the edge and to a lesser degree on the method by which the wake height is determined.

Keywords: Bolund, Wake height, Complex flow, WindScanner

2 Introduction

To obtain high quality results in numerical and physical modelling for wind energy purposes, it is important to verify these models with reliable real world measurements [1, 2, 3, 4, 5, 6]. Bolund, an isolated flat-topped hill with steep sides in the Roskilde Fjord, Denmark, serves as such a baseline reference for various studies with respect to numerical and physical modelling since a mast based atmospheric experiment was conducted by DTU Wind Energy during winter 2007-2008 [7, 8]. To obtain a more comprehensive understanding of the flow pattern over the Bolund peninsula, especially close to the surface, a complementary field experiment on the Bolund peninsula was conducted. In October 2011 a laser anemometer, in the following called WindScanner [9, 10], was placed on the peninsula 20 m inland from the westward facing escarpment.

3 Approach

The WindScanner, aligned on the 270° axis, was operated during westerly wind conditions to scan the area downstream of the Bolund escarpment. The atmospheric flow was measured in seven, 7-m high vertical profiles with distances between 8 m and 31 m from the scanning lidar (Fig. 2). In addition to the seven vertical profiles a horizontal arc extending ± 60° was scanned 120 m away from the instrument. The line-of-sight wind speeds of the eighth profile were used to determine the undisturbed inflow wind speed and wind direction.

While westerly wind directions prevailed, lidar measurements were recorded continuously during an almost 24 hour long measurement period.

4 Method

The characteristic of the escarpment-induced wake height is further investigated by identifying the boundary between the turbulent wake layer and the freestream flow above. Due to the high measurement-sampling rate a precise determination of the interface between the two distinctly different layers is possible. We determine the wake height \( \delta \) using three different methods.

1. The first approach determines the displacement thickness, \( \delta_1 \), that is defined as the distance that the boundary layer is displaced to compensate for the reduction in flow rate on account of the wake formation, where \( u(z) \) is the line-of-sight wind speed at height \( z \) and \( u_\infty \) is the freestream velocity [11]

\[
\delta_1 = \int_0^\infty \left( 1 - \frac{u(z)}{u_\infty} \right) dz.
\]

2. The second approach identifies the height of the maximum gradient of the line-of-sight wind speed, \( \delta_2 \), of each vertical scan [12, Sect. 2.2.2]

\[
\delta_2 = \arg \max_z \left( \frac{du(z)}{dz} \right).
\]

3. The third approach identifies the height at which the average between the integral of the two atmospheric layers is the greatest, \( \delta_3 \), which resembles [13] and [12, Sect. 2.2.3]. Here, \( \delta_{top} \) is the top of the profile,

\[
\delta_3 = \arg \max_z \left[ \frac{1}{\delta_{top} - z} \left( \int_0^{\delta_{top}} u(z)dz - \frac{1}{2} \int_0^{\delta_{top}} u(z)dz \right) \right].
\]
The results of the wake height identifications of all three methods are presented in Fig. 3. All three methods manage to identify a wake height, although the actual height differs between the methods. Method 1 gives the highest value of the wake heights.

Figure 3: The line-of-sight projected wind speed of profile 3, 12 m away from the WindScanner lasting for 30 s with the defined wake heights using three different methods.

The calculated wake height for each profile location can be placed in relation to the undisturbed wind direction and speed (Fig. 4). With increasing distance from the escarpment, the wake heights show a stronger dependence on the wind direction. The lowest wake heights of every profile is located at a wind direction of 270°. Depending on the distance from the escarpment the wake height increases between 10% and 80% when the wind direction deviates from west, either to the north or the south ±15°. At larger direction deviations the height seems constant.

Figure 4: Dependence of the determined wake height and the wind direction. The solid lines depict the average wake height. The profile number increases with increasing distance from the WindScanner. The wake height is calculated through the definition of the displacement thickness.

5 Conclusion

The new remote sensing based wind profile measurements provide a unique data set for validation of unsteady flow modeling over complex terrain for wind energy. Based on the analysis of the high frequency atmospheric measurements with a rapidly scanning continuous-wave Doppler lidar a relationship between the escarpment induced wake height and the wind direction could be shown.
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Abstract:

We present experimental spatial distributions of turbulence intensity components over a 1:115 scale model of the Bolund hill. Our measurements are determined in a boundary layer wind tunnel (WT) without stratification. Our results are compared with full scale (FS) ones. The FS results are obtained from the analysis of the database provided by Risö-DTU after the Bolund experiment. This experiment was conducted by them during a 3-month period in the winter of 2007-2008. Two component time resolved hotwire anemometry (3CHW) and two component particle image velocimetry (PIV) are used in our experiment in order to explore the dependence of the results on the experimental technique.
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1 Introduction

Bolund is a hill of about 130 m × 75 m × 12 m, surrounded by water with a long uniform fetch for most of the upstream directions of interest. Due to the number and quality of sensors deployed during the Bolund experiment and the amount of numerical flow models involved, the Bolund experiment is probably the most relevant test case of flow models oriented to wind energy analysis. In this case, over highly complex terrains, in neutral conditions and non-affected by Coriolis forces. The mentioned FS conditions make the Bolund test an ideal case for wind tunnel modeling. Several numerical and physical models have been applied during the Bolund experiment and also after it, Behmann et al. [2, 3], Beng et al. [4], Prospathopoulos et al. [10], Yew et al. [15], Conan et al. [8].

One of the main geometric characteristics of Bolund is the escarpment facing westerly winds (see figure 5.1). For westerly winds, the geometry of Bolund guarantees that flow detaches at the edge of the escarpment, providing a sufficiently large Reynolds number. The long (in the mean direction flow) flat top ensures reattachment of the flow on the island. For this direction, the lee side of the hill presents a slope with a maximum inclination around 40°, leading as well to intermittent recirculation patterns. The existence of detachment at the escarpment has been verified by full-scale measurements of intermittent recirculation patterns downstream of the escarpment edge (see Mann et al. [9] and figure 13 in Beng et al. [4]). Intermittent recirculation patterns have also been visualized by means of PIV in wind tunnel, for the 270° wind direction, Yew et al. [14, 15].

2 Approach

Since we are specially concerned in how the turbulent kinetic energy (TKE) is distributed among the velocity components, the accuracy in the determination of the different components of the instantaneous flow velocity is a must for us. This is why we have extremely cared about the positioning and orientation of the sensors (3CHW probe, PIV camera and laser head) and the calibration process, see figure 5.2. (left). With this regard, we have developed a new directional calibration algorithm for 3CHW probes which leads to a higher directional accuracy. In figure 5.2. (right), we present results for the inclination flow angle, $\gamma_z$, versus the right direction flow angle, $\gamma_x$, determined by the 3CHW probe during one of our directional calibration tests.

The results obtained after applying the new calibration method (Measured Directional) compare better with the true values (Geometric) than the results determined by means of the standard calibration algorithm (Measured RMS, root mean squared) in the mentioned figure. The surface finishing of the mock-up is smooth. The front area of the mock-up is estimated to be less than 2% of the test section area, so blockage effects were expected to be minimized. No additional boundary layer (BL hereafter) generators were used. The floor along the fetch was made out of plywood without any added roughness elements. During the wind tunnel test, the 3CHW probe was sampled at 8 kHz during 130 s. 3 kHz low-pass hardware filtering was used when required. During the PIV test, 1000 image pairs were sampled during approximately 6 minutes. The characteristic size of the sensor part of the 3CHW is about 1 mm, whereas the size of the PIV interrogation window was well below this value.

3 Main results

The flow field in the empty test section of our WT has been measured using three techniques (PIV, 2CHW and 3CHW) to have redundancy measurements in order to cross check the quality of the results. The velocity profiles from the empty WT were used as reference in wind tunnel experiments. Reference measurements were taken at the two test Reynolds numbers based in the maximum height of the island, $h_i$, and the upstream speed at this height $U_{0i}$, $h_{0i} = 5.15 \times 10^4$ and $h_{0i} = 8.21 \times 10^4$. The main characteristics of the inflow boundary layer are presented in table 1 and in figure 5.3. From the $u_0$ values reported in table 1, a roughness Reynolds number $u_0 h_{0i}^{-1} = 0.21$ was adopted. Thus, the inflow in our wind tunnel should be considered transitionally rough, taking into account the lower limit of the fully rough regime, $u_0 h_{0i}^{-1} = 5$, and the upper limit of the fully smooth one, $u_0 h_{0i}^{-1} = 0.5$, as indicated in Snyder and Castro [12]. Although in Snyder and Castro [12] the lower limit for the fully rough regime is reduced down to $u_0 h_{0i}^{-1} = 1$ and even down to $u_0 h_{0i}^{-1} = 0.5$, for certain roughness geometries.

Similar conditions were described for the wind tunnel simulations of Askerven in Teunissen et al. [13] where values $u_0 h_{0i}^{-1} = 0.16, 0.34$ and 1.7, respectively, were declared; or in Rahnnes and Krosgstad [11], where a value $u_0 h_{0i}^{-1} = 0.13$, well within the smooth regime, was reported. As in the mentioned experiments, the present case should be understood as the simplest possible reference case. One of the weak points of our experimental set-up, related to this low roughness value, is that the boundary layer height of our wind tunnel is only two times the height of the island (see value $h_i / h_{0i} = 2$ in table 1) whereas in the FS case is much larger. One consequence is that in the full-scale BL, the upstream reference point, $z = 5 m$, is well immersed in the constant flux layer and the inflow TKE is homogeneous in $z$ direction, whereas in our wind tunnel it is not (at the equivalent scaled $z = 5/155 m$ height, as can be seen in figure 5.3). Some possible effects of the reported low value for $u_0 h_{0i}^{-1}$ are discussed in Yeow et al. [15].

We analyze the flow field for a 270° wind direction and we present results along transects at two heights ($z = 2 m$ and $z = 5 m$ a.g.l.) along line 2 in the Bolund community, see figure 5.1. In figures 5.4, 5.5 and 5.6 we present the values of the longitudinal, lateral and vertical turbulence intensities, respectively. The results are normalized with the corresponding value at the reference upstream location ($z = 5 m$). The results are presented for transects at $z = 2 m$ and $z = 5 m$ height a.g.l., the two mentioned test Reynolds numbers and for the 3CHW and PIV techniques. The full scale results are also indicated for comparison purposes. The velocity components are expressed in the Bolund reference system to allow the comparison between the two component PIV measurement, 3CHW and full-scale results.

The evolution of the normalized increment of TKE for line B and westerly winds presented in previous works (see Yeow et al. [15] and Behmann [3]) showed a large increment of TKE in M6 location, mainly at $z = 2 m$ height, modulated values in M3 locations, and larger values again in the lee side, M8, in this case at $z = 5 m$ height. These patters are also reproduced by the parameters $I_z, I_x, I_y$ in figures 5.4, 5.5 and 5.6. Our PIV results reproduce the high values of the three parameters $I_z, I_x, I_y$ around M7. These high values are...
due to very reduced speed values (in front of the escarpment at low heights) rather than to high values of the standard deviations of the velocity components.

In figures 5.4 and 5.5 we present the value of the ratios of the standard deviations of the velocity component fluctuations. In the case of the normalized turbulence intensities, $I_w/I_\text{wind}$, and the ratio, $\sigma_\text{u}/\sigma_\text{w}$, no results for PIV are presented since our PIV technique is not stereo PIV, and the $\sigma$ component of the flow velocity is not resolved.

As in the cases of the normalized turbulence intensities, the velocity components are expressed in the Bolund reference system to allow the comparison between the two component PIV measurement, 3CHW and full-scale results.

In tables 2 and 3 we present the bias of our WT results related to the FS results at the met mast locations, according to the expression

$$\epsilon_{I_w} = 100 \cdot \frac{I_{w,WT} - I_{w,FS}}{I_{w,FS}}$$

for the normalized turbulence intensities, and

$$\epsilon_{\sigma_\text{u}/\sigma_\text{w}} = 100 \cdot \frac{\sigma_\text{u,WT}/\sigma_\text{w,WT} - \sigma_\text{u,FS}/\sigma_\text{w,FS}}{\sigma_\text{w,FS}}$$

for the ratios of the standard deviations of flow velocity fluctuations.

After observing the figures 5.4, 5.5 and 5.6, and the table 2, it is evident that the worst predicted location at $z=2\text{m}$ is M6 for almost all the analyzed parameters. This was also a general conclusion for most of the models compared in the Bolund blind experiment, see Bechmann [1]. One possible reason for this mismatch is that the mock-up does not reproduce the sharpness of the real escarpment edge. More information can be found in Yeow et al. [15]. The values in M6 are also poorly predicted in general. Both locations, M6 and M4 and M6 are affected by flow detachment processes from the escarpment edge and the lee side, respectively.

The influence of the test Reynolds number and the used experimental technique on the results has been analyzed by comparing the mean of the absolute bias values for met mast M6, M3 and M8, for both heights, $z = 2 \text{m}$ and $z = 5 \text{m}$, for each experimental case. The results for the three normalized turbulence intensities, $I_w/I_\text{wind}$, the ratio of sigmas, $\sigma_\text{u}/\sigma_\text{w}$, speed-up, $\Delta S$, and normalized increase of TKE, $\Delta \tau$, are presented in table 4.

The results in table 4 indicate that some differences exist between PIV and 3CHW techniques. The PIV technique produces lower values of the mean value of the absolute bias for some parameters such as $I_w/I_\text{wind}$ and $\Delta \tau$. The differences between the two Reynolds number cases are neither so evident nor so systematic, but in the case of $\Delta \tau$, where the test at higher Reynolds number leads to a mean value of the absolute value of the bias in the determination of $\Delta \tau$ about 5 to 7 percentage points lower (see Lim et al. [8] for effects of Reynolds number in the determination of second order statistics of flow velocities around sharp edged bodies). Table 4 indicates that typical absolute values of the bias in our wind tunnel for the three normalized turbulence intensities (longitudinal, lateral and vertical) are 35%, 42% and 42% respectively. These values are close to two times the typical absolute bias value for the speed-up (20%). This is an expected result since turbulence intensities involve the calculation of second order statistics of velocity component fluctuations. We put the focus on the low value of the ratio $\sigma_\text{u}/\sigma_\text{w}$ (44%) which indicates that the relative value of velocity fluctuation components that form the TKE is better predicted than the value of the components themselves.

4 Conclusions

We have measured the flow field over a 1:115 scale model of the Bolund hill in our boundary layer wind tunnel. Two experimental techniques: three components hotwire anemometry and two components particle image velocimetry, have been used in order to detect any dependence of the measurements on the technique. Additionally the tests have been run at two Reynolds numbers. Different statistical flow parameters have been compared with full scale values and the corresponding biases have been determined.

The bias results show that, for the normalized turbulence intensities, the bias values are higher (as expected) for $z = 2 \text{m}$ than for $z = 5 \text{m}$, ranging from the largest bias (-65.9%) for $I_w/I_\text{wind}$ in M6 at $z = 2 \text{m}$ to the lowest bias (6.8%) for $\sigma_\text{u}/\sigma_\text{w}$ in M6 at $z = 5 \text{m}$. The predictions of the ratios $\sigma_\text{u}/\sigma_\text{w}$ are rather good, meaning that the energy of the fluctuation of one flow velocity component relative to another is well captured. The PIV predictions are better for some parameters such as $I_w/I_\text{wind}$ and $\Delta \tau$. Systematic differences in the bias for the two analyzed Reynolds numbers are only detected for $\Delta \tau$.
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Figure 1: Left: Mounting of the 3CHW probe 55P91 and its support, see [7]. [x,y,z] is the Bolund reference system. Right: View of the Bolund mock-up in the ACLA16 wind tunnel, seen from west.

Figure 2: Left: The used 3CHW probe DANTEC 55P91 during a directional calibration test in our ACLA16 WT. Right: Inclination angle $\theta$ versus direction angle $\Theta$ reproduced during a directional calibration test.
Figure 5.5: Normalized lateral turbulence intensity $I_v/I_{v05}$ at $z = 2$ m a.g.l. and $z = 5$ m a.g.l.: Squares, 3CHW for Re$_h1$; triangles, 3CHW for Re$_h2$. Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line B. Wind direction $270^\circ$.

Figure 5.6: Normalized vertical turbulence intensity $I_w/I_{w05}$ at $z = 2$ m a.g.l. and $z = 5$ m a.g.l.: Continuous lines, PIV for Re$_h1$; dashed lines, PIV for Re$_h2$; squares, 3CHW for Re$_h1$; triangles, 3CHW for Re$_h2$. Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line B. Wind direction $270^\circ$.

Figure 5.3: Vertical inflow profiles of a) Normalised flow speed $S/\nu_{05}$ (where $\nu_{05}$ is an estimation of the friction velocity), b) Normalised TKE $\overline{T_k}/\nu_{05}^2$, and c) ratios of STDs of velocity components, $\sigma_u/\nu_{05}$ and $\sigma_w/\nu_{05}$. Continuous lines: PIV for Re$_h1$, dashed lines: PIV for Re$_h2$, squares: 3CHW for Re$_h1$ and triangles: 3CHW for Re$_h2$. In b) the green symbols represent the "two-components" TKE $\overline{T_{k2C}}$ calculated from the 3CHW measurements. Circles correspond to full-scale values.

Figure 5.4: Normalized longitudinal turbulence intensity $I_u/I_{u05}$ at $z = 2$ m a.g.l. and $z = 5$ m a.g.l.: Continuous lines, PIV for Re$_h1$; dashed lines, PIV for Re$_h2$; squares, 3CHW for Re$_h1$; triangles, 3CHW for Re$_h2$. Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in the Bolund reference system. Line B. Wind direction $270^\circ$. 
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Table 4: Mean of the absolute bias values for the three normalized turbulence intensities, $I_u$, $I_v$, $I_w$, the ratio of sigmas, $\sigma_u/\sigma_v$, speed-up, $\Delta S$, and normalized increase of TKE, $\Delta k$, for met mast M6, M3 and M8 and for both heights, $z = 2$ m and $z = 5$ m, obtained for each experimental case (3CHW, PIV, Re$_{h1}$ and Re$_{h2}$).

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{\text{t}_1}$</th>
<th>$\epsilon_{\text{t}_2}$</th>
<th>$\epsilon_{\text{t}_3}$</th>
<th>$\epsilon_{\text{t}_4}$</th>
<th>$\epsilon_{\text{t}_5}$</th>
<th>$\epsilon_{\text{t}_6}$</th>
<th>$\epsilon_{\text{t}_7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3CHW</td>
<td>36.2</td>
<td>34.0</td>
<td>41.8</td>
<td>41.8</td>
<td>44.15</td>
<td>43.15</td>
<td></td>
</tr>
<tr>
<td>PIV</td>
<td>37.95</td>
<td>30.6</td>
<td>-</td>
<td>-</td>
<td>38.9</td>
<td>38.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\epsilon_{\text{t}_8}$</td>
<td>$\epsilon_{\text{t}_9}$</td>
<td>$\epsilon_{\text{t}_{10}}$</td>
<td>$\epsilon_{\text{t}_{11}}$</td>
<td>$\epsilon_{\text{t}_{12}}$</td>
<td>$\epsilon_{\text{t}_{13}}$</td>
<td>$\epsilon_{\text{t}_{14}}$</td>
</tr>
<tr>
<td>3CHW</td>
<td>12.9</td>
<td>14.5</td>
<td>20.87</td>
<td>19.40</td>
<td>69.38</td>
<td>64.34</td>
<td></td>
</tr>
<tr>
<td>PIV</td>
<td>13.5</td>
<td>14.75</td>
<td>17.96</td>
<td>21.05</td>
<td>60.53</td>
<td>53.69</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.7: Ratio of standard deviations $\sigma_u/\sigma_v$, on an isoheight line at $z = 2$ m a.g.l. and $z = 5$ m a.g.l. Squares: 3CHW for Re$_{h1}$, and triangles: 3CHW for Re$_{h2}$. Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line B. Wind direction 270°.

Figure 5.8: Ratio of standard deviations $\sigma_u/\sigma_v$, on an isoheight line at $z = 2$ m a.g.l. and $z = 5$ m a.g.l. Continuous lines: PIV for Re$_{h1}$, dashed lines: PIV for Re$_{h2}$, squares: 3CHW for Re$_{h1}$ and triangles: 3CHW for Re$_{h2}$. Velocity components expressed in Bolund reference system. Full-scale results (yellow dots with uncertainty bars). Line B. Wind direction 270°.
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Abstract:

For many wind farms close to a shoreline, the atmospheric conditions at the site can be significantly affected by the transition between sea and land, and vice versa. This can result in changes to the wind speed profile, which can have significant implications for both the design of the wind farm and the assessment of its potential energy output. In this study, we investigate the effect of a coastal transition on the wind speed profile, using a combination of Computational Fluid Dynamics (CFD) simulations and field measurements.

1. Introduction

In this study, we compare the effect of a coastal transition on the wind speed profile. The effect of the transition is modeled using a two-equation model (k-ε) and the SST turbulence model. The CFD results are then compared with data from field measurements.

2. Approach

The approach is based on the use of Computational Fluid Dynamics (CFD) simulations. The CFD simulations were performed using the ANSYS CFX software. The simulations were validated against data from field measurements.

3. Validation

The validation of the model was performed by comparing the CFD results with data from field measurements. The results show good agreement between the CFD predictions and the field measurements.

Figure 1. Comparison of CFD results with field measurements. The CFD results are shown as solid lines, while the field measurements are shown as symbols.

Figure 2. Comparison of the wind speed profiles downstream of the transition. The CFD results are shown as solid lines, while the field measurements are shown as symbols.
between the land and the sea in excess of 5K. In this case, the IBL height 10km downstream of the transition is typically less than 70m, a typical hub height for turbines.

3.3 Real site: Smøla island

This approach has also been applied to the coastal transition with roughness and thermal discontinuity for the site of the Smøla wind farm, located on an island off the coast of Norway. Before the wind farm was built, the site was equipped with 4 masts, M102, M121, M122 and M123, as shown in Figure 3, all of them with instruments at 10, 30 and 50m. A taller, more recent mast, Mnew, was installed to collect data once the wind farm was operational. This mast measures the wind conditions at 10, 29, 65 and 68m, and is unaffected by turbine wakes for directions from the south-east to the north-west. The wind resource assessment at the wind farm was carried from the earlier data set, gathered at the shorter masts. A comparison between the actual and predicted net P50 for this wind farm shows that the predicted P50 was over-estimated by about 20%. Additional background information about the Smøla wind farm can be found in [10].

The terrain on the island is of moderate complexity, with elevations from sea-level to approximately 40m (Figure 3). Locally, the complexity results more from the jagged coastline than from changes in elevation. Note that because of the many little islands, upstream of the main island, the exact distance to the coast is not very well defined. For mast Mnew for example, for a direction from the southwest, the fetch can vary between ~6 to ~10km depending on how many of the small islands are accounted for as land. Further out (at distances of the order of 20km) the site wind conditions are influenced by abrupt terrain changes located to the south/south-east of the island. In this analysis, we focus on wind directions from the south-west/west for which the flow upstream of the island travels over long fetches of the Norwegian Sea. The conditions modelled for the coastal transition assume a well-mixed boundary layer over the sea (roughness of 0.002m) with adiabatic surface conditions and impose a temperature contrast $\Delta \theta$ between the sea and the land (increased roughness of 0.03m, and $\Delta \theta$ imposed to elevations above 1 m). While stationary boundary conditions are maintained, the flow field is solved via transient simulations, and solutions are analysed after having reached a stationary state. A range of temperature offsets was used, with values of -2K, -5K and -10K for stable surface conditions, and +2K, +5K, and +10K for unstable conditions.

The implications of the slow IBL growth in stable conditions are best illustrated by looking at the developing velocity profiles, examples of which are shown in Figure 4, for the mast location Mnew and for the wind direction 225°. As clearly seen from these profiles, the resulting IBL height in stable conditions is strongly reduced as the temperature contrast increases. For temperature contrasts between the sea surface and the land that are larger than 5K, the thickness of the IBL is typically 50m or even less at 6-10 km downstream of the discontinuity. The wind shear in the internal layer is significantly stronger than in the layer above. A comparison between the profiles at Mnew obtained with adiabatic conditions, and the upstream profile, demonstrates that the roughness increase on its own is reducing the wind speed in the lower levels. Because the turbulent mixing is not hindered downstream of the transition in the adiabatic case, the resulting profiles show a relatively constant shear exponent throughout the boundary layer (i.e. a more or less constant slope of the profile when plotted vs $\ln(z)$). When stable conditions are combined with an increased roughness, however, the reduced turbulent mixing hinders the vertical momentum flux near the ground, which leads to an increased velocity deficit and the development of an inner layer with strongly increased shear.
An attempt was made to compare the wind speed ratios obtained between pairs of anemometers at mast Mnew, with those simulated under various stability conditions. Without relevant temperature measurements on the site, surface stability conditions were instead derived and classified by the gradient Richardson number (between 2 and 60 m) from a WRF reanalysis data set concurrent with the mast data set. The WRF reanalysis was carried out with a 6 km resolution for a period from 1979 to 2012 with ERA interim as boundary conditions. The planetary boundary layer scheme was the 1.5 order scheme of Mellor and Yamada (MYJ). In order to filter out poorly correlated records between the mast data set and the WRF data set, both data sets were binned by Richardson numbers and averaged. The average ratios from the data derived this way were compared with the simulation results and with ratios expected from Monin-Obukhov theory. Such an event is shown in Figure 8. In this case, based on the Ri from WRF, the conditions at the site are classified as strongly unstable. The comparison between the measured profiles and the CFD suggest that the conditions are rather unstable. Turbulence intensity measurements at the mast for this event show high values, also suggesting that the conditions at the time were unstable. We conclude from this that the CFD classification of the stability conditions can be unreliable. A consequence of this is that events, which are wrongly classified as stable (in fact they are unstable), will lead to large values of the ratio $v(10m)/v(65m)$ attributed to stable cases. This will introduce an upwards bias to the values of the averaged $v(10m)v(65m)$ at high Ri shown in Figure 6. We would therefore argue that what may have looked like a deficiency in the CFD model, with the ratio $v(10m)/v(65m)$ from the CFD under-predicting the measured ratio, is in fact an issue with the stability classification. We expect that the true measured $v(10m)/v(65m)$ will be lower than shown with a more robust stability classification.

$\text{Figure 5. Velocity profiles for the sector 225˚ at location Mnew on the real site, located approx. 6km from the coast. The upstream profile over the sea is shown with a dashed line. The profiles at Mnew from neutral (adiabatic) to increasingly stable conditions are shown, labelled with the applied sea/land temperature contrast. The horizontal dashed line marks a typical hub height of 70m.}$

$\text{Figure 6. Wind speed ratios between 10 and 65m (grey) and 29 and 65m (black) for the wind direction 225. Continuous line: CFD results, dashed line: Monin-Obukhov theory, symbols and error bars: data at the mast binned by gradient Ri from WRF simulation.}$

$\text{Table 1 quantifies the wind speed overestimation that can occur when extrapolating to hub height in the presence of a sea/land coastal transition with well-mixed conditions over the sea, and stable conditions on land. These values are obtained for the location Mnew (6-10km inland depending on whether or not we account for transition upstream of the small islands or at the shore of the main island) for an upstream profile with 10m/s at 50m. As the conditions become increasingly stable, the over-prediction can reach values as high as ~4%. In addition to the error associated with the vertical extrapolation, a compounding effect results from the fact that because of the changes in the shape of the velocity profile, the rotor equivalent wind speed (REWS) would be lower than the measured wind speed at hub height.}$

$\text{Figure 7. Symbols: measured velocity profiles at location Mnew, normalised by wind speed at 65m. The symbols blue to yellow correspond to 4 consecutive hours, with the label on the symbol showing the wind speed at 65m. Lines: simulation results for varying sea/land temperature contrasts. According to WRF data set: Top: Measured profiles evolving from mildly stable to strongly stable conditions. Bottom: Measured profiles all corresponding to strongly unstable conditions.}$

$\text{Figure 8. Event classified as strongly stable based on the Ri from WRF. Comparison between measured profile (symbols) and CFD (lines) suggests the conditions at the mast were unstable at the time.}$

$\text{Figure 9. Plotting the normalised velocity profile vs the logarithm of the height above the ground.}$
is also affected by the stability conditions. We have attempted to quantify this by calculating the ratio between the REWS and the hub height wind speed for all 68 turbines on site.

Table 2 gives the average of this ratio across the wind farm for adiabatic and stable surface conditions. With increasingly stable conditions, this ratio decreases. The implications is that, for a given hub height wind speed, the available power, proportional to the cube of the REWS, will decrease too as the conditions become increasingly stable.

The errors associated with the extrapolation and reduction in REWS are of similar magnitude. In strongly stable conditions (thermal discontinuity of -5K or more), the superposition of both errors can lead to an overestimation of ~7-8% for the wind speed.

In the cubic part of the power curve, this can translate to errors in the P50 of ~21-24%. Since the surface conditions on Smøla appear to be predominantly stable (in about 1/3 of the time according to the distribution of gradient $z_i$/z for this site), this will seriously impact the resources for this site and goes a long way in explaining the gap between the predicted and actual P50.

Table 2. Ratio of Rotor Equivalent Wind Speed to hub height wind speed in adiabatic and stable conditions.

<table>
<thead>
<tr>
<th>Surface stability</th>
<th>REWS/hub</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiabatic</td>
<td>98.5%</td>
</tr>
<tr>
<td>-2K</td>
<td>96.9%</td>
</tr>
<tr>
<td>-5K</td>
<td>95.7%</td>
</tr>
<tr>
<td>-10K</td>
<td>95.8%</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

This investigation demonstrates that the CFD model is able to capture IBL growth downstream of a discontinuity, across which both roughness and surface stability conditions change. The resulting IBL growth agrees well with correlations from the literature, for both neutral and stable conditions downstream of the discontinuity. This has significant implications for wind farms sited close to the coast. We show that when stable conditions prevail downstream of the coastal transition, the IBL grows very slowly. For fetches of the order of 5-10 km, the resulting IBL height tends to be smaller than a typical hub height of 70m, when the sea/land temperature contrast is in excess of 5K. If such conditions are frequent on site, then using mast data from within the surface layer can lead to significant overestimation of the resource at hub height when extrapolating with the measured shear. In addition to the vertical extrapolation error, the change in the shape of the velocity profile also negatively impact the rotor equivalent wind speed (i.e. the available energy) when stable surface conditions prevail. Both these effects go a long way in explaining the gap between the actual P50 and the P50 predicted without accounting for the presence of the coastal transition with predominantly stable conditions. In the case of the Smøla wind farm the shortfall was approximately 20%.

ACKNOWLEDGEMENTS

The authors wish to thank Statkraft for funding this analysis, and providing access to the information about the Smøla site.

REFERENCES

2008 was produced, there have been huge advances in supercomputers and hence NWP resolution over Europe (Section 2.2) and a 4 year archive of the operational high resolution (1.5km) forecast model over the UK, the UKV (Section 2.1).

Jessica Standen (1)
Met Office, Exeter, United Kingdom

Since December 2010 the Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4+ year archive of these forecasts. The UKV is a variable resolution model, with a variable resolution area that blends from 4km to 1.5km.

In 2014 the Met Office were awarded a contract by The Crown Estate to produce a new UK wide offshore wind dataset. This has been created using two forecast datasets produced using the Met Office’s numerical weather prediction (NWP) model, the Unified Model. One with a variable resolution area that blends from 4km to 1.5km.

The new UK wide offshore wind dataset is also based on NWP model data, combining a 30 year hindcast at 4km resolution, 30 years of a 4.4km resolution hindcast dataset, produced specifically to be a long-term, high resolution data assimilation of the operational 1.5km archive as well as benefitting from the hindcast and the operational archive.

The new UK wide offshore wind dataset is a gridded data containing average wind speeds, Weibull parameters and frequency distributions used to calculate linear regression coefficients based on twelve 30° wind direction sectors. These were then applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset.

The approach has been verified against met mast measurements and an improvement is seen above the absolute biases. The increased resolution in the 1.5km model archive results in a better resolved coastline which enables the new UK wide offshore wind dataset to have more detail over these coastal areas. Using two pre-existing datasets in this way combining different forecast datasets, including operational models.

2.1 UK high resolution 1.5km data

The new UK wide offshore wind dataset is also based on NWP model data, combining a 30 year hindcast at 4km resolution, 30 years of a 4.4km resolution hindcast dataset, produced specifically to be a long-term, high resolution data assimilation of the operational 1.5km archive as well as benefitting from the hindcast and the operational archive.
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1. Introduction

The offshore wind resource of the UK is amongst the best in the world and the Crown Estate works with industry and government to bring investment opportunities to the UK. Coastal areas are rich in UK wind resources, especially in the North Sea and the Irish Sea, and the UK has the potential to produce a new UK wide offshore wind dataset.

The purpose of this project is to provide a consistent, high quality wind resource database to the Crown Estate and the UK Government for the development of the offshore wind industry. The dataset will be used to identify potential sites for offshore wind farms and to support the development of offshore wind farms in the UK.

The UK's wind resource is described by the Met Office, using the MetUM, a high resolution climate seamless modelling system. The MetUM is a global model with a horizontal resolution of 11km. The winds at an altitude of 10m are used and the wind resource is estimated at an altitude of 110m.

The MetUM is run and archived 4 times a day (03, 09, 15 and 21 UTC), which means it is possible for the Met Office to produce a daily update of the UKV data. This daily update is produced using all 4 forecasts per day. Three hours were allowed to account for the model spin-up, and hence the data used were 3-8 hours after the start of the MetUM forecast. The MetUM forecast is produced at two resolutions 4.4km and 1.5km resolution over the UK.
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this inclusion of mesoscale models either forced by reanalyses or operational forecast models reduce the biases substantially compared to modern reanalyses alone [4].

The Met Office has produced a hindcast dataset covering 1979-present at 4.4km resolution over Europe, created to provide a long-term, high resolution and consistent dataset. This is something that could not be achieved using the operational system as this 4.4km domain over Europe (Euro4) has only been running since 2013 and so there is only a short archive of operational data available.

The MetUM is used to downscale the complete period of ERA-Interim [5] since 1979 to provide a hindcast for this period, allowing there to be a consistent long-term hourly dataset. Operationally the Euro4 downscales directly the Met Office’s operational global model, however this has a much higher resolution (~17km) than ERA-Interim (~80km); as a result for the hindcast another model was nested in between ERA-Interim and the Euro4 domain at a resolution of 12km to address this step change, as well as the change in model formulation. The domains of the 12km model and the Euro4 can be seen in Figure 3.

![Figure 3: Euro4 domain - Euro4 domain (blue) nested inside 12km model domain (green).](image)

The 12km model was reinitialised from ERA-Interim every 24 hours and used the 6-hourly ERA-Interim analyses at the boundaries. The 12km model in turn provided the initial and boundary conditions (hourly) for the Euro4 domain. The Euro4 started 6 hours in to the 12km forecast, and the first 6 hours of the Euro4 forecast were discarded to account for model spin up, the next 24 hours of forecast data were stored as the hindcast. This set-up resulted in the hindcast dataset comprising of 10,957 forecasts to span December 1984 to November 2014 inclusive (the period used for this work).

### 2.3 Benefits of UKV over Euro4 hindcast

The UKV is the primary forecast model used at the Met Office for UK forecasts and as a result there has been significant investment in the configuration, which means through using the archive of this forecast system the new offshore wind dataset is benefitting from many years of work to produce an optimised weather forecast model. This is compared to be a state-of-the-art forecasting model and is extensively verified daily over a variety of weather regimes and circulations. As an operational model it uses the optimal configuration and is driven by the operational global model, which until July 2014 was at ~25km horizontal resolution at mid-latitudes; July 2014 it was upgraded to ~17km resolution.

The UKV contains data assimilation and as such the results should be much closer to observations. The Euro4 hindcast does not contain data assimilation, though ERA-interim does.

The increase in resolution of the UKV over the Euro4 (1.5km vs. 4.4km) means that there is an improved land sea mask, which is important when looking at winds in coastal regions. In addition the better resolved orography will also make an impact on the winds in coastal regions.

### 3. Processing

To produce the 1.5km resolution dataset, both the 4.4km and 1.5km datasets were combined to utilise the benefits of the very high resolution and data assimilation of the UKV, retaining the climatological information from the long Euro4 hindcast. A direction dependent linear regression was used to do this.

Four forecasts per day were used from the UKV archive, where the data were taken from T+3. Only one forecast per day is available in the Euro4 hindcast, which takes the data from T+6. A schematic of which forecast runs were used for each of the models can be seen in Table 1.

![Table 1: Schematic showing forecast runs for UKV and Euro4 for each hour of the day](image)

Both the calculation of the linear regression coefficient, and the application to the Euro4 winds were done on the model level heights. Hence the results shown and discussed in this section are at 93.3m, the closest model level height to the final hindcast dataset height of 110m.

For each bin the correlation coefficient, $r^2$, was calculated. As expected due to the regression being between two modelled datasets both produced using the MetUM, there is a good level of correlation. Depending on the wind direction bin, between 48% and 96% of the points have a value of $r^2 \geq 0.70$, with an average of 80% across all the bins. The areas with the lowest values of $r^2$ are mostly either downwind of land or very near coast, i.e. an inlet. For some very near coast points the values of $r^2$ are very low, however this tends to be at the bins where the wind direction is less frequent.

When looking at the values of $r^2$ for just the prevailing wind direction the lowest value is $0.29$, with a maximum of $0.80$ and an average of $0.80$, Figure 4. Although the lowest value is still low, 98% of the domain has a value of $r^2 > 0.70$. Most of the areas which still have low values of $r^2$ are the inlets and areas around small islands, at these points this is where there will be the biggest differences between the land sea masks of the Euro4 and UKV models as this is very resolution dependent.

Once the regression has been applied the model level data was interpolated to the dataset output height, 110m, assuming a neutral logarithmic profile between the nearest two model levels, 93.3 and 133.3m.

### 4. Results

As both 4.4km and 1.5km resolution data are available in the new UK wide offshore wind dataset, it is possible to compare them and make some comparisons to show what the inclusion of 4 years of the high resolution forecast data adds to the dataset.

#### 4.1 Validation

In this paper, 7 offshore and 4 near-shore met mast observations, some with multiple heights, were used to verify the dataset. The met mast data does not span the full 30-years, nor is much of it at the 110m height of the dataset; as a result time series at the met mast locations have been produced using the same method but at the height of the observation, so that the hourly data can be compared and also at the correct heights without any additional interpolation. It should be noted that all the near-shore and 2 of the offshore met mast observation periods are less than 1 year in length.

The observed and model wind speeds, at hourly frequency, show good agreement with $r^2$ values in the range 0.75-0.84 for both the 4.4km and 1.5km resolution data offshore and 0.63-0.75 for both the 4.4km and 1.5km near-shore. The inclusion of the 1.5km data at these 11 sites only made a small, but mainly positive impact on the $r^2$ values.
Table 3 shows a summary of the verification of the 4.4km raw model data and the 1.5km regression corrected data. Table 3 (and also later Table 4) have a weighting applied so that short observational periods do not dominate the results, a linear weighting is applied to any site with less than 360 days of observations. Where more than one height is available for a site a mean across all the heights is taken as the value for that site.

By using the 1.5km data, generally the bias and absolute bias are reduced except for the near-shore mean bias. The best values of the standard deviations of the biases are evenly split between the 4.4km and the 1.5km data.

When looking at the sites individually (Table 2), for offshore 47% of the site-height pairs (7 out of 15) have an improved bias through the application of the 1.5km regression, but 100% have an improved absolute bias. For near-shore 78% of the site-height pairs (7 out of 9) have both an improved bias and absolute bias by applying the 1.5km regression, however 22% (2 out of 9) are degraded by the application.

Table 2: Percentage of site-height pairs improved using the 1.5km data over the raw 4.4km data

As part of this project The Crown Estate kindly provided high quality cleaned met mast data at 8 offshore sites for use in validation. Four of these were the same sites as in the 7 used in Table 3, however those provided by The Crown Estate were for longer periods and often at different heights and so they have been included. Table 4 shows a summary of this verification. This shows there is a reduction in the biases when using the 1.5km data.

Table 3: Summary of wind speed verification – calculated for 7 offshore (15 site-height pairs) and 4 near-shore (9 site-height pairs) sites

When looking at the sites individually (Table 5), for offshore 71% of the site-height pairs (17 out of 24) have an improved bias through the application of the 1.5km regression, and 100% have an improved absolute bias by applying the regression.

Table 5: Percentage of site-height pairs improved using the 1.5km data over the raw 4.4km data

The dataset has been verified against as many observations as were available to us (11 offshore and 4 near-shore combined across both verification data sets) giving 45 site-height pairs, spanning over 41 site-years of hourly data (108 site-height-years). However, 15 sites for a dataset comprising of 37,828 points (4.4km data) and 74,474 points (1.5km data) is still a very small sample.

4.2 Resolution comparison

As shown in Section 4.1, depending on the statistics used to assess the data the magnitude of the benefits of the inclusion of the 1.5km regression over using the raw 4.4km resolution data varies. However, especially when considering absolute bias, there is a clear benefit.

The other feature, which is not possible to verify without an extensive network of observations is the increased resolution of the data itself, giving more spatial variability to the winds and increased coastal detail. The difference between the two datasets is shown in Figure 5.

This shows that in general the application of the regression using the 1.5km data in general decreases the wind speeds slightly.
The approach has been verified against a number of met masts both offshore and near-shore and at varying heights. It has been shown that in general there is an improvement by applying the directional dependent regression based on the 1.5km data, especially in the absolute biases.

In addition to the positive impact on the absolute biases by applying the direction dependent regression based on the 1.5km resolution, there is a better represented coastline in the model, resulting in increased coastal detail in the final dataset.

The 4.4km dataset is available on the Marine Data Exchange at:
http://www.marinedataexchange.co.uk/search?q=%22wind%20strength%20and%20direction%22

Figure 6: Average wind speed over 30 years at 110m for 1.5km dataset (left), 4.4km dataset (centre) and the difference between them (right) – areas marked in black are outside of the 1.5km region and so there is no data, areas marked in pale green are those points considered to be land in the models.

Figure 7: “Time series of the wind speed distribution for a region covering 5°W-1°E and 51°N-55°N. […] annual statistics are shown in light colours/shading, wind darker lines showing the data smoothed with a 5-year boxcar window. [...] Ensemble-mean annual mean wind speed.” Figure from [6]

Figure 8: Average wind speed anomaly, 30 year period minus 15 year period at 110m from the regression corrected data

This shows the importance in the length of the data used in order to capture the inter-annual variability. When just looking at long term average wind speeds the effects may be smaller and more consistent and hence something that can be allowed for, but when looking at other factors, such as seasonality or Weibull parameters, the importance of fully sampling the wind speed distribution is very important. Due to the computational time and cost to produce multi-decadal datasets the full sampling of a multi-decadal period is often over looked.

Both the 4.4km and 1.5km datasets are at a significantly higher resolution than the wind component of the Atlas 2008 that was previously being used.

The approach has been verified against a number of met masts both offshore and near-shore and at varying heights. It has been shown that in general there is an improvement by applying the directional dependent regression based on the 1.5km data, especially in the absolute biases.

In addition to the positive impact on the absolute biases by applying the direction dependent regression based on the 1.5km resolution, there is a better represented coastline in the model, resulting in increased coastal detail in the final dataset.

The 4.4km dataset is available on the Marine Data Exchange at:
http://www.marinedataexchange.co.uk/search?q=%22wind%20strength%20and%20direction%22

Figure 9: Average wind speed anomaly for each meteorological season, 30 year period minus 15 year period at 110m from the regression corrected data
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Abstract: The present article proposes a framework for validation of stationary wake models that wind developers can use to predict the wind energy production of a wind power plant more accurately. The application of this framework provides a way to quantify the uncertainty of annual energy production predictions. Additionally, this methodology enables the fair comparison of different wake models. Furthermore, the methodology enables the estimation of how much information can be obtained from a measurement dataset to quantify model inaccuracy. In the present work the proposed framework is applied to the Horns Rev 1 offshore wind power plant.

1. Introduction

There is a need in the wind energy industry for better predictions of wind farm power production. In particular, inventories and financial institutions are interested in understanding the uncertainty of production predictions in order to help them take better decisions about investing in a particular wind energy project. Previous efforts for wake model benchmarking and validation using offshore wind farm supervisory control and data acquisition (SCADA) data have been performed in the past, some examples are the work of Bartheim et al. [1], Hansen et al. [5], Gaumond et al. [4], and Réthoré et al. [14]. These studies were based on the filtering of the measurements into wind speed and wind direction bins, also called flow cases. All the publications pointed out that due to the large uncertainties in the inflow conditions it has not been possible to obtain statistical evidence of model inaccuracy. Furthermore the large number of wake models that have been evaluated produce a wide spread of power production predictions for apparently simple flow cases. In general filtering of SCADA databases is still a common practice and uncertainties in the inflow conditions are usually disregarded. The limitations of filtering the flow cases in terms of wind direction uncertainty has been studied in Gaumond et al. [4]. It was concluded that for large enough wind direction bins around 30 degrees an accurate prediction of the mean power production can be done even with the most simple models. In contrast for narrow wind direction bins, the power production can not be accurately predicted if the wind direction uncertainty is neglected. Additionally the flow cases that have been used in the literature reduce the observed data to only the few cases in which all the wind turbines (studied) are available and under normal operation. Réthoré et al. [14] reported that for a wind power plant with 80 turbines only between 9 to 20% of the observations can be used. This limited number of observations has made it challenging to conclude about the uncertainty in annual energy production (AEP).

1.1. Objectives of the present study

The present study has the following objectives:

1. To map the wake model prediction error for a given wind power plant and use these results to assess the uncertainty in the predictions.
2. To estimate the wake model uncertainty and the uncertainty in the prediction of wind power plant production.
3. To evaluate the method of analysis using SCADA data from a wind farm.
4. To validate the model using SCADA data from a wind farm.
5. To compare the results of the analysis with other methods.
6. To provide a framework for validation of stationary wake models that wind developers can use to predict the wind energy production of a wind power plant more accurately.

1.2. Model validation under uncertainty

The present work follows the framework for verification, validation and uncertainty quantification of computer codes presented by Roy and Oberkampf [15]. This framework is very relevant for wind energy since it proposed a division between epistemic uncertainty (uncertainties that are due to lack of knowledge but that could be reduced e.g. individual knowledge and experience) and aleatory uncertainty (uncertainties that can not be reduced e.g. natural variability of the flow resources from the measurement). The present work assumes that a large scale averaged undisturbed wind direction can be estimated from multiple yaw sensors, because the individual yaw errors of each turbine are small enough.

Wind speed

The undisturbed wind speed (WS) was estimated using the average of the nacelle anemometers on the free flow operating turbines at each 10-minutes period. This average represents a spatially averaged undisturbed wind speed. In individual signals were used for measurement quality before the averaging process was applied, which means that the number of available wind speed signals varied for each 10-minutes. The quality check consisted in comparing each individual upstream nacelle anemometer with the raw spatially averaged undisturbed wind speed. Periods that showed uncommon behavior (time increasing standard deviation) were removed.

Two mean corrections were applied to the undisturbed wind speed based on multiple nacelle anemometers. The nearby met mast hub height anemometers were used to fit a non-linear nacelle transfer function (NTF). This transfer function was used to correct the estimated wind speed for flow distortion due to the nacelle geometry and due to blade shadowing. The procedure followed is inspired in the method described in the IEC standard 64100-12-2 (2013) [7]. The difference with respect the standard lies in the fact that the spatially averaged undisturbed wind speed was instead used in a single nacelle anemometer.

Finally an air density correction was applied following the IEC standard 64100-12-1 (2005) [6]. This correction scales the barometer, air temperature, and water temperature signals. The large scale structures uncertainty was predicted using the method described by Réthoré et al. [14] in order to remove calibration shifts due to the inability to use magnetic north tracking close to large generators. Turbines are forced to perform a full 360 degrees turn to recalibrate the nacelle position signal. It is important to recognize that an individual nacelle yaw angle signal is not an accurate estimator of the undisturbed wind direction. The settings of the yaw controller reaction time. The present work assumes that a large scale averaged undisturbed wind direction can be estimated from multiple yaw sensors, because the individual yaw errors of each turbine compensate each other.

Wind speed

The undisturbed wind speed (WS) was estimated using the average of the nacelle anemometers on the free flow operating turbines at each 10-minutes period. This average represents a spatially averaged undisturbed wind speed. In individual signals were used for measurement quality before the averaging process was applied, which means that the number of available wind speed signals varied for each 10-minutes. The quality check consisted in comparing each individual upstream nacelle anemometer with the raw spatially averaged undisturbed wind speed. Periods that showed uncommon behavior (time increasing standard deviation) were removed.

Two mean corrections were applied to the undisturbed wind speed based on multiple nacelle anemometers. The nearby met mast hub height anemometers were used to fit a non-linear nacelle transfer function (NTF). This transfer function was used to correct the estimated wind speed for flow distortion due to the nacelle geometry and due to blade shadowing. The procedure followed is inspired in the method described in the IEC standard 64100-12-2 (2013) [7]. The difference with respect the standard lies in the fact that the spatially averaged undisturbed wind speed was instead used in a single nacelle anemometer.

Finally an air density correction was applied following the IEC standard 64100-12-1 (2005) [6]. This correction scales the barometer, air temperature, and water temperature signals. The large scale structures uncertainty was predicted using the method described by Réthoré et al. [14] in order to remove calibration shifts due to the inability to use magnetic north tracking close to large generators. Turbines are forced to perform a full 360 degrees turn to recalibrate the nacelle position signal. It is important to recognize that an individual nacelle yaw angle signal is not an accurate estimator of the undisturbed wind direction. The settings of the yaw controller reaction time. The present work assumes that a large scale averaged undisturbed wind direction can be estimated from multiple yaw sensors, because the individual yaw errors of each turbine compensate each other.
Wind direction

The undisturbed wind direction was estimated using the nacelle positions and collective pitch angle of the three wind operating turbines. Individual signals were checked for calibration shifts [14] and for quality of the measurement. Each individual upstream nacelle position signal was re-calibrated based on the wind power plant layout and the power deficit of the first wake operating turbine. This procedure has been introduced by Réthoré et al. [14].

The spatially averaged undisturbed wind direction (WD) obtained from the average of the multiple available nacelle position signals on one of the three wake operating turbines. A correction based on the bias between WD and the wind vane at hub height at the nearby meteorological mast was fitted through a non-linear transfer function following the recommendations presented in the standard 64100-12-2 (2013) [7]. The correction for the wind direction consisted in removing the bias as a function of wind speed.

The elicitation of the uncertainty of the undisturbed wind direction followed the IEC standard [7] and is estimated for each individual 10-minutes period. The sources of uncertainty considered are shown in Table 2. The total uncertainty was calculated using eq. 1, while the real value of the wind direction is assumed normally distributed, eq. 2.

Power

The total power production was computed by assuming that the turbines not available under normal operation produced zero power. Furthermore, it was assumed that a considerable reduction of the thrust coefficient occurs under down-regulation and that the wake deficits can be neglected. The power measurement uncertainty is estimated for each 10-minutes observation following the standard [6]. The sources of uncertainty considered are shown in Table 3. The total uncertainty was calculated using eq. 1, while the real value of the power is assumed normally distributed, eq. 2.

Power curve

The present study used two different power curves: the official power curve and the experimental power curve. The experimental power curve was obtained following the recommendations of the IEC standard [7]. Since SCADA databases do not include a large number of the measured operational wind turbine power was obtained by aggregating multiple upstream wind turbines power measurements as a function of the undisturbed wind speed (for a valid wind direction sector).

Availability

The prediction of normal operation was performed individually to each turbine following the outlier detection methodology presented in [14]. This procedure used the pitch angle and normalized power curve in order to detect when a turbine is not under normal operation conditions. The obtained wind turbine availability is a combination of the actual availability, down regulation conditions and measurement sensor errors.

2.2. Modeling

Wake model

The present work could be applied to any wake model. The wake model used in the present study is a modified N. O. Jensen (NOJ) model [8]. The modified NOJ model was selected for its simplicity and because it is a model still used in the industry. The model assumes a linear wake expansion coefficient (λ) of 0.05 for offshore conditions. In contrast to the original NOJ model, the modified model includes a near wake expansion from 1:0 momentum theory occurring at the rotor disc. This is sure that the wake deficits are scaled by the local hub height wind speed at the wake generating wind turbine instead of the undisturbed wind speed. Finally the wake deficits are aggregated in the far wake region.

The model used in the present study is open source and is available at https://github.com/DTUWindEnergy/FUSED-Wake along with other wake models such as the original NOJ [8] and G. C. Larsen semi-empirical wake model [9].

The model used in this study has as inputs the undisturbed wind speed, the undisturbed wind direction, the power and thrust coefficients curves, the wind power plant layout, the linear wake expansion coefficient and the availability for each turbine. As a result the model predicts the power produced by each turbine.

It is important to note that the model was executed for each of the 10-minutes intervals. The wake model was run assuming that the unavailable turbines are not running (for which the idle thrust coefficient was used) during the 10-minutes periods.

Propagation of input uncertainties

A Monte Carlo simulation based on LHS sampling was used to study the effect of input uncertainty in the power distribution prediction. Each 10-minute distribution of the real wind direction and wind speed are considered independent due to their epistemic nature [15]. 100 different possible realizations of the real undisturbed flow conditions during the 3 years of analysis were calculated. This enabled to separate the aleatory component of the wind resources from the epistemic uncertainty of the measurement/estimation of undisturbed flow conditions. The present approach can be summarised as a two level approach: a normal distribution for the statistical uncertainty and observations of the undisturbed flow conditions: only the epistemic uncertainty.

Power measurement uncertainty sampling

A Monte Carlo simulation based on a 100 LHS sample was used to study the influence of the measurement uncertainties on the obtained wind speed power distribution. This approach produced 100 possible realizations of the real active power through the three years of analysis.

2.3. Model validation

Area validation metric

A validation metric describes a methodology to compare the undisturbed wind speed (for a valid wind direction sector) using wind turbines power measurements as a function of the undisturbed wind speed and direction. The area validation metric quantifies the model uncertainty by comparing the median rank based cumulative density function (CDF) of the measured and predicted powers, and not only their mean values [3].

Due to the (epistemic) measurement uncertainty, the CDF of the total power measurements is defined as the region between the worst and best realization of the real power. Similarly when the uncertainty in the inputs is propagated through the model then the predicted CDF of total power becomes the region between the worst and best realizations of the model. The area validation metric is the absolute area between the two regions. If there is no area between the two regions then the model is free of uncertainty. This could mean that the model is too simple or that there is too much uncertainty in the inputs. In the present work several comparisons of flow cases were done that illustrate how to use this validation metric in power production and annual energy production predictions.

The area validation metric is used to predict the confidence interval of any quantile of the output [15]. Therefore it can be used to estimate the expected model error in the prediction of the annual energy production. It is important to understand model uncertainty as an epistemic uncertainty at this stage in the development of a wind farm. Model uncertainty is an important consideration in the wind farm design process as it enables the designer to judge whether the model is adequate for the intended purpose. The area validation metric is used to compare the model with the observed data and to judge whether the model is adequate for the intended purpose. The area validation metric is used to compare the model with the observed data and to judge whether the model is adequate for the intended purpose.

3. Results

3.1. Test case: Horns Rev 1

Horns Rev 1 is a Danish offshore wind power plant owned by Vattenfall AB (90 %) and Dong Energy AS (40 %). It is located 14 km from the Danish west coast (fig. 2). The total rated size of the power plant is 160 [MW]. The power plant consists of 160 Vestas V100-2.0 [MW] wind turbines, see figure 3. The power plant started operation in 2002 and is still operating in 2015. The present work has been based on 3 years of measurements from the SCADA database of the power plant. The database contains 10-minutes mean, max., min. and standard deviation for power, nacelle position, pitch angle and rotational speed for each individual wind turbine. The present study was intended to quantify the influence of the measurement uncertainty on the wind power predictions using the area validation metric and the confidence interval of any quantile of the output.

3.2. Test case: Horns Rev 1

Horns Rev 1 is a Danish offshore wind power plant owned by Vattenfall AB (90 %) and Dong Energy AS (40 %). It is located 14 km from the Danish west coast (fig. 2). The total rated size of the power plant is 160 [MW]. The power plant consists of 160 Vestas V100-2.0 [MW] wind turbines, see figure 3. The power plant started operation in 2002 and is still operating in 2015. The present work has been based on 3 years of measurements from the SCADA database of the power plant. The database contains 10-minutes mean, max., min. and standard deviation for power, nacelle position, pitch angle and rotational speed for each individual wind turbine. The present study was intended to quantify the influence of the measurement uncertainty on the wind power predictions using the area validation metric and the confidence interval of any quantile of the output.
Figure 2: Location of the Horns Rev 1 offshore wind power plant. Image taken the 6th of October 2015 at http://maps.google.com.

Figure 3: Vestas V80-2.0 [MW] official power curve (black line) and the coefficient curve (red line). April 2007 reported curves taken from the WAsP power curve database at http://wasp.dk.

Figure 4: Selected benchmark case in Horns Rev 1. The colored area represents undisturbed wind directions. The sensors used for predicting the undisturbed flow conditions are circled and color coded.

Figure 5: Nacelle transfer function between top anemometer at M6 and the large scale averaged undisturbed wind speed for the Eastern sector.

Figure 6: Nacelle position sensor for turbine 04 re-calibration based on the power ratio of turbines 14 and 04.

Figure 7: Undisturbed wind direction bias with respect to the wind vane at M6 at 68 [m] height as a function of the undisturbed wind speed.

Figure 8: Official power curve and experimental power curve.

3.2. Time series of the main variables

An example of the time series of the undisturbed wind speed, wind direction, total availability, measured total power and model predicted power are presented in figure 9. In this figure the colored areas represent the 99% confidence intervals for each of the variables. These confidence intervals include all sources of uncertainties and they should be understood as the region in which the real values lies. It is important to remark that the predicted power confidence intervals is the result of the output uncertainty propagation process. This figure superficially reveals a good agreement between measurements and predictions. Furthermore, figure 9 suggest that the confidence intervals predicted by the propagation of input uncertainty are larger than the ones caused by the measured power uncertainty. Note that the confidence intervals in the measured variables reveal that the uncertainty analysis is done for each time period. Some periods of non-available data can also be identified from this figure. Moreover the expected model prediction is build by averaging the 100 realizations of power for each 10-minutes (black line in the lower frame in figure 9).

3.3. Wind farm power rose: experimental and modeled

An example of the wind farm power rose is presented in figure 10 for a single realization of the output uncertainty during the 3 years and for a single realization of the output uncertainty during the 3 years. This figure demonstrates that...
The experimental power curve shows a consistent under-prediction of power through the whole wind rose. Figure 10: Wind farm power rose for (left) the model predictions based on a single realization of the inputs (right) a single realization of power measurements.

It is important to highlight that the area validation metric is given in absolute value, which means that it does not hold the sign of the bias. The reason for this is that due to the epistemic nature of model uncertainty, the modeler does not know before hand whether the model over-predicts the power or under-predicts it. Furthermore, the area validation metric penalizes a model that might predict the mean by compensating under-predictions with over-predictions [3].

The use of the actual available turbines improves the amount of data available to compare the performance of wind farm models.

In order to compare the level of agreement the first step is to analyze the distribution of the prediction error, see figure 11. This figure contrast the power prediction error as a function of the input variables for two cases. Using the official power curve (left frame in figure 11) produces an over-prediction of power at wind directions with less coherent wind turbine alignment; on the contrary, an under-prediction of power occurs at the wind directions of main turbine alignment. The prediction errors of the model that used the experimental power curve show a consistent under-prediction of power through the whole wind rose.

The area validation metric was applied to the cumulative density function of the power, this validation metric gives an uncertainty estimation for the prediction of mean power production [5]. The CDF of both measured and predicted power are shown in figure 12. Note that the CDFs presented in this figure are the areas between all the possible realization of both predicted power and measured power. It can be observed that the measurement uncertainty has negligible influence in the area validation metric. Figure 13 presents the comparison using the experimental power curve.

From figures 12 and 13, it can be observed that using the official power curve produces an over-prediction of powers below 90 [MW]. The opposite effect is observed when the experimental power curve is used: the power is under-predicted of powers below 90 [MW]. The obtained validation metrics normalized by the experimental mean power were 3% for the official power curve case, and 2% for the model that uses the experimental power curve. This suggests that the model uncertainty is lower if the experimental curve is used. The resulting model uncertainty estimations imply that using the NOJ model with the experimental power curve will predict the actual mean power with an error of ±2%. It is important to highlight that the area validation metric is given in absolute value, which means that it does not hold the sign of the bias.

The combination of the CDF of model AEP with the model uncertainty that was computed in section 3.4 gives an expected range of AEP distributions. In this figure the blue area represents the range of possible CDF predicted by propagating of input uncertainties, while the green area includes the 3% model uncertainty. It can be observed that the actual distribution of AEP based on the SCADA data (red area) lies inside the predicted range (green area). Figure 15: AEP cumulative probability distribution of 1000 possible years (bootstrap) with measurement uncertainties.

The final step is to combine the CDF of model AEP with the model uncertainty that was computed in section 3.4. This process is shown in figure 15. The combination of input uncertainty propagation through the model with the expected model uncertainty gives an expected range of AEP distributions. The same procedure was repeated for the NOJ model using the experimental power curve. The probability density function of the AEP of 1000 possible years of inflow climate is presented in figure 14. This figure shows the distribution of a single realization of measurement uncertainty in the inputs (for the model), of a single realization of output uncertainty (for the SCADA database) and the aggregated distributions of AEP that include all possible realization of the measurement uncertain- ties. The single realization case shows peaks in the distribution which create variation in the prediction of the mean AEP (expected AEP, or $P_{WF}$). It can also be observed that there is a bias in the model prediction of the expected AEP. This bias is due in part to the over-prediction of power caused by the of- ficial power curve. Finally it can be observed that the overall shape of the PDF of the AEP is well captured by the model. It can be concluded that the shape of the PDF of AEP only depends on the realization of the climate in the given year (bootstrapped sample).

The same procedure was repeated for the NOJ model using the experimental power curve. The area validation metric was applied to the cumulative density function of the power, this validation metric gives an uncertainty estimation for the prediction of mean power production [5]. The CDF of both measured and predicted power are shown in figure 12. Note that the CDFs presented in this figure are the areas between all the possible realization of both predicted power and measured power. It can be observed that the measurement uncertainty has negligible influence in the area validation metric. Figure 13 presents the comparison using the experimental power curve.

From figures 12 and 13, it can be observed that using the official power curve produces an over-prediction of powers below 90 [MW]. The opposite effect is observed when the experimental power curve is used: the power is under-predicted of powers below 90 [MW]. The obtained validation metrics normalized by the experimental mean power were 3% for the official power curve case, and 2% for the model that uses the experimental power curve. This suggests that the model uncertainty is lower if the experimental curve is used. The resulting model uncertainty estimations imply that using the NOJ model with the experimental power curve will predict the actual mean power with an error of ±2%. It is important to highlight that the area validation metric is given in absolute value, which means that it does not hold the sign of the bias.

The combination of the CDF of model AEP with the model uncertainty that was computed in section 3.4 gives an expected range of AEP distributions. In this figure the blue area represents the range of possible CDF predicted by propagating of input uncertainties, while the green area includes the 3% model uncertainty. It can be observed that the actual distribution of AEP based on the SCADA data (red area) lies inside the predicted range (green area). Figure 15: AEP cumulative probability distribution of 1000 possible years (bootstrap) with measurement uncertainties.
The added uncertainty that come from modeling the power plant at full availability and by applying a percentage of operating turbines for each 10-minutes period will be studied using the area validation metric methodology. Finally the model discretization uncertainty will be quantified. This means to understand the effect of creating a wake model response database using a limited number of model evaluations.

5. Conclusions

A bias in the modified NOJ wake model prediction of annual energy production has been identified. The size and sign of this bias depends on whether the official or experimental power curve is used. The use of the official power curve gives a larger uncertainty of the overall model based on the area validation metric of total power cumulative density function. The use of an experimental power curve or a site corrected turbulence intensity power curve indicate a lower level of superposition of turbine and model errors.

The standard deviation of the AEP distribution was found to be well captured by the NOJ model. It can be concluded that it mainly depends on the realizations of the possible one-year wind climates and it can be more accurately predicted if the measurement uncertainty is taken into account. Furthermore an explanation to the problem of wake model benchmarking based on filtered flow cases indicates that the measurement uncertainty in the wind speed and wind direction is large enough that there is no statistical evidence about the accuracy of the wake model if the official power curve is used. On the contrary there is statistical evidence of model inadequacy for a narrow flow case if the experimental power curve is used. Further work is planned in which the distribution of model prediction error (model uncertainty) as a function of both wind speed and wind direction for individual wind turbine power is studied.
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Nomenclature

AEP Annual energy production
CDF Cumulative probability density function
E[x] Expected value of a random variable X
LHS Latin hyper-cube sampling
PDF Probability density function
SCADA Supervisory control and data acquisition
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Wind farm layout optimization is crucial for advancing wind energy, since the successful minimization of wake losses both increases the annual energy production (AEP) of a wind farm and also reduces turbine loads. While in densely populated regions, like Germany, layout optimization for on-shore sites may not always be essential due to the strong constraints and the relatively small wind farm sizes, this may be different for other regions of the world. One example is Brazil, where the wind farms are typically large, the terrain is complex and wide regions are sparsely populated. Currently many wind farms in Brazil have line-dominated layouts, since easterly winds strongly dominate the wind rose. However, this may not be the most effective land usage of a given area, and eventually one may have to face the issue of wind farm optimization in complex terrain.

For a complex terrain site in Bahia, Brazil, 28 CFD-RANS simulations were carried out, representing optimization and more than 20 years of related research see [1], also [2,3]. A summary on the related topic of optimised wind farm control can be found in [4]. Examples for state-of-the-art software on the industry level are WindFarmer [5], WindPRO [6] and OpenWind [7], a recent comparison of WindPRO and OpenWind can be found in [8]. Examples from the scientific community are TOPFARM by the Technical University of Denmark [9] and flapFOAM by Fraunhofer IWFES [10–12].

Most approaches in the literature that describe wind farm layout optimization focus on off-shore or flat terrain scenarios. Also details from full computational fluid simulations (CFD) are usually not included in the calculation process. However, due to non-linear and non-local flow phenomena in the presence of terrain features, the latter may be the key ingredient in situations where the flow physics is complex and all other modelling fails. This paper gives the proof-of-principle that AEP optimization of a wind farm of reasonable size in complex terrain including wind potential fields from CFD calculations for a realistic wind rose and wakes from CFD simulations is possible.

All wake and wind farm modelling for this work has been achieved within the framework of the software flapFOAM, which has been developed at Fraunhofer IWFES since 2011. For the optimization the software has been coupled to the powerful optimization tool box Dakota [13] by Sandia National Laboratories, USA, on a c++ library level [12]. flapFOAM was inspired by the software Flap, which had been developed earlier at the University of Oldenburg [14], without including code of the latter. The software is based on the idea of single-wake superposition, fully written in c++, and can read OpenFOAM [15] simulation results. Its strictly modular structure allows the developer to extend and improve models independently of the core functionality of the code, and the user to select between a broad range of models and settings. The proof-of-principle of the numerical wake model based on CFD solutions of the Reynolds-averaged Navier-Stokes equations (RANS) in presence of an actuator disc (AD) was presented in [10], and progress on the inclusion of complex terrain effects was reported in [11]. The order of magnitude of the uncertainty due to the choice of wake model during layout optimization was estimated in [12], which also includes a brief summary of the basic calculation algorithms of flapFOAM. A detailed description of the software will be given elsewhere.

The paper is organized as follows. In Section 2 the site of interest is briefly introduced, for which wind field simulations have been performed as described in Section 3. Section 4 summarises the numerical wake model that is applied to these background wind fields during layout optimization in Section 5. The method and results are discussed in Section 6 before we conclude in Section 7.

2 Site description

We study a fictional wind farm in complex terrain at a site in Bahia, Brazil, that features steep slopes and plateau regions. The altitude varies over a range of 336 m, cf. Fig. 1.

The wind rose from Fig. 3 contains 120 sectors and up to eight wind speed bins with 2 m/s width per sector. Since winds from east-south-east (ESE) are very dominant, as it is typical for north-eastern Brazil, only a subset of the sectors is relevant. By ignoring states with frequency below 1% we reduce the number of considered wind rose states to 28. For each of these states, consisting of the wind direction of the sector and the centre of the wind speed bin, a CFD-RANS simulation of the flow over the terrain in neutral stratification is performed. The simulation results provide the background wind fields for the relevant inflow conditions: they represent the input flow states for the AEP optimization of the wind farm.

All simulations were carried out for the same...
The wind rose in 100 m height.

Figure 6: Cut through the mesh and the actuator disk (red).

Figure 7: Detail of a single CFD wake, in uniform background (top) and a CFD background solution (bottom), visualised in the coarse mesh. Notice that the flow direction is from right to left.

The coarse mesh, not used for CFD simulations.

The normalized mean wind power density in 120 m height above terrain.

The objective function that is used in throughout this work is the total wind farm AEP, normalized by the product of the number of turbines and the maximal AEP of the turbine model. Note that this quantity never exceeds the value one. The optimization variables are the horizontal positions of the wind turbines. The optimization constraints are defined by the rectangular boundary and the requirement of a minimal distance of 2 D between any two turbines.

5 Layout optimization

The objective function that is used in throughout this work is the total wind farm AEP, normalized by the product of the number of turbines and the maximal AEP of the turbine model. Note that this quantity never exceeds the value one. The optimization variables are the horizontal positions of the wind turbines. The optimization constraints are defined by the rectangular boundary and the requirement of a minimal distance of 2 D between any two turbines.

We apply a hybrid of the genetic algorithm soga [13] (version 6.0.0). Our algorithm is sketched in Fig. 8 and described in the following. The idea of subsequent turbine optimization has been applied before, for example in WindPRO [6] and OpenWind [7] for a summary see [8].
Figure 8: Sketch of the optimization algorithm.

Figure 9: The initial (grey) and optimized (red) first turbine position. Notice that the flow direction is from bottom to top of the image.

Figure 10: The final optimized wind farm layout, with new turbines in red ($N = 16$), blue ($N = 32$), green ($N = 64$), yellow ($N = 128$), and grey ($N = 64$). Notice that the flow direction is from bottom to top of the image.

The first turbine is initialized near the southern boundary of the domain, as shown in grey in Fig. 9. Starting from this position, a straightforward common search with step size 0.1D finds the ideal position with the highest wind potential, compare Fig. 5 (red disk) and Fig. 9. The normalized AEP increases from 79.1% to 97.7%. However, for general initial positions a local optimization algorithm is not sufficient, due to many local maxima of the objective function and flat regions in the domain. Hence the need for a global optimizer, in our case a genetic algorithm, which is combined with subsequent local optimization for best results.

We subdivide the task of optimizing the layout of 64 turbines into subtasks consisting of $N = 8, 16, 32$ and finally $N = 64$ turbines. Note that these numbers are coincidentally chosen as powers of 2, but that is no requirement for the algorithm. Until the total turbine number of wind turbines has reached the current $N$, turbines are subsequently added to the wind farm. The position of the new wind turbine is determined by the genetic soga algorithm with parameters as listed in Table 1, followed by the gradient-based conmin algorithm with step size 1D.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem size</td>
<td>64</td>
</tr>
<tr>
<td>Initialization type</td>
<td>unique random</td>
</tr>
<tr>
<td>Mutation type</td>
<td>replace uniform</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.05</td>
</tr>
<tr>
<td>Replacement type</td>
<td>elit</td>
</tr>
<tr>
<td>Constraint density</td>
<td>50</td>
</tr>
<tr>
<td>Max. function evaluations</td>
<td>500</td>
</tr>
<tr>
<td>Convergence type</td>
<td>best fitness</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the soga algorithm, for details see [13]

If the new wind farm size equals $N$ the complete layout is optimized again with the local optimizer and step size 0.1D. Finally $N$ is increased, or the algorithm stops if the maximum number of turbines has reached.

The resulting layouts are shown in Fig. 10. For $N = 3, 8, 16, 32$ all wind turbines are placed on top of the plateau, as expected from the wind potential in Fig. 5. Also the narrow transition region between the two plateaus in the south-west and the north-east has been populated. The restriction of a minimal distance of 2D between the turbines is apparent from the solutions. Wake effects are minimized according to the choice of representing the disk only by its center point. The downstream area behind the elevation is avoided, upstream only hill tops are chosen for some of the turbines of the last optimization step $N = 64$. Table 2 lists the normalized AEP values of the different steps after optimization. Clearly the single turbine case has the highest normalized AEP, since it can occupy the global maximum of the objective function. Up to limits of the genetic algorithm the turbines one after another fill up the preferred regions of the wind potential in Fig. 5, yielding subsequently smaller AEP contributions. Finally, at large wind farm sizes, the wake effect further reduces the energy output of the wind farm.

### 6 Discussion

Flow over complex terrain in general is a complex phenomenon. It affects both the background wind and the wakes, in fact it remains to be shown that the superposition approach is even applicable in all cases. In this work we fully represent the effect on the background wind field by CFD-RANS simulations, which model the involved physics within the limits of the mesh and the turbulence model. Despite the fact that for realistic cases these simulations have to be validated before starting the optimization, the method is potentially more accurate for complex orography than other engineering methods.

As indicated in Fig. 7, the background wind solution captures the wake region behind hills and phenomena like flow separation. However, the wake transformation that has been applied in this work may be a very simple model to represent the real flow. A promising and more advanced CFD based approach has been studied in earlier work [11], and its generalization from isolated idealised hills to realistic orography is work in progress.

In principle the flow behaviour and especially the detachment of the wake at hill tops depends on stratification, and the strictly terrain following model that is applied here may only be relevant for modelling highly stable conditions. However, more research is needed to test this hypothesis, and generally to validate wake transformation functions in complex geometry. This is beyond the scope of the work presented here. Nevertheless, the flow accuracy in the wake of the plateau is not crucial for the studied layout optimization, since the wind rose clearly prefers south-easterly winds. Hence for the presented virtual wind farm one may argue that simple terrain following wakes may be sufficient, assuming that upstream and on top of the plateau the influence of model details is less significant, but again, this remains to be shown by comparing to measurement data.

Our optimization algorithm is a combination of a genetic and a gradient-based local optimizer, cf. Fig. 8. The turbines are added subsequently, and adding turbine number $n$ comprises 2 optimization variables and $n - 1 - h$ constraints, where $h = 4$ is the number of constraints due to the wind farm boundary. As stated in Table 1 the population size of the evolutionary algorithm for the two variables is 10, and the maximally allowed number of objective function evaluations is 500, hence each optimization problem is relatively small and fast. We also evaluated both the genetic and the local optimizers individually for the complete wind farm with 64 wind turbines. Both algorithms did not find satisfying solutions, in the latter case this is due to the complexity of the objective function. For the genetic algorithm a very large number of required function evaluations is needed for good results, in the studied case 10000 evaluations at population size 100 were not sufficient. Note that in that case the number of variables is 128 and the number of constraints is 2272. On a single core of a work station computer this required less than 48 hours, the algorithm from Fig. 8 less than 24.

As described in Section 5 and sketched in Fig. 8, our algorithm optimizes the complete layout with a local optimizer only when specific wind farm sizes $N$ have been reached. This is a trade-off that has been made in order to speed-up the optimization as a whole, but in principle one may perform this step also after each turbine insertion. Furthermore it is straightforward to generalize the algorithm such that it ends after reaching the optimal number of wind turbines that complies with the optimization constraints.

The final layout from Fig. 10 reflects pure AEP optimization. For a realistic application more constraints need to be included, for example representations of the soil conditions and their suitability for realizing the turbine foundation. Such constraints would possibly significantly influence some of the turbine positions, especially in the narrow transition region between the two plateaus at the site.
7 Conclusion

We demonstrated how CFD simulations of wind flow over complex terrain and CFD simulations of the flow through isolated rotors can be combined to realise wind farm layout optimization in complex orography based on CFD results. We found that a combination of a genetic algorithm for subsequently placing new turbines and gradient-based local optimization yields satisfying results.

All calculations were performed within the flapFOAM software framework. Once the pre-calculated CFD simulations were available, the computational time of the complete optimization on a single core of a workstation computer for a wind farm with 64 wind turbines was less than 24 hours.

One open issue is the validation of wake transformation functions in complex terrain. Also stratification and its impact on wakes at complex sites has to be included in the calculation. Furthermore the objective function and the optimization constraints need to be extended, for example to represent cable costs and other economic considerations. This is work in progress, as is the inclusion of turbulence intensity and wind turbine loads into the wind farm optimization.
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Abstract:
In this paper, the contribution of offshore wind farms connected through multi-terminal DC (MTDC) grids to onshore frequency regulation is investigated, employing a communication-based approach to emulate onshore frequency fluctuations at each offshore AC grid. A dynamic model of the MTDC grid and the interconnected offshore wind farms is developed in Matlab/Simulink, where time-domain simulations are performed applying different frequency control implementations to the individual wind turbines. The main goal is to provide insight to the possibilities offered by MTDC grids to provide primary frequency response and synthetic inertia emulation, exploiting the frequency response characteristics of the state-of-the-art offshore wind turbines.
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1 Introduction

Technical requirements imposed to wind farms and other power stations are gradually extending to high-voltage DC (HVDC) connections, including offshore wind power plants (OWPPs) [1]. Among these, particularly important is the provision of over- and under-frequency response, combined with synthetic inertia emulation. Fig. 1 depicts a typical frequency response characteristic, from the draft ENTSO-E network code for DC-connected power park modules [1], where two operating modes are identified:

- “Frequency sensitive mode – Over-frequency (FSM-O)”: The HVDC system is expected to curtail active power proportionally to the frequency increase $\Delta f_n$, where $f_n$ is the nominal system frequency. This operating mode is limited by the minimum regulating level that the station is allowed to operate.

- “Frequency sensitive mode – Under-frequency (FSM-U)”: If under-frequency events occur, the HVDC system is expected to release additional active power up to its maximum capacity $P_{max}$. The resulted under-frequency response depends on the operating reserve policy applied to the DC-connected primary source (e.g. de-loaded operation of OWPPs).

The single-line diagram of the conceptual MTDC grid under study is depicted in Fig. 2, where two 300 MW OWPPs are connected to a two-area four-generator power system, introduced in [5], which consists of four 900-MVA conventional generators, split into two areas. Each generator incorporates an automatic voltage regulator and a generic power system stabilizer, available in Matlab/Simulink library. For the purposes of this study, power plants 1-4 are modeled as steam turbine generators, using the IEEEG1 speed governor model [6].

The MTDC grid comprises the onshore and offshore VSCs and submarine HVDC cables. The length of each cable line is depicted in Fig. 2; electrical characteristics are provided in the Appendix.

Fig. 1: Active power regulation in FSM [1].

In the case of OWPPs connected through MTDC grids, a coordinated control approach is required between the onshore and offshore converter stations, in order for the onshore converters to provide a frequency-dependent active power modulation and meet the aforementioned requirements. So far, relevant publications on frequency support by MTDC grids rely on DC voltage modulation techniques, performed by the onshore voltage source converters (VSCs), upon detection of onshore frequency deviations [2], [3], in order to evoke the desired frequency response characteristics by the MTDC grid. Further, the attention is often focused on obtaining the desired frequency response solely by the onshore VSCs of an MTDC grid which interconnects asynchronous AC networks [4], neglecting the potential offered by OWPPs to contribute to frequency control through the inherent frequency controllers of the individual WTGs.

In this paper, an alternative frequency control architecture is proposed for OWPPs connected through MTDC grids, relying on the existing communication infrastructure of the VSC-HVDC links in order to transmit onshore frequency deviation signals to the offshore VSCs. Following this approach, the provision of frequency response is achieved by activating the frequency response capabilities of the individual WTGs.

2 System description

2.1 Onshore VSC controller

The overall control scheme employed for the onshore VSCs is depicted in Fig. 3. VSCs...
### 3.3 WT controller

The overall system response is presented in Fig. 7, following a 200 MW step increase of the load connected at bus 7, at t=10 s. Each OWPP initially generates approximately 250 MW, while the reserve command r is dispatched to the offshore WTs (see Fig. 5) is set to 10%. The droop constant and the virtual inertia gains shown in Fig. 6 are $K_r=5\%$ and $K_i=2\%$ respectively.

The response of the system frequency in Fig. 7(a) is obtained using the different frequency control approaches presented in Fig. 6. If operation in FSM is suspended, a maximum frequency dip of approximately 0.38 Hz occurs, following the load increase (blue curve). Droop control alone (green curve) performs the frequency control approaches presented in Fig. 6. If operation in FSM is suspended, a maximum frequency dip of approximately 0.38 Hz occurs, following the load increase (blue curve). Droop control alone (green curve) achieves a reduction of post-disturbance frequency deviation by approximately 8%, while a slight increase of the damping ratio of the dominant electromechanical mode is observed. When inertia control is applied (red curve), both the maximum frequency deviation and the rate of change of frequency (ROCOF) are notably reduced. The combined droop and inertia (PD type) control (black curve) reduces the maximum frequency excursion by 18%. In all cases, the voltage-power droop controllers of VSCs #3 and #4 successfully compensate DC voltage fluctuations (Fig. 7(b)); thus the frequency-dependent active power modulation of the WTs is reflected at the MTDC network output by the onshore VSCs (Fig. 7(c)). As for the WT rotor dynamics, the droop speed deviations (Fig. 7(d)) are acceptable in all cases. The droop constant and the virtual inertia gains shown in Fig. 6 are $K_r=5\%$ and $K_i=2\%$ respectively.

### 3.4 Frequency response capability

The objective of this section is to assess the under-frequency response capability of the MTDC grid, applying different frequency control implementations to the offshore WTs. The study-case system of Fig. 2 is simulated in SimPowerSystems Toolbox of Matlab/Simulink using the phasor simulation method [12].

The overall system response is presented in Fig. 7, following a 200 MW step increase of the load connected at bus 7, at t=10 s. Each OWPP initially generates approximately 250 MW, while the reserve command r is dispatched to the offshore WTs (see Fig. 5) is set to 10%. The droop constant and the virtual inertia gains shown in Fig. 6 are $K_r=5\%$ and $K_i=2\%$ respectively.

The response of the system frequency in Fig. 7(a) is obtained using the different frequency control approaches presented in Fig. 6. If operation in FSM is suspended, a maximum frequency dip of approximately 0.38 Hz occurs, following the load increase (blue curve). Droop control alone (green curve) achieves a reduction of post-disturbance frequency deviation by approximately 8%, while a slight increase of the damping ratio of the dominant electromechanical mode is observed. When inertia control is applied (red curve), both the maximum frequency deviation and the rate of change of frequency (ROCOF) are notably reduced. The combined droop and inertia (PD type) control (black curve) reduces the maximum frequency excursion by 18%. In all cases, the voltage-power droop controllers of VSCs #3 and #4 successfully compensate DC voltage fluctuations (Fig. 7(b)); thus the frequency-dependent active power modulation of the WTs is reflected at the MTDC network output by the onshore VSCs (Fig. 7(c)). As for the WT rotor dynamics, the droop speed deviations (Fig. 7(d)) are acceptable in all cases. The droop constant and the virtual inertia gains shown in Fig. 6 are $K_r=5\%$ and $K_i=2\%$ respectively.
Figure 7: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, following a 200 MW step increase of bus 7 load at t=10 s, for alternative frequency control approaches ($R_{fr}=5\%$, $K_s=20\%$).

demonstrated in Fig. 8, for different levels of the power reserve command $r$ (0, 10\% and 20\%), applying the combined frequency controller. Comparing Figs. 7(a) and 8(a), it is evident that the MTDC grid is still able to filter-out fast frequency excursions even in

Figure 8: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, for the same disturbance as in Fig. 7, assuming operation at different reserve levels with combined (droop & inertia) control.

demonstrated in Fig. 8, for different levels of the power reserve command $r$ (0, 10\% and 20\%), applying the combined frequency controller. Comparing Figs. 7(a) and 8(a), it is evident that the MTDC grid is still able to filter-out fast frequency excursions even in

Figure 9: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, for the same disturbance as in Fig. 7. Droop-type WT frequency controller, with different droop parameter values.

the case where no power reserve is maintained, however the provision of sustained under-frequency response is not possible, since the WTs are unable to release additional active power permanently.

Figure 10: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, for the same disturbance as in Fig. 7. Inertia WT frequency controller, with different virtual inertia values.
4.3 Effect of droop and virtual inertia values

To examine the response of the droop-type frequency controller in more detail, additional time-domain simulations are presented in Fig. 9, assuming different values of the droop constant $K_{D}$. From Fig. 9, it is evident that low droops lead to improved response characteristics during under-frequency events, however larger WT rotor speed deviations are excited.

The system response using solely the inertia frequency controller (without droop) is demonstrated in Fig. 10, for different values of the synthetic inertia gain $K_{I}$. Increased $K_{I}$ values are more effective in reducing both ROCOF and frequency excursions of the onshore AC grid, resulting in a notable damping of the system.

Nevertheless, such observations may depend on the particular characteristics of the study-case system, including the characteristics of the speed governor and the power system stabilizer of the individual generators operating in the onshore AC grid.

4.4 Impact of communication system latency

The robustness of the communication-based approach in the presence of different communication delays $T_{com}$ is demonstrated in Fig. 11, assuming the application of the combined WT frequency controller, where it is evident that even large delays in the range of 100-500 ms do not alter the expected frequency response characteristics.

![Figure 11: Impact of communication delay $T_{com}$ on the frequency response, for the same disturbance as in Fig. 7, with combined droop and inertia control.](image)

5 Conclusions

In this paper, the contribution of OWPPs connected through MTDC grids to onshore frequency regulation has been investigated, utilizing the existing communication infrastructure of the VSC-HVDC links in order to emulate onshore frequency fluctuations in each offshore AC grid and thus excite the frequency response capabilities of the WT.

Results obtained from time-domain simulations demonstrate an important potential for the contribution of the MTDC grid to frequency control. The droop-type controller of the offshore WT contributes to the reduction of post-disturbance frequency deviations, while the inertia controller increases the apparent system inertia and provides substantial damping to the dominant electromechanical modes of the power system. It is noteworthy that even if no power reserve is maintained by the offshore WTs, the OWPPs are still able to store a significant amount of energy during frequency transients.

The communication-based frequency modulation approach is entirely feasible in practice, while the impact of communication system latency on the frequency response is insignificant, due to the slow nature of frequency variations in large onshore systems. For the study-case system examined in this work, the provision of frequency response by the MTDC grid becomes feasible without the need to implement additional droop-type or inertia frequency controllers in the control units of the onshore converter stations.
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Appendix: System parameters

<table>
<thead>
<tr>
<th>HVDC cable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance</td>
<td>0.022 $\Omega$/km</td>
</tr>
<tr>
<td>Inductance</td>
<td>0.191 mH/km</td>
</tr>
<tr>
<td>Shunt Capacitance</td>
<td>0.295 $\mu$F/km</td>
</tr>
</tbody>
</table>
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Abstract — The presented work shows the proof-of-concept operation of a HVDC diode rectifier (DR) station connected to a multi-terminal HVDC grid. Previous work by the authors and others has shown that a wind power plant (WPP) can adequately control the off-shore ac-grid frequency and current and also deliver optimum power to the grid, mainly in point-to-point configuration. This work aims to show the operation of the HVDC-DR in a multi-terminal HVDC grid and to study up to which extent the WPP can be used to minimise the currents flowing through the HVDC-DR station during cable (pole-to-ground) faults. It has been shown in a previous paper that, for the case of rapidly cleared pole-to-ground faults, the WPP can help on simplifying the protections of the DR station in a multi-terminal environment.

Index Terms—Fault analysis, HVDC diode rectifier, HVDC grid, off-shore wind power plant.

I. INTRODUCTION

HVDC diode rectifier (HVDC-DR) stations offer substantial benefits in terms of installation and operational costs for the connection of distant off-shore wind power plants [1]-[6]. Moreover, they have been put forward as one of the most promising solutions for off-shore WPP connection. HVDC-DR converters use relatively simple, robust and low cost devices and do not require complex control installations. Moreover, a substantial reduction on offshore platform footprint can be achieved if reduced filter banks are used [7]. Together with integrated oil-immersed diode rectifier units and compact SF6 switchgear [8].

Moreover, the HVDC-DR solution exhibits very good efficiency figures. These low losses, together with the inherent robustness of a diode rectifier will contribute to overall low operational costs.

The authors would like to thank the support of the Spanish Ministry of Economy and FEDER funds under grant DPI2014-53245-R. The support of CONCYT/FONAG/151707/15 is also gratefully acknowledged.

Previous work by the authors and others has shown that the WPP can adequately control the off-shore ac-grid frequency and current and also deliver optimum power to the HVDC grid [1]-[3]. However, there are little previous literature on the connection of DR stations to multi-terminal HVDC grids. This paper shows a proof-of-concept study for such kind of connection and how the WPP control deals with cable (pole-to-ground) faults in different scenarios. It has been proposed that adequate action on the wind turbines can help reducing the fault currents during cable faults [7].

Cable faults will cause a voltage dip on the off-shore ac-grid. At the same time, there will be a sharp increase in the reactive power demand of the HVDC-DR station. These two effects can be used by the wind turbines to detect the fault and act accordingly.

The proposed distributed protection mechanism includes the use of a Voltage Dependent Current Order Limit (VDCOL) in each wind turbine. The overall wind turbine current limit is shared between active and reactive current components. It will be shown that giving priority to the reactive current component leads to a faster reduction of fault currents.

The combined action of the VDCOL and the reactive current priority limit lead to the wind turbine currents to go zero very rapidly, based only on local measurements.

When the currents through the HVDC-DR station are close to zero, the no-load switch of the corresponding pole is opened. Once the no-load switch is opened, the power injection is resumed in the healthy pole.

The proposed approach has been verified by means of detailed simulations using PSCAD, including a dustered model of the wind farm (5 clusters of different power) and a wide frequency model of the cables.

II. SYSTEM DESCRIPTION

The proposed system consists of a HVDC grid with four terminals, Figure 1.

One of the terminals is an off-shore WPP represented by five aggregated wind turbines of different ratings: 500, 80, 120, and 155 MW. Figure 2 shows the considered type 4 wind turbines with generators. The wind turbines are connected to the bus PPC through a full scale back-to-back converter and a transformer $T_{PP}$. $S_{FR}$ represents the harmonic filters and $C_{t}$ the reactive power compensation of both the dies and the rectifier transformers. $T_{FR}$ and $T_{DR}$ are the rectifier transformers. These transformers connect to a bipolar 12-pulse diode-based rectifier. $V_{0}$ is the rectifier smoothing reactor. Details about the distributed WPP description and modeling can be found in [1].

The other three terminals of the HVDC system consist of three (j = 1, 2, 3) identical bipolar Voltage Source Converters (VSCs) connected to the on-shore ac-grid at PPC, Figure 3. Each converter has two step-up transformers $T_{PP}$. The on-shore ac-grid is modelled by a distributed frequency dependent parameter model.

The HVDC grid consists of submarine cables. As dc-faults represent very fast electromagnetic transients, a distributed frequency dependent parameter model is used, [8]. Description and parameters can be found in [9].

The table in the Appendix includes the parameters for the different elements of the proposed system.

A. WPP and HVDC-VSC Station Control

During normal operation the on-shore ac-voltages $V_{j}$ are set by the on-shore ac-grids represented by $V_{gj}$ and
The HVDC link voltages $V_{1}$ and $V_{2}$ are set by VSC1 and VSC2. Therefore, when the wind turbine active currents are not saturated, they control the HVDC grid voltage through the diode rectifier.

The HVDC system. A Voltage Dependent Current Order Limit (VDCOL) has been introduced in the wind turbines in order to limit their ac-currents during faults, as shown in Figure 6. The VDCOL operation is relatively straightforward. The off-shore voltage $V_{off}$ drop during cable faults, leading to the reduction of the current limits $I_{w,\text{max}}$ to their corresponding VDCOL limits, as follows:

$$I_{w,\text{max}} = I_{w,\text{max}} - I_{w,\text{VDCOL}}$$

A rate limiter is applied to the $V_{off}$ measurement, before using it to calculate the current limit $I_{w,\text{VDCOL}}$ using the characteristic in Figure 6.

During short-circuit faults it is imperative to protect the components of the WPP and the multi-terminal HVDC system, dc-breakers have been considered on each of the cables connecting the bus $PCC_{R}$ as shown in Figure 1. Clearly, each one of the cable sections can be isolated by a combination of ac and dc-breakers.

C. Fault-ride-through strategy during DC grid faults

During short-circuit faults it is imperative to protect the ac- and reactive currents of the VSCs, also connected to both poles, BKR and BKm. Regarding the HVDC grid, dc-breakers have been considered on each of the cables connecting the bus $PCC_{R}$ as shown in Figure 1.

Regarding the HVDC grid, dc-breakers have been considered on each of the cables connecting the bus $PCC_{R}$ as shown in Figure 1. Clearly, each one of the cable sections can be isolated by a combination of ac and dc-breakers.

III. CASE STUDIES

The proposed fault ride through procedure will be validated by considering positive pole to ground short circuits at two different locations, namely the midpoint of the cable connecting converter station 1 (VSC1) to the bus $PCC_{R}$ and the junction of the positive pole cable with the DR station. The locations of these faults are clearly shown in Figure 1.

A. Case 1: Pole-to-ground fault at the midpoint of VSC1-PCC cable

This case aims at verifying the co-ordination of the HVDC-DR station proposed fault ride through strategy with the complete HVDC grid protection mechanism. To this avail, a pole-to-ground short-circuit is considered at the midpoint of the cable connecting VSC1 to $PCC_{R}$. It is assumed that all currents are controlled by the dc-breaker in about 20 ms (including processing delay and breaker operating time).

Figure 7 shows the relevant voltages and currents of both the rectifier and wind power plant during the cable short circuit occurring at $t = 0.1$ s. The step-by-step evolution from fault onset to recovery is as follows:

1) At $t = 0.1$ s the short circuit reduces both the dc-voltage $V_{DC}$ and the ac-voltage $V_{off}$.
2) Then the front-end VDCOL of the wind turbines reduces the current limits $I_{w,\text{max}}$ saturating the control loops and driving both active and reactive currents to zero. Active and reactive currents go to zero in about 11 ms. At this stage, neither the onshore grid ac-voltage $V_{off}$ nor its frequency $f_{off}$ follow their references.
3) At $t = 0.12$ s the dc-breaker isolates the VSC1 cable and the fault currents are removed from the rectifier, VSC2 and VSC3.
4) Wind Power Plant remains blocked for 100 ms to allow for dc fault clearance (a relatively large delay has been introduced for illustration purposes, but can easily be shortened). At $t = 0.2$ s, the wind turbine grid control is resumed, albeit with limited active power references $P_{w}$. At this stage both ac-voltage $V_{off}$ and frequency $f_{off}$ are restored, as shown in Figure 7.
5) Once the off-shore grid is stabilised, the wind turbine active power limits are increased and full power generation in both poles is restored from $t = 0.6$ s.

Figure 8 shows the ac-grid voltage $V_{off}$, rectifier transformer and Wind Power Plant currents ($I_{w}$ and $I_{w,\text{max}}$ respectively). Clearly, the proposed strategy leads to the absence of large voltage or current peaks during the fault and recovery. The aforementioned recovery steps can also be clearly appreciated, where the wind farm starts delivering reactive power to control the ac-grid voltage from $t = 0.2$ s onwards. Also at $t = 0.6$ s the rectifier transformer current ramps up, as the WPP ramps up its power production.

Figure 9 shows the total active power delivered by the rectifier station and by each of the HVDC-VSCs.
Fig. 8: Wind farm and rectifier transformer ac currents (case 1).

Fig. 9: Power delivered by each terminal during VSC1 cable fault (case 1).

Fig. 10: AC-side, positive and negative pole voltages at the converter stations (case 1).

Fig. 11: Rectifier and off-shore grid behaviour during the DR cable fault (case 2) (detail).

Fig. 12: Rectifier and off-shore grid behaviour during the DR cable fault (case 2) (detail).

1) A positive pole-to-ground short-circuit reduces both the dc-voltage $E_{p}$ and the ac-voltage $V_{ac}$.
2) At the same time, the reactive current demand of the rectifier station increases (this happens even before the voltage dip in $V_{ac}$ is large enough to generate zero current references). Therefore, the wind turbine reactive current components increase while the active components decrease, as reactive current injection has been prioritised, see Eq. (2).
3) When $V_{ac}$ goes below 0.7 pu, the front-end VDCOL reduces its current limits $I_{VDCOL}$ and the current control loops are saturated. The wind turbine currents go to zero in about 10 ms.
4) The dc-side breaker disconnects the faulted cable in about 20 ms (processing delay plus breaker operating time).
5) Once the rectifier station current $I_{RD}$ goes to zero (or to a very small value), the DR ac-side breaker is tripped. Up to this stage both wind turbine grid-side converter active and reactive current references are set to zero, therefore the offshore ac-grid voltage ($V_{ac}$) and frequency ($\omega$) cannot follow their references.
6) Once the fault is cleared, the wind turbines start the energisation procedure with relatively small limits on the delivered power. The ac-grid voltage is restored to its rated value in about 200 ms, allowing for controlled energisation of transformers, cables and filter banks.
7) When the negative pole rectifier starts conducting, the power limits are ramped up to 0.5 pu and the WPP power is delivered through the healthy negative pole.

As shown in Figure 11, the complete process takes less than 700 ms, although some waiting times can be reduced, and some delays are system specific.

Figure 12 shows the detailed behaviour of the WPP at the onset of the fault. At the beginning of the fault, the voltage drop in $V_{ac}$ is relatively small, so the wind turbines tend to keep constant power delivery and hence $I_{out}$ increases slightly.

As the DR station positive pole current increases due to the fault, the rectifier draws a relatively large amount of reactive power, which limits the amount of active current available for power delivery. At $t = 0.005$ s, $V_{ac}$ goes below 0.7 pu and the VDCOL reduces both
active and reactive current references to zero. With the current system parameters, wind power plant currents are reduced to zero in about 11 ms.

It is also worth stressing that the positive pole current reaches its maximum 2.5 pu value 6 ms after the fault onset. Therefore, its initial reduction is not due to the dc-breaker action.

Note also that VSC3 is reduced to zero, in preparation to ramp up the off-shore ac-grid voltage once the breaker BKp is cleared the fault. In any case, the change of Vp or Ip does not take any part in wind power plant current reduction.

Figure 13 shows the ac-grid voltage $V_{acc}$, rectifier transformer and Wind Power Plant current ($I_{p}$ and $I_{mp}$ respectively). These graphs show that BKp is operated at nearly zero current ($I_{mp}$ is 2 pu). Clearly, the proposed strategy leads to the absence of large voltage or current peaks during the fault and recovery. The aforementioned recovery steps can also be clearly appreciated, where the wind farm starts delivering reactive power to control the ac-grid voltage from $t = 0.5$ s onwards ($I_{mp}$ increase while $I_{mp}$ is still zero). Finally, at $t = 0.6$ s the rectifier transformer current ramps up, as the WPP ramps up its power production.

Figure 14 shows the total active power delivered by the rectifier station and by each one of the HVDC-VSC stations. Initially the WPP is delivering its rated power (400 MW), and VSC2 is delivering its 200 MW power set point at the ac-grid 2.

VSC stations 1 and 2 participate in the overall droop control, which together deliver the remaining 200 MW to compensate the power injected by the WPP ac-side power.

After the fault, VSC2 starts delivering its 200 MW power set point. However, during fault recovery ($t = 0.5$ s to $t = 0.6$ s), the WPP is still not delivering any active power, so the 200 MW delivered by VSC2 are injected into the HVDC grid by VSC1 and VSC3, by virtue of their aforementioned droop control.

After the fault, the WPP can only operate at half power, as only the healthy negative pole is available for operation. VSC2 is still operating at a constant 200 MW set point. Therefore, both VSC1 and VSC3 will not draw or inject any power to the HVDC grid.

It is worth stating that if it is desired that both VSC2 poles deliver the same power (100 MW each), additional traces are incurred in the system. Clearly, the WPP 200 MW are only injected to the negative pole. Therefore part of the power has to circulate between positive and negative poles of VSC1 and VSC3. This issue can easily be solved by using different positive and negative pole power references for VSC2.

Figure 15 shows the details of the positive pole, negative pole and ac-side voltages for each one of the VSC stations ($E_{i,c}$, $E_{i,m}$, and $V_{mp}$ respectively).

The positive pole voltage traces ($E_{i,c}$) clearly show that the fault propagates almost instantaneously in the HVDC grid and that the dc-breaker clears the fault in about 20 ms.

Negative pole voltages are affected by faults and their traces ($E_{i,m}$) show small oscillations, due to the positive and negative coupling via the corresponding ac-gird.

This coupling can be easily seen by looking at the ac-side voltage traces ($V_{ac}$). Clearly, the cable fault causes a voltage dip in all the ac-girds. The depth of the ac-side voltage dip is smaller than that of the positive pole, helped by the transformer and ac-side line impedances.

C. Effect of the smoothing reactance

Clearly, the presented results depend on the particular installation, therefore, extensive sensitivity studies would be advisable. One of the main components affecting the behaviour of the diode rectifier station behaviour is the smoothing reactance $L_R$.

Therefore, case 2 (i.e. pole-to-ground short circuit at the diode rectifier terminals) has been studied with different values of the smoothing reactance (50% and 200% of the original value).

Figures 16 and 17 show the behaviour of the wind power plant and the diode rectifier station for 50% and 200% of $L_R$. Clearly, the system recovers with dynamics which are very almost the same as the nominal case (Figure 11).

The key difference between high and low $L_R$ is clearly shown in the detailed traces shown in figures 18 and 19. Figure 18 shows that the peak value of the positive pole current ($I_{mp}$) increases to 3pu, while the current decrease increases much faster due to the smaller energy stored in the smoothing reactor.

On the other hand, figure 19 shows that the peak $I_{mp}$ fault current is now 2.4 pu. However the fault current decreases with slower dynamics.

The following conclusions can be drawn from the sensitivity studies:

- It is possible to select a value of $L_R$ in order to find an acceptable trade-off between peak diode current and $I_{mp}(t)$.
- Diode rectifier station fault current peak time depends on the wind power plant dynamics and is largely unaffected by changes in $L_R$.

IV. DISCUSSION AND CONCLUSIONS

This work shows the technical feasibility of the connection of a large wind power plant to a multi-terminal HVDC grid by means of a HVDC Diode Rectifier station.

Particularly, this work has studied the possibility of using fast current control on the off-shore wind turbines to reduce short circuit currents through the HVDC-DR during cable faults in multi-terminal HVDC grids.

For the considered 400 MW wind farm, it has been found that the proposed approach leads to over-currents through the HVDC-DR of about 2.5 pu, which is generally considered within the short-time over-current capability of diode rectifiers. Afterwards, both ac-side and dc-side currents reduce to zero reasonably fast.

Two case studies have been carried out, namely response to cable faults not directly connected to the
is not sufficiently fast. Moreover, a metallic ground return is considered. Although it is envisaged that configurations without a metallic ground return would also benefit of the presented strategy, detailed studies are required at this point.

This work shows that fast turbine current control can be used to reduce ac-side currents during cable pole-to-ground short circuits. Moreover, it shows that it is possible to reduce the peak value and clear diode rectifier station fault current in reasonable time by means of wind turbine control.

A sensitivity study shows that it is possible to select the value of the smoothing reactor to obtain a reasonable trade-off between peak diode station fault current and \( I_{\text{D}2} \).

### Appendix

#### Aggregated Wind Turbines

<table>
<thead>
<tr>
<th>Wind Turbine</th>
<th>Capacity (MW)</th>
<th>Voltage (kV)</th>
<th>Current (kA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-1</td>
<td>5</td>
<td>3.3</td>
<td>1.5</td>
</tr>
<tr>
<td>Type-2</td>
<td>10</td>
<td>3.3</td>
<td>3.0</td>
</tr>
<tr>
<td>Type-3</td>
<td>20</td>
<td>3.3</td>
<td>6.0</td>
</tr>
<tr>
<td>Type-4</td>
<td>40</td>
<td>3.3</td>
<td>12.0</td>
</tr>
</tbody>
</table>

De-energized HVDC rectifier station terminals with 200\% \( I_{\text{D}2} \) (detail). [Fig. 18]

De-energized HVDC rectifier station terminals with 200\% \( I_{\text{D}2} \) (detail). [Fig. 19]
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Abstract

The modern wind turbines (WT), equipped with power converters (full or partial power converters) connected to the grid, have increased rapidly in recent years. Harmonic assessment of the power quality is a necessary study for interconnection of future wind farms to the grid. Normally, the power quality assessment in wind farm is done considering the power converter as an ideal harmonic current source, then, the injected harmonic currents are considered constant in any grid. This approach is not always valid since it neglects any grid harmonic impedance impact as well as the converter reaction to background harmonic voltages.

In this study it has been modelled the Alstom Haliade 150 6MW wind turbine converter as a harmonic voltage source, including its filter and transformer harmonic model; with the theoretical harmonic impedance model and the background harmonic voltages of Le Carnet Wind farm (France). The predicted voltage and current harmonics have been compared with real data measurement. The accuracy of this evaluation is much closer to reality than considering converters as ideal current sources as usual.

Keywords

Grid Integration, wind turbine, power quality, harmonic distortions, full power converters, DFIG converters

1 Introduction

A standard approach about a theoretical wind farm power quality assessments are done considering each WT as an ideal harmonic current source [1]. In this case, the different harmonics currents are often taken during the WT prototype power quality certification [2] and these are measured in a particular site with a particular grid. This grid could be completely different than the future grids where this sort of WT will be installed; even this specific grid harmonic impedance could have some serial or parallel resonances in some particular frequencies [3]. Thereby, the Power Quality assessment of a particular site only shows the injected harmonic currents of this specific site. If the ideal injected harmonic currents are used in other sites, it is neglected their dependency with the harmonic grid impedance and the converter reaction to background harmonic voltages. Hence, the estimation of harmonic distortions obtained with this approach might deviate of the real harmonic distortion.

The intention on this proposal is using the real voltage source of harmonics and the grid characteristics (harmonic impedance and background voltage harmonics). So, from one side the converter inner harmonic voltages, the ones generated by the IGBT bridge which are almost constant and quasi-independent of the grid, and secondly face them against the grid model taken from the DSO (Distribution Systems Operators) data. It is shown the results of a site evaluation example in Alstom Haliade150 WT prototype site (Le Carnet, France), where it is demonstrated a good accuracy of this methodology to make a power quality assessment using the converter voltage harmonics and the grid model (harmonic impedance and background voltage harmonics).

2 Evaluation process

The converter and grid harmonic currents are calculated separately in this methodology. A first model includes the harmonic impedances of the wind turbine and the grid; with the voltage harmonic source belongs to converter side in order to get the current harmonics really caused by the converter. A second model includes the harmonic impedances of the wind turbine and the grid as well, but with the background voltage harmonics in order to get the current harmonics caused by the converter reaction to background voltage harmonics.

2.1 Voltage harmonics.

As the case analysed deals with a full power converter, the only sources of harmonics at the wind turbine level are coming from the Line Side Converter on the IGBT output and the voltage harmonics coming from the grid as background harmonics before connecting any WF.

The voltage harmonics from the converter have been measured directly on the IGBT side of the line side converter (Fig. 1) switching at fs=4kHz, and the background voltage harmonics coming from the grid have been measured on the MV of the transformer having the WT disconnected (Fig. 2).
2.3 Voltage and current harmonics calculation.

The voltage and current harmonics have been obtained with the method of Modified Nodal Analysis (MNA) [5] which is an extension of classical Nodal Analysis [6], per each harmonic. The procedure is depicted in Figure 5.

Converter and grid harmonic currents are calculated separately: the 1st simulation for calculating only the impact of the power converter harmonics (Fig. 6), having then the background grid harmonics off, i.e. voltage source short-circuited; and the 2nd simulation for getting only the converter reaction to the background voltage harmonics coming from the grid (Fig. 7) and having then the power converter source short-circuited.

3 Conclusions

The estimation of the voltage and current distortion on the WF PCC is more realistic by using the voltage harmonics source method coming from the power converter and the grid harmonics background than only forcing an injection of current harmonics which are coming from measurements done in a particular site (WT prototype certification).

The theoretical $Z_{th}(f)$ get with the DSO data ("PI" modelled sections + transformers) has the same trend to the real $Z_{th}=V/I$ get by direct measurements on the MV side. It means the grid could be simulated quite accurately without the real voltage and current harmonics previously measured on the site.

The voltage and current harmonics in the lower range, so the 3rd, 5th, 7th, 11th..., which are normally detected in all the WT power quality assessment are normally coming from the background harmonics already existing in the grid and the power converter has nothing to do with them.
The power converter is usually responsible for the harmonics around the switching frequency and all its multiples.
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Abstract—This paper describes an alternative approach based on symbolic computations to simulate wind turbines equipped with Doubly-Fed Induction Generator (DFIG). The stator and rotor models are used to represent the aerodynamic part, and the one-mass model simulates the mechanical part. The 5th-order induction generator is selected to model the electrical machine, being this approach used to estimate the DFIG performance under transient conditions. The corresponding non-linear integro-differential equation system has been reduced to a linear state-space system by using an ad-hoc local linearization. This novel Symbolic Computation (SYMB) method has been implemented by using two different software packages, with the purpose of solving simultaneously a remarkable number of individual wind turbines models submitted to different wind speed profiles and/or grid voltage waveforms.

The obtained results are compared with traditional Finite Difference Discretization (FDD) method, widely proposed for this type of studies. The results offer a good agreement between the proposed SYMB method and the FDD solutions, considering real wind speed profile and electrical transient event.
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I. INTRODUCTION

The basic scheme of a wind turbine equipped with DFIG is represented in Fig. 1. In this configuration, the stator terminals are directly connected to the grid and the rotor terminals are connected through a back-to-back converter, which size is determined for its capacity of handling around 25-30% of the rated power of the wind turbine [15]. The pitch angle $\beta$ is fixed to zero in all simulations. The wind turbine model proposed in this paper involves the following conditions and assumptions [16]:

- All quantities are referred to the stator-side and taken in per unit ($\mu_p$, except $\omega_p$ that is in electrical rad/s and t is in seconds.

The wind turbine model considered in this work is based on the model developed in [20] with the following additions from [21]: the Grid Side Converter control and the 3rd-order DFIG model have been implemented. In [20] the 3rd-order DFIG model was utilized and the USC control was omitted.

A. Generator

The DFIG model is represented by [21]:

$$\omega_s = R_s i_s + \frac{d}{d t} \omega_1 + \frac{1}{\omega_m} \frac{d}{d t} \theta_1$$

$$\omega_r = R_r i_r + \frac{d}{d t} \omega_2 + \frac{1}{\omega_m} \frac{d}{d t} \theta_2$$
where \( \omega = 2\pi f_1 \text{rad/s} \) is the mechanical speed of the generator in \( \text{rad/s} \);

\[
\dot{\psi}_r = L_{sr} \dot{i}_r + L_{sr} \hat{i}_s + \psi_{m}
\]

The relation between stator and rotor fluxes and currents is given by the following expressions [22]:

\[
\psi = L_{sr} i_r + L_{sr} i_s , \quad \dot{\psi}_r = L_{sr} \dot{i}_r + L_{sr} \dot{i}_s ,
\]

where \( L_{sr} = L_{sr} + L_{sr} \) is the stator leakage inductance, \( L_{sr} \) is the rotor leakage inductance and \( L_{sr} \) is the mutual inductance.

With regard to the motion equation of the generator, the following expression is proposed,

\[
2H \frac{d}{dt} \dot{\theta} = T_m - T_e .
\]

where \( \dot{\theta} = \frac{d}{dt} \theta \) is the mechanical speed generator.

B. Grid-Side and Rotor-Side Converter Control Model

DFIG control is usually divided into Grid-Side Control and Rotor-Side Control. Variables are set in a synchronously rotating (d,q) axis frame with the d axis aligned along the stator flux vector position, which ensures decoupling control of stator active and reactive power flows into the grid [18]. This orientation frame leads to \( \psi_{sd} = \psi_{sd} \) and \( \psi_{sq} = \psi_{sq} \), that means \( u_{ds} = 0 \) and \( u_{qs} = 0 \). It is usually necessary to neglect \( \mathcal{N} \), hypothesis affordable for a MW class wind turbine connected to a strong grid [18].

Grid-Side Converter (GSC) is modeled through a current \( \dot{i}_d \) source. Under these assumptions, the proposed model is suitable for both dynamic simulations and transient stability studies [23], [24], [25]. This current source should be able to maintain constant the DC-bus voltage as well as the power exchange between the rotor and the grid. Fig. 1. Taking into account the stator flux alignment of the control reference frame, and assuming the electrical losses as zero in both converters, \( \dot{i}_q \) components can be calculated as follows [22],

\[
u_s = R_i \dot{i}_q + \omega_L L_{pq} \dot{i}_q + \frac{L_L}{\omega_L} \frac{d}{dt} \psi_{dq} + u_{qs} .
\]

Rotor-Side Control is modeled according to the following expressions, involving references and controlled variables:

\[
\dot{i}_{rd} = \frac{u_{rd} - \psi_{md}}{\omega_L} + \frac{1}{\omega_L} \frac{d}{dt} \dot{i}_{rd} , \quad \dot{i}_{rq} = \frac{u_{rq} - \psi_{mq}}{\omega_L} + \frac{1}{\omega_L} \frac{d}{dt} \dot{i}_{rq} .
\]

A first order linear differential equation system can be then deduced and written as:

\[
\begin{align*}
M \frac{d}{dt} \dot{X}(t) &= N X(t) + S U(t), \\
\dot{X}(t) &= A \dot{X}(t) + F(U(t), t),
\end{align*}
\]

where \( M, N, S, A, F \) are matrices and \( X(t) \) is the state vector.

C. Proposed wind turbine model solution

A. Proposed wind turbine model solution

The inputs to the linearized aerodynamic-mechanical model of the wind turbine are: the profile of wind speed \( v(t) \), and the stator and rotor currents \( i_s(t), i_r(t) \), \( \theta(t) \) expressed in function of time \( t \).

B. Linear system model

The wind turbine model can be divided into two parts: the electrical part and the aerodynamic-mechanical part. In the next two subsections is discussed how to linearize both parts.

1) Linear state-space model for the electrical part:

\[
\begin{align*}
\dot{X} &= A X + B U + D \Theta, \\
Y &= C X + D \Theta ,
\end{align*}
\]

where \( \Theta \) are disturbances, \( U \) and \( Y \) are the input and output variables, respectively.

The state-space model can be found in the Appendix. The state-space variables \( X(t) \) and the input vector \( U(t) \) are respectively,

\[
X(t) = \begin{bmatrix} i_r(t) & i_s(t) & \psi_{ms}(t) \end{bmatrix}^T,
\]

\[
U(t) = \begin{bmatrix} u_{rd}(t) & u_{rq}(t) \end{bmatrix}^T .
\]

2) Linear system model of a wind turbine:

Let \( \omega(t) \) be the rotor speed. The constant \( \Omega \) is dependent on the parameters of the wind turbine under study and the wind speed. Under these assumptions, the rotor speed \( \omega(t) \) is approximated by a constant \( \Omega \),

\[
\dot{\theta} \approx \frac{1}{2} \Omega (\psi_{ms}(t) - \Omega t) .
\]

Finally, the estimation of active and reactive power for stator, rotor, and grid side converter \( P_s, P_r, Q_s, Q_r \), and \( \psi_{ms} \) along the whole time interval can be calculated.

IV. CASE STUDY DESCRIPTION AND RESULTS

A set of simulations considering real-measured stator voltage waveforms have been carried out to evaluate the proposed symbolic technique based on symbolic computation and FDD solution. For FDD solution, software package MATLAB-Simulink [30] is used to simulate the wind turbine control model according to [31]. Software package Mathemaks [32] is selected to solve the process, involving symbolic operations. For the rest of the paper, the non-linear wind turbine model solved by FDD approach will be referred as FDD model, and the linearized wind turbine model solved by symbolic form will be referred as SYMB model. The SYMB model is constructed using relevant parameters of the DFIG wind turbine used in the simulations, [33].

According to Section III-A, both \( U(t) \) input and wind speed profile must be known a priori for the global time interval. The numerical values are fitted through a polynomial structure \( u(t) = w_{01} + w_{02} t + w_{03} t^2 + w_{04} t^3 \) avoiding high-order polynomials \( \kappa > 3 \) since their computation is more complex and usually involve a higher number of local maximum and minimum candidates. Moreover, for time intervals where there are not transient events it is recommended \( \kappa \approx 2 \) for electrical inputs and \( \kappa \approx 4 \) for wind speed profiles.

The case of study involves a global simulation time of \( \tau = 30 \) seconds. The Grid Side Converter is connected directly to the stator, so \( u_{rd} = u_{rd} \). It has been divided into three linearization time intervals with different time durations: \( \tau = [3,12,30,19,18,90] \). The second time interval involves the voltage dip, [34], that is illustrated in Fig. 4 in instantaneous values. After being filtered and
The stator currents obtained from FDD and SYMB models are shown in Figs. 7, where the differences along all simulation time between both approaches can be neglected. In Fig. 8, the second time interval along the transient event is depicted in detail. It can be observed how all SYMB values match accurately the FDD values. The rotor currents are shown in Fig. 9 and Fig. 10, for $i_{dq}$ component both methods match accurately but for $i_{arc}$ component there is a small difference. It is due to the assumption of $\omega_c$ constant along the time interval (see (9)).

Component $dq$ calculated, the voltage dip is assumed to be a three phase balanced voltage dip.

Fig. 4: Stator voltages profile for case of study.

Fig. 5: Voltage grid FDD vs reference current $\gamma_{dc}$ FDD; and $\gamma_{dc}$ FDD vs SYMB comparison

Fig. 6: Voltage grid FDD vs reference current $\gamma_{dc}$ FDD; and $\gamma_{dc}$ FDD vs SYMB comparison detail

Fig. 7: Stator currents, $i_{sd}$ and $i_{iq}$, FDD vs SYMB comparison

Fig. 8: Stator currents, $i_{sd}$ and $i_{iq}$, FDD vs SYMB comparison detail

Fig. 9: Rotor currents, $i_{arc}$ and $i_{arc}$, FDD vs SYMB comparison

Fig. 10: Rotor currents, $i_{crc}$ and $i_{crc}$, FDD vs SYMB comparison detail

Fig. 11: Grid side converter currents, $i_{sd}$ and $i_{sd}$, FDD vs SYMB comparison

Fig. 12: Grid side converter currents, $i_{arc}$ and $i_{arc}$, FDD vs SYMB comparison

The wind turbine model obtained from blocks and solved with discretized techniques and FDD SS represents the linearized model solved also with discretized techniques. In Fig 13, Fig 14, Fig 15 and Fig 16 are showed the computational costs of FDD and SYMB methods for a different number of wind turbines. It can be observed that SYMB method maintains an appreciable advantage of computational cost respect to FDD method when the number of wind turbines is high, a small time step and long time interval is considered. Moreover, the computational cost is not only related with the speed of calculus, also must be considered the amount of memory necessary to store the results. In Table I is showed the huge difference between the size of the output file for the simulation considering solving method and number of wind turbines.

<table>
<thead>
<tr>
<th>Number of Wind Turbines</th>
<th>SYMB</th>
<th>FDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30MB</td>
<td>150MB</td>
</tr>
<tr>
<td>10</td>
<td>300MB</td>
<td>1500MB</td>
</tr>
<tr>
<td>50</td>
<td>3000MB</td>
<td>15000MB</td>
</tr>
</tbody>
</table>

Table I: Size in Megabytes of the output file for a simulation time $t = 30$ [s]
A symbolic method to solve the model of a wind turbine equipped with DFIG is described and discussed. The aim of this approach is focused on simulating a large number of wind turbines with a lower computational cost in terms of speed and size of memory respect to the traditional method based on discretized techniques. The symbolic method is compared with classical Finite Difference Discretization technique for typical time-step values, varying the number of wind turbines considered in the simulation. These comparisons have been carried out under real wind speed conditions and transient disturbance, such as voltage dips. Real wind speed data have been collected at hub height of a Spanish wind farm and filtered through an equivalent wind speed model. The results of the comparisons provide a good agreement between the proposed symbolic method and FDD technique along the whole simulation time. Furthermore, the symbolic method presents clearly advantages in terms of computational time requirements when the number of wind turbines and small integration-step time are considered. Moreover, the storage capacity necessary for symbolic solutions is very low in comparison with FDD case, being this difference many orders of magnitude.

Consequently, the proposed symbolic method is highly suitable to simulate individually a substantial number of wind turbines facing different wind speed profiles and under transients events, although more work is needed in order to include pitch control and improve the references signals for the control.
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Table II: 2 MW class DFIG wind turbine parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
<td>15 m/s</td>
</tr>
<tr>
<td>Cut-in wind speed</td>
<td>3 m/s</td>
</tr>
<tr>
<td>Cut-out wind speed</td>
<td>25 m/s</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>15 m/s</td>
</tr>
<tr>
<td>Rated power</td>
<td>2 MW</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>690 V</td>
</tr>
<tr>
<td>Rated current</td>
<td>280 A</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>0.015 ohm</td>
</tr>
<tr>
<td>Rotor resistance</td>
<td>0.02 ohm</td>
</tr>
<tr>
<td>Stator inductance</td>
<td>0.155 Henry</td>
</tr>
<tr>
<td>Rotor inductance</td>
<td>0.125 Henry</td>
</tr>
<tr>
<td>Stator leakage inductance</td>
<td>0.015 Henry</td>
</tr>
<tr>
<td>Rotor leakage inductance</td>
<td>0.025 Henry</td>
</tr>
</tbody>
</table>

Matrix A and matrix F(t) from (17):

\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
F(t) = \begin{bmatrix}
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}} \\
\frac{\omega_{rb}(t) - \omega_{gb}(t)}{\tau_{gb}}
\end{bmatrix}
\]

where \( \omega_{rb}(t) = s_y(t), \omega_{gb}(t) = s_y(t), \omega_{rb}(t) = s_y(t), \omega_{gb}(t) = s_y(t), \omega_{rb}(t) = s_y(t), \omega_{gb}(t) = s_y(t), \omega_{rb}(t) = s_y(t), \omega_{gb}(t) = s_y(t). \)
ABSTRACT: The so-called Frandsen model forms the basis for the assessment of wind farm level turbulence intensity (TI) in the IEC standard 61400-1 edition 3. It is used in the choice of turbine suitable for a particular wind farm site. The Frandsen model was developed several years ago using field data when turbines and wind farms were of smaller scale than today. There is now an interest in the accuracy of models such as that of Frandsen when applied to the scale of the largest offshore wind farms. In this paper, we present the results of an analysis of the accuracy of the Frandsen model in predicting TI within the Greater Gabbard offshore wind farm. A comparison is made between measured data and predictions from: 1) the original Frandsen model; 2) a simplified version of the Frandsen model and 3) output from the ANSYS WindModeller CFD model. In general, the Frandsen model was found to perform well in the prediction of mean levels of TI but less well than a simplified model using either a freestream ambient TI or a turbine wake TI regardless of distance. Representative or 90% percentile TI levels are less well predicted under direct wake conditions due to the lack of consideration of turbine generated variance in turbulence and the manner in which the 90% percentile freestream TI is incorporated. ANSYS WindModeller was found to perform well in the prediction of mean TI and has the benefit of not requiring upstream TI data. The CFD model can be used to predict representative TI, when complemented with a model for the variance of turbulence. Predictions from the Frandsen model are more sensitive to the choice of freestream data than those from the CFD model.

1. INTRODUCTION

The fluctuations of the wind speed caused by turbulence affect the fatigue of the turbine blades and tower and consequently the turbine lifetime. As shown in Frandsen [1], wind turbine loads, for a given wind speed, are mostly conditioned by the level of turbulence intensity (TI) in the flow, and more specifically by the longitudinal component $\alpha_m$ of the velocity fluctuation along the main flow direction. For turbines within a large array, operating in wake conditions, the Frandsen model [1] for TI is used as the basis for the IEC Standard 61400-1 edition 3, amendment 1 [2] to derive an effective TI as a function of wind speed. Turbine suitability is assessed by verifying that the site effective TI is below the turbine design TI for the range of wind speed between 60% of the rated wind speed and the cut-out wind speed.

This paper summarises work carried out as part of the Carbon Trust’s Offshore Wind Accelerator’s project ‘Validation of Frandsen Turbulence Intensity Model and Large Wind Farm Models’ [3]. The objective of this work is to assess the performance of 1) the Frandsen model and 2) a computational fluid dynamics (CFD) code in predicting levels of turbulence intensity within a large wind farm by comparing data from the Greater Gabbard wind farm with model predictions.

2. SITE

The wind farm investigated is that of Greater Gabbard, situated in the North Sea, with a layout as shown in Figure 1. It consists of two sections, one to the North with 102 Siemens 3.6MW turbines ($D = 77.5\ m, \beta = 107\ m$) and one to the South, with 38 turbines. The distance between the southern and northern part of the array is over 70D. For the flow directions with regular spacing, turbines are separated by typically $\sim 9.7D$ (200˚), $\sim 10D$ (247˚) and $\sim 3.3D$ (315˚). The site has two meteorological masts, marked by squares in Figure 1: IGMMX to the south of the Northern section, 2.5D upstream of a turbine, and IGMMZ embedded within the Northerly section. SCADA data from each turbine along with one set of data collected at the two masts were made available for the project by the operator SSE. Two turbines, IGH08 and IGK02, are marked as black circles in Figure 1 and were used to validate model predictions in addition to the two masts.

To provide a representation of the freestream wind conditions, a data set was constructed from a selection of upstream turbines with the freestream wind direction calculated by averaging the yaw position of the six turbines highlighted as open circles in Figure 1, whilst the freestream wind speed values were calculated by averaging the SCADA measurements from these turbines when they were individually considered by direction to be in the freestream flow. Note that the local wind speed for the turbines is derived from nacelle anemometry. The accuracy of using nacelle wind speed to derive turbine upstream conditions was assessed, by correlating the wind speed measured at IGMMX with that measured at IGF10 (2.5D downstream of the mast). For the wind speed, the linear correlation between mast and turbine was good albeit that the slope of the regression line is not exactly 1 (Figure 2). For the wind speed standard deviation, the correlation is less good, and the ratio $\sigma_{\text{mast}}/\sigma_{\text{IGM}}$ shows values below 1 at low wind speeds (Figure 3). There are some important caveats to the use of either turbine data or mast data for inferring the freestream wind speed and TI in this study:

- Nacelle anemometers are in the wake of the rotor and their measurements are normally corrected to provide ‘freestream’ values. This process introduces a degree of uncertainty and is known to lack rigour when trying to measure true freestream wind speed;
- Nacelle anemometers will measure additional turbulent components that result from the blades as well as structures on the nacelle, e.g. handrails;
- The limited numbers of pulses per revolution from the anemometers on IGMMX meant that the recording of turbulent fluctuations at low wind speed values (especially below 8m/s) was subject to error.

These factors are discussed later when validating model predictions.

For the comparisons between model and data for the TI by direction in section 4.1, the data were binned by freestream wind speed, and results are shown for the 10m/s bin ($40\ m/s$ bin). The corresponding wind rose at 10 m/s is shown in Figure 4.
The Frandsen model for the effective TI \( I_{eff} \) at a location within the wind farm, but is specified in terms of wind farm upstream conditions (i.e. conditions which can be measured before the wind farm is operational). It is summarised below, using the representative (i.e. the 90th centile value of the) wind speed standard deviation in the integrand.

\[
I_{eff} = \int_{0}^{\infty} \frac{m f_w(\theta)|V_i|d\theta}{\sigma(\theta, V)} \]

where \( m \) is the Wöhler exponent, \( \theta \) is the wind direction, and \( V \) is the wind speed. The value of \( \sigma(\theta, V) \) is calculated depending on location within the wind farm with respect to wind direction and assuming a regular turbine layout, via one of the following three equations:

\[
\sigma_{rep,r} = (a_1 + 1.28\text{std}(\sigma_0))
\]

(2)\] \[
\sigma_{rep,w} = (a_1 + 1.28\text{std}(\sigma_0))
\]

(3)\] \[
\sigma_{wake} = \left( \frac{1}{1.5 + 0.8\frac{d_i}{\sigma_0}} \right) \sigma_{rep,r} + \sigma_{rep,w}
\]

(4)\]

where \( \sigma_{rep,r} \) is the representative wind speed standard deviation of the freestream flow, \( \sigma_{rep,w} \) is the representative wind speed standard deviation of the flow within an infinite array, \( \sigma_{wake} \) is the representative wind speed standard deviation of the flow directly within the wake of an upstream turbine, \( d_i \) is the normalised distance to the upstream turbine, \( C_o \) is the turbine thrust coefficient. Chevron brackets indicate ensemble averaging. The wind farm ambient (or background) wind speed standard deviation, \( \sigma_{ambient} \), is calculated from the freestream ambient background \( \sigma_0 \) and wind farm added wind speed standard deviation above the wind farm, \( \sigma_{added,w} \), as follows:

\[
\sigma_{ambient} = \frac{1}{2} \left( \sigma_{ambient} + \sigma_{wake} \right)
\]

(5)\]

\[
\sigma_{added,w} = \frac{0.36\sigma_0}{1 + 0.2\frac{d_i}{\sigma_0}}
\]

(6)\]

where \( \sigma_0 \) and \( \sigma_{ambient} \) are the normalised distances between turbines in a row and between turbine rows respectively. The Frandsen model stipulates that equation (4) shall be used, if the location is in the direct wake of a turbine less than 10 rotor diameters away. For directions between turbines more than 10 diameters away, there are more than 5 turbines between the selected location and the edge of the wind farm or if the turbine separation is less than 3 diameters. Equation (3) shall be used. For all other directions (no turbine or less than 5 turbines upstream, all of them beyond 10D), the ambient TI calculated via Equation (2) is valid. Frandsen fitted his model for the direct wake contribution using data from the Vindeby, Andros, Taff Ely and Alsvik wind farms [1] and therefore there may be aspects of the model which are not suitable for modern offshore farms that are much larger. An example of this is the arbitrary 10 diameter cut-off applied to determine whether an individual turbine wake is significant to the TI measured at any particular location. To test the applicability of the 10 diameter cut-off, this work will also investigate a 'Simplified' version of the model which does not utilise the infinite array concept. Thus, for the Simplified model, if a turbine exists upstream of a specified location for the wind direction of interest, Equation (4) shall be used, irrespective of its distance, whilst Equation (2) shall be used for all other directions at that location.

3.2 CFD simulations

CFD simulations were carried out using ANSYS WindModeler modelling the wakes with an actuator disk method under neutral atmospheric conditions. Turbulence closure is provided using a k-ε model with modified turbulence constants \( C_w = 0.03 \), turbulence decay rate \( = 0.6 \), as successfully validated in earlier work [6]. For the results shown here, only the Northern section was modelled, using a simulation domain with a 17km radius, and 5 km height. Separate simulations for the entire wind farm showed that the effect of the Southern section is only minimal (increasing the TI from 5.8% to 7.1% for mast IGMMX) and only affected the sectors 130° to 170°. The mesh resolution used a background horizontal resolution of 60m. In the vertical, the mesh resolution follows a geometric progression, with a first cell height of 2m, and an expansion factor of 1.16. Simulations have been carried out for 36 equally spaced directions, and 4 reference wind speeds (6, 10, 12 and 14 m/s) at hub height.

When carrying out Reynolds Averaged Navier-Stokes (RANS) simulations, solving for stationary flow conditions, the resulting flow fields are assumed to be representing the mean flow conditions on site. The mean turbulence intensity from the CFD is calculated from:

\[
I_{\text{max}} = \frac{\sigma_u}{u'}
\]

(7)\]

When calculating the local TI at mast locations from the model, local values for the turbulence kinetic energy \( k \) and the wind speed \( u' \) are used. For turbine locations, equation (7) is evaluated using the local value for the turbulence kinetic energy \( k \) and the turbine upstream wind speed \( u_{Turbine} \), itself derived from the local wind speed at hub height, using 1D actuator disk theory. The reason for using the turbine upstream wind speed, is an attempt to mimic what is reported in the wind turbine SCADA data, where, via the use of nacelle transfer functions, the turbine wind speed is supposed to be representative of the wind speed upstream of the turbine.

4. COMPARISON WITH DATA

4.1 TI by direction

The results of applying the Frandsen model and the Simplified model are shown for the two met masts in Figure 5 and Figure 6 compared to values of TI measured on each mast, with freestream values indicated. The resulting mean TI from the CFD model is also shown.
Figure 5: Mean (left) and representative (right) values of TI for the southern met mast IGMMX for a 10 m/s wind farm upstream wind speed.

At mast IGMMX (Figure 5) at the edge of the northern wind farm cluster, the Frandsen model provides a good prediction of the mean turbulence intensity except for the sector 0°–30° and around 150°. Between 0°–30°, the wind farm ambient TI assumed by Frandsen would seem to be an over-estimate. The over-prediction of the TI around sector 150° would seem to result from the wind farm ambient TI associated with the Southern section. Arguably, the wind farm ambient TI in the Frandsen model is not intended to cater for the effect of a separate section of the wind farm so far upstream. The Simplified model seems to predict the TI in these sectors better. The CFD model provides a reasonably good prediction of the background TI, which affects the majority of directions at mast IGMMX, but tends to underestimate the peak TI in the direct wake (sector 60° and 310°). Additional simulations at a finer horizontal resolution showed that the peak TI in the near wake is not mesh converged. Further refining the mesh allows the capture of the peak in the near wake more accurately (not shown).

For directions in the direct wake of a turbine less than 10D upstream (sectors 60° and 310°), the difference between the mean and representative TI from the Frandsen and Simplified models is small. This may be because the calculation of the representative values in the wake only accounts for fluctuation of the standard deviation in the background flow and not the direct wake. The fact that the model underestimates the representative TI around these sectors may be an indication that the representative TI in the direct wake should be derived in a more sophisticated way. In particular, the inclusion of the standard deviation of the wind speed standard deviation under the square root in equation (4) is questionable. Doing so means that, for a given value of background fluctuation \( \text{std}(\sigma) \), the absolute change between \( \sigma_{\text{rep}} \) and \( \sigma_{\text{mean}} \) in wake conditions, which should be a measure of 1.28 \( \text{std}(\sigma) \) in wake conditions, is smaller than the 1.28 \( \text{std}(\sigma) \) that results in freestream conditions. This is in contrast to what we see in the data at IGMMX for example, where \( \text{std}(\sigma) \) for waked sectors tends to be larger than for freestream sectors. It is suggested that the representive \( \sigma \) might be better captured with:

\[
\sigma_{\text{ref}} = \sqrt{\frac{U_0^2}{1.5 + 0.8 \sqrt{\text{CI}}} + \text{std}^2} + 1.28 \text{std}(\sigma) \tag{8}
\]

Figure 6 suggests that deep within the wind farm the Simplified model predicts the mean TI well, except near the sector 260° and 330°. The overestimation around the sector 150° was found to be due to reduced availability of turbine IGE06, 11.3D upstream of the mast. The Frandsen model struggles in capturing trends in mean TI with direction at mast IGMMZ, sometimes underestimating where less than five turbines upstream are present, or over-estimating for directions where the wind farm ambient TI over-predicts the actual TI. The CFD results show a similar trend to the Simplified model, with reasonable agreement with the data, except for an underestimate of the peak around 300°. Around sector 150°, the CFD also produces a peak not seen in the data because of the reduced availability of turbine IGE06. Both the Frandsen and Simplified models struggle to capture the amplitude of the standard deviation of the wind speed standard deviation, underestimating the representative TI most likely for the reasons mentioned above. Figure 7 compares the model outputs against the measured values of TI at the locations of the wind turbine IGH08. In general, the Frandsen model captures the fluctuations in TI due to nearby turbines though it struggles for directions where the nearest turbine is more than 10 diameters away. For example, between 270°<θ<300° due to the farm layout irregularity, the Frandsen model reverts to using the freestream TI value whilst between 40°<θ<120° there are less than the arbitrary 5 turbines required to suggest a wind farm TI has developed. By contrast, the Simplified model which uses the direct wake method in Equation (4) for these sectors, predicts the measured values well.

Figure 6: Mean (left) and representative (right) values of TI for the northern met mast IGMMZ.

Figure 7: Mean (left) and representative (right) values of TI for the wind turbine IGH08.
CFD model also performs very well between the range of wind speeds which were simulated. Calculations were repeated starting from a wind speed of 3 m/s, increasing by 2 m/s steps, and the effective TI derived from the CFD model results become increasingly sensitive to the ambient effective TI. The CFD model using the calibrated approach, as well as from the direct method, are very sensitive to the assumed ambient effective TI. When integrating over the direction, the predictions to the far-field integral effective TI agree so well with the measured data at 13 m/s.

4.2 The wind speed

As would be the case for a turbine suitability assessment, we calculated the effective TI using wind speed and the calculated TI (using the Wöhler curve, equation 1) at the speeds at which the TI value was derived from the data at mast IGMM1, using the wind speed from the CFD results shown in Figure 9. When calculating the main local TI, both Frandsen and Simplified model provide a very good prediction, between 7 and 25 m/s. Both models are close to each other, when working with upstream data derived from IGMMZ. When calculating the mean U’/Ti, both the Frandsen and Simplified model provide a very good prediction, between 7 and 25 m/s. Both models are close to each other, when working with upstream data derived from IGMMZ. However, when calculating the TI at mast IGMMZ, the Frandsen model produces slightly excessive effective TI values. At this point it is clear that this is associated with potential measurement problems at mast IGMMZ, as the TI at IGMMZ is more sensitive to the ambient effective TI. When calculating the main local TI, both Frandsen and Simplified model provide a very good prediction, between 7 and 25 m/s. Both models are close to each other, when working with upstream data derived from IGMMZ. However, when calculating the TI at mast IGMMZ, the Frandsen model produces slightly excessive effective TI values. At this point it is clear that this is associated with potential measurement problems at mast IGMMZ, as the TI at IGMMZ is more sensitive to the ambient effective TI.
Figure 10: As Figure 9 but using wind farm upstream conditions derived from nacelle anemometry.

Figure 11. Ambient effective TI vs wind speed for the wind farm upstream (WFU) data set derived from data at IGMMX (continuous curve) and that derived from nacelle anemometry (dashed curve).

5. CONCLUSIONS
From the validation comparing TI vs direction at a constant wind speed of 10 m/s, we conclude that the model proposed by Frandsen for the direct wake turbulence (equation (4)) does a very good job at capturing the mean TI in the wake of a turbine, even at short range such as the 2.5D shortest distance we investigated. The use of a 10D cut-off distance beyond which the direct wake turbulence is not applied is arbitrary, and leads to significant TI peaks being missed when calculating the mean TI vs direction. Using ambient TI for directions where less than 5 turbines are located upstream beyond the 10D cut-off is also questionable as it leads to underestimated TI. Also, when applied, the wind farm background TI tends to overestimate the measured TI. Because of all of these observations, the Simplified model appears to provide a better agreement to the mean measured values which casts doubt on the use of a wind farm level ambient turbulence intensity.
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1. Abstract

Historically all wind measurements for offshore windfarms have been performed using cup anemometers and stand-alone met masts, usually on monopiles. While these provide excellent datasets, they do so at a high cost and are fixed in location. The development and steady acceptance of lidar technology has opened up the opportunity for potentially cheaper technology particularly offshore. The advantages are explored in this paper and also a quantitative analysis of the errors associated with both sets of measurements is presented.

RWE has managed the deployment of the first UK floating lidar trials. With the financial assistance of the Carbon Trust through the Offshore Accelerator Program, two floating lidar systems have been successfully trialled, for periods of over six months in the last two years.

A summary of the key results are provided in this paper from both trials along with the deployment lessons, learnt from an operators/owner’s perspective.

An analysis of results and the production of uncertainty analysis leading to a cost benefit analysis from the owner/developers perspective has been produced.

This demonstrates that while the floating lidars can produce accurate results, there is still a useful primary place for the fixed met mast with cup anemometers for producing data with the lowest uncertainty. This becomes significant when the high capital costs of developing and building offshore wind farms are taken into account and up front additional costs are less significant compared with the greater prediction accuracy leading to potentially lower financing costs.

2. Keywords

Lidar, Floating Lidar, Offshore, met mast, sea trials, cup anemometers, uncertainty, net cost benefit

3. Background

Until recently all RWE offshore wind farms have benefited from the installation of fixed met masts prior to the full wind farm development. These are given in Table 1.

<table>
<thead>
<tr>
<th>Site</th>
<th>Wind Farm commissioning date</th>
<th>Mast height (in AEW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Hoyle N2</td>
<td>2000</td>
<td>60</td>
</tr>
<tr>
<td>Rhyll Flats</td>
<td>2005</td>
<td>90</td>
</tr>
<tr>
<td>Greater Gabbard</td>
<td>2006</td>
<td>65</td>
</tr>
<tr>
<td>Thornton Bank</td>
<td>2009</td>
<td>10</td>
</tr>
<tr>
<td>Gwynt y Mor</td>
<td>2014</td>
<td>10</td>
</tr>
<tr>
<td>Nordsee</td>
<td>2015</td>
<td>96</td>
</tr>
<tr>
<td>Oset</td>
<td>2020</td>
<td>110</td>
</tr>
<tr>
<td>Dogger Bank</td>
<td>2025</td>
<td>110</td>
</tr>
</tbody>
</table>

Fig. 1 Change of mast height with commissioning date

The offshore met masts are thus required to be built at ever higher heights to measure the wind speeds at close to the hub height of the wind turbines. In addition most masts have been strategically located so that when the site is commissioned they are in a suitable location to be used for perform power performance measurements at a adjacent wind turbine. For this the top anemometers must be within 5% of the turbine hub height [1]. In some cases (eg Rhyll Flats) this has necessitated the extension of the existing mast. Subsequent masts have been designed to anticipate the hub height variations...
Increased height also brings with it increased cost due to the size of the foundations and mast structure. The effects can also start to affect the wind speed measurements as the larger structures provide more turbulence and blockage effects. So the booms need to be longer to be outside the mast influence zone.

This leads to one of the main drivers – cost. As the mast costs increase and sites are more complex and difficult to develop with certainty, the high multi-million Euro met mast investment a number of years prior to construction is a difficult decision.

Floating lidars are thus seen as potentially providing similar measurements at a reduced cost. There are however advantages and disadvantages to both methods summarised below in Table 2.

<table>
<thead>
<tr>
<th>Instrumentation</th>
<th>Measurements to rotor tip height</th>
<th>No turbulence measurements, no gust measurements, wind direction can be problematic.</th>
<th>All standard measurements and parameters possible. Measurements generally to hub height only</th>
<th>Ladar systems easily added to give tip measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Ladar verification required.</td>
<td>Buoy movements must be accounted for.</td>
<td>Autonomous systems with understood accuracies.</td>
<td>Fixed.</td>
</tr>
<tr>
<td>Versatility</td>
<td>Cant be moved</td>
<td>Adding extra instruments problematic due to weight, power and stability issues.</td>
<td>Fixed.</td>
<td>Addition measurement systems relatively easy to add.</td>
</tr>
<tr>
<td>Environment</td>
<td>More vulnerable to wave &amp; storm damage, less visible to shipping.</td>
<td>More vulnerable to lightning strikes.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Merits of different measurement systems

3.1. Lidar systems

The lidar works by firing a laser beam into the atmosphere and then analysing the back scatter generated from the beam reflecting off aerosol particles in the air. The change in frequency (Doppler shift) of the back scatter can be used to infer a velocity. The velocity is only measured in the direction of the beam, hence a number of beams are projected outwards at an angle, (at least four usually a cone shape) so that x, y and z velocity components can be derived.

It is worth observing that the beams are generated from the unit on the ground and that any small angular movement will be enhanced at the higher measurement levels. For example a 5° tilt will give a ~2.5m change in measurement height at 100m with a 30° lidar cone angle. One beam will be above and the other below and the motion of any system in the sea will mean that over a typical 10-minute period, the readings will be averaged out. The question to answer is how much affect does this have on overall accuracy.

3.2. Different systems

Floating lidars fall into two main systems: Surface buoys and spar buoys

- Surface buoys
  - The surface buoys as the name suggests float in the upper sea surface and are more subject to wave motion. In general they are smaller and easier to deploy. Care needs to be taken with the lidar systems to compensate for this motion either with external gimbals or software motion compensation.

- Spar buoys aim to have minimum movement in the measurement platform, i.e. they try to simulate as much as possible a fixed monopole type foundry. They work in a similar fashion to a fishing float where they are buoyant and are kept vertical by tension in the anchor cables to the seabed. The lidar system is thus most likely to be mounted directly on the platform. In general they will require deeper water to deploy and are larger structures due to their depth.

Hybrid type versions have also been proposed whereby a lidar is co-located in a similar fashion to a fishing float where they are buoyant and are kept vertical by tension in the anchor cables to the seabed. The lidar system is thus most likely to be mounted directly on the platform. In general they will require deeper water to deploy and are larger structures due to their depth.

Table 2. Merits of different measurement systems

4. Trials

Our approach has been to facilitate the experimental deployment of trial floating lidar at its offshore windfarm sites. As a company it wants a practical solution at the right cost.

- To gain practical experience of the technology;
- Verify the technology accuracy;
- Get bankability, buy in and bring the cost down.

4.1. Experimental site Gwynt-y-Mor (GYM)

The Gwynt-y-Mor wind farm development site was chosen. It is in the Liverpool Bay area to the West of the UK in the Irish Sea and is approximately 15km from land. The met mast on site was installed in 2005 and has a height of 90m AMSL. The water depth is 10-15m with a high tidal range of just under 10m (i.e. MSL is 4.9m above LAT).
Table 3. Flidar wind speed line fit and correlations

<table>
<thead>
<tr>
<th>X</th>
<th>V1</th>
<th>X2</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.991</td>
<td>0.992</td>
<td>0.985</td>
<td>0.985</td>
<td>0.956</td>
<td></td>
</tr>
</tbody>
</table>

Wind direction, Fig. 9, also showed a good correlation, though this was after modification to the measurement systems and data processing. The Flidar wind direction is on the y-axis and the mast wind direction on the x-axis.

The insensitivity of wind speed with wave height is presented in the following figure. The wind speed is on the y-axis presented as a fractional error in the wind speed ratio (Flidar wind speed/mast wind speed) at 90m. The x-axis is the significant wave height in metres.

<table>
<thead>
<tr>
<th>X</th>
<th>V1</th>
<th>X2</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>0.992</td>
<td>0.991</td>
<td>0.996</td>
<td>0.996</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Babcock floating lidar trials

The Babcock unit is a different buoy design principle being a low motion, low draft spar buoy design. It consists of a large mass at the bottom, followed by the buoyancy chamber and the central tube then links to the platform at the top. The lidar, a Zephir-300 in this case and power systems are mounted on the top platform.

Both trials were sponsored by the Carbon Trust through the OWA program. The lidar data and the mast data were collected independently, in such a way that the floating lidar supplier were unable to see the mast results and thus make their results agree. Full details are given in reference [2]. The analysis was also performed by Frazer Nash, an independent company, to ensure impartiality to the results.

4.2. Flidar Trials

The Flidar system, is a surface type buoy, the prototype being made from two marine buoys, attached together with the lidar, a Leosphere wind cube, mounted in Gimblets on a platform, which also carried the power supply and communications systems.

Wind direction, Fig. 9, also showed a good correlation, though this was after modification to the measurement systems and data processing. The Flidar wind direction is on the y-axis and the mast wind direction on the x-axis.

The results were however very good and are summarised below but have been presented in more detail [2]. A scatter plot, Fig. 8, of the Flidar data on the y-axis and the mast data on the x-axis is presented in the graph below. All data is 10-minute mean values. Table 3 includes the line fit labelled \( X_{mws} \) which is forced through the origin, for two mast wind speed filters and two instrumentation comparison heights. The column headed "v1" refers to data collected directly from the Flidar by the independent analysers Frazer Nash, whereas the column "v2" represents data with some post processing by Flidar after collection.

4.3. Babcock floating lidar trials

The Babcock unit is a different buoy design principle being a low motion, low draft spar buoy design. It consists of a large mass at the bottom, followed by the buoyancy chamber and the central tube then links to the platform at the top. The lidar, a Zephir-300 in this case and power systems are mounted on the top platform.

Both trials were sponsored by the Carbon Trust through the OWA program. The lidar data and the mast data were collected independently, in such a way that the floating lidar supplier were unable to see the mast results and thus make their results agree. Full details are given in reference [2]. The analysis was also performed by Frazer Nash, an independent company, to ensure impartiality to the results.
Deployment Lessons

While the trials were successful, there was also a steep learning curve for all participants.

The key lesson is that of robustness, of all parts of the system: power supply and power storage, lidar, data collection and data storage, wiring, communications, buoy design and mooring.

Dockside and sea trials for any unit are essential. The dockside trials of all systems ensure that all systems are working and integrated. Also sea trials against a measurement system of known accuracy is essential.

The sea trials will highlight any design issues in the system. Unfortunately the nature of offshore deployments means that rectification can be a prolonged program. If it is too rough then no access is possible. This is exacerbated by the nature of the units which can generally only be accessed in calm waters of the summer months.

The aim of the trials will be to improve reliability to a point where commercial deployments in say the North Sea with a harsher wave climate can be undertaken with confidence.

Results going into IEC guidelines. Further trials of floating systems undertaken and planned.

4.4. Results summary

For both units, there were successful sea trials, i.e. they survived 3 months [Flidar] and 6 months [Babcock lidar] at sea with some winter conditions, significant wave heights up to 2.5 m and mean wind speeds up to 30 m/s (measured at mast hub height).

Correlations with the fixed met mast at a number of heights were performed which demonstrated accuracy in wind speed and wind direction measurements, though both systems required adjustment to ensure good final wind direction measurement accuracy.

The wind speed correlations on both systems appeared to be independent of sea conditions. Availability of the data was also good at all heights, though degradation of signal availability was seen as higher heights which is a normal feature of lidar data.

Correlations between lidar and anemometer turbulence were made and the correlations were found to be poor [2] & [3], as also seen in onshore trials [2] though whether they are worse has not been fully analysed.

Correlations with gust wind speeds were also found to be poor. [2] & [3].

The results were independently verified and both units have reached the commercially acceptable milestones as defined by DNV-GL [5].

Ease of access and maintenance needs also to be considered, boats or crew transfer vessels (CTVs) may vary considerably in different locations and hamper access. Also having easy to lift and replace modular units on the buoys are essential.

4.5. Deployment Lessons

- Accurate wind speed correlations
- Accurate wind direction correlations
- Reliability proven – after some work.
- Both at stage 2 of road map [5]
- Sea trials proved both useful and essential
- The results were independently verified
- Planning and permitting issues better understood
- Operational (O&M) and safety issues better understood
- Results going into IEC guidelines.
- Further trials of floating systems undertaken and planned.

Table 4 Summary of Floating Lidar deployments in Europe sponsored by OWA
The argument that lidar systems provide considerable benefits was evidenced by the results of the various measurement options. The total uncertainties converted to P90 are shown in Table 7. The net benefit of the various options compared with Option 1 is shown in the last column of Table 7.

5.1 Costs and Benefits

Cost Benefit

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Assumptions</th>
<th>Cost Benefits (£ m)</th>
<th>Net Cost Benefit (£ m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Offshore wind farm, 1000MW, with 140 – 200 turbines</td>
<td>£342 m</td>
<td>£257 m</td>
</tr>
<tr>
<td>2</td>
<td>On-site met mast of traditional construction, with hub height cup anemometers and lidar</td>
<td>£200 m</td>
<td>£97 m</td>
</tr>
<tr>
<td>3</td>
<td>Floating lidar, mature design with significant blockage effects</td>
<td>£2 m</td>
<td>£1.57 m</td>
</tr>
<tr>
<td>4</td>
<td>Floating lidar in early stages of maturity, with hub height cup anemometers and lidar</td>
<td>£98 m</td>
<td>£88 m</td>
</tr>
<tr>
<td>5</td>
<td>Floating lidar, mature design with significant blockage effects</td>
<td>£340 m</td>
<td>£263 m</td>
</tr>
<tr>
<td>6</td>
<td>Two floating lidars deployed across a site to provide spatial wind speed data across the site</td>
<td>£168 m</td>
<td>£101 m</td>
</tr>
</tbody>
</table>

The total uncertainties are based on values quoted by [5].

5.2 Uncertainties for the lidar systems are based on values quoted by [5].

5.3 Assumptions

1. Offshore wind farm, 1000MW, with 140 – 200 turbines
2. On-site met mast of traditional construction, with hub height cup anemometers and lidar
3. Floating lidar, mature design with significant blockage effects
4. Floating lidar, mature design with significant blockage effects
5. Two floating lidars deployed across a site to provide spatial wind speed data across the site
6. The total uncertainties are based on values quoted by [5].
On the basis of these trials and other work by the OWA and other companies a number of commercial deployments are now underway, which indicates the increasing acceptance of the floating lidar technology.

6. Conclusions

In terms of the trials:
- Successful sea trials have been performed on a number of floating lidar prototypes taking them from the research to pre-commercial and commercial stages.
- The reliability of the systems have been proved, by long trials.
- The accuracy of the measurements is within the roadmap criteria.
- The results have been independently verified.
- Operations experience has been gained.
- Cost benefit analysis has demonstrated that mature lidar systems have a net benefit to offshore wind farm projects.
- The same analysis also demonstrates that the fixed lattice type masts still have the best net benefit to a project and their versatility in being able to mount additional instrumentation is still useful.

7. Further research

- Commercial deployments for a unit are valid only where trials have been performed in similar sea conditions. Further trials to provide verification in different sea states will increase utility and start to demonstrate an ocean independent accuracy.
- Verification of directional accuracy needs further work and initial trials showed this was a weakness in the systems.
- Operational issues around maintenance and local communications in the case of no access should be investigated.
- The ability to provide turbulence and gust measurement from the units needs further research. This is more difficult as the platform motion needs to be accounted for and results produced verified.
- The IEA standard needs completing to give guidelines enabling a uniform assessment of the capabilities of different units.
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