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Abstract—We formulate a semiconductor laser rate equation-based approach to carrier recovery in a Bayesian filtering framework. Filter stability and the effect of model inaccuracies (unknown or un-useable rate equation coefficients) are discussed. Two potential application areas are explored: laser characterization and carrier recovery in coherent communication. Two rate equation based Bayesian filters, the particle filter and extended Kalman filter, are used in conjunction with a coherent receiver to measure frequency noise spectrum of a photonic crystal cavity laser with less than 20 nW of fiber-coupled output power. The extended Kalman filter is also used to recover a 28 Gbd DP-16 QAM signal where a decision-directed phase-locked loop fails.
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I. INTRODUCTION

SEMICONDUCTOR laser phase noise has been the subject of study in device design [1], [2] and coherent optical communications [3], [4] communities for quite some time. From the laser physics standpoint, measuring the frequency noise (FM) spectrum provides useful information regarding internal laser dynamics. In coherent communication, phase noise is an impairment that needs to be compensated. Historically, these two tasks, characterizing and compensating, have been accomplished using different experimental setups and data analysis. Increasingly, the same digital coherent receivers that are typically used in coherent communication systems are becoming popular tools for characterizing the phase noise of lasers as well [5]–[7], due to the flexibility offered by full-field detection and their increasing ubiquity in laboratories. This collapses these two tasks into one, the results of which will generally be improved by a digital filter that more accurately tracks the phase.

It is well-established that optimum tracking is made possible only by taking the probability density functions (PDFs) of all relevant noise sources into account. Most carrier recovery algorithms developed to date have been for lasers with a Lorentzian lineshape [4], [8], which is the result of a Wiener process. However, semiconductor lasers (SCLs) almost never have Lorentzian lineshapes due to relaxation oscillations. Thus we would expect that taking the unique SCL line structure into account when designing a digital filter for carrier phase recovery (CPR) would yield some improvement in performance. Here, we reformulate the SCL rate equations so that they can be used in a Bayesian filtering context [9], [10]. Bayesian filtering, in this case, provides a framework for recursive estimation of the noise variance (FM noise magnitude), while the SCL rate equations specify the shape of that spectrum. We focus on two different Bayesian tracking algorithms: the particle filter (PF) and the extended Kalman filter (EKF). We then apply these filters in two different experiments where other carrier recovery methods were not successful: a measurement of the FM noise spectrum of a photonic crystal (PhC) cavity laser with extremely low output power [11], [12] and demodulation of a 28 Gbd DP-16 QAM signal from a semiconductor laser-based transmitter [13], [14].

The remainder of the paper is organized as follows: Section II reformulates the SCL rate equations for use in the Bayesian filtering framework. Section II also discusses some of the practical concerns, inherent limitations, and benefits of this approach. Section III contains further implementation details for the Bayesian filters and reference methods. In Section IV-A, the rate equation based particle filter and extended Kalman filter are applied to the phase noise characterization problem, first for lasers with known FM noise spectra to validate the method, then to a PhC laser with an unknown FM response. We show a significant improvement in sensitivity over a reference method in both cases, which for the PhC laser made the relevant spectral features visible. Section IV-B discusses the use of the SCL EKF in a 28 Gbd DP-16 QAM communication system where the transmit laser has one of several FM noise profiles. We show that this filter can successfully recover the signal where comparable methods based on Lorentzian laser phase noise models fail.
II. SEMICONDUCTOR LASER PHASE TRACKING IN A BAYESIAN FRAMEWORK

A Bayesian filter is a set of recursion equations that use a system model and measurements to estimate the probability density function (PDF) associated with an underlying process. For carrier phase recovery, the underlying process is the phase evolution. The associated PDF describes the noise that causes phase fluctuations. Bayesian filters are typically formulated for systems described in the state space by a pair of equations of the form

\[
x_n = f(x_{n-1}, w_{n-1}) \\
y_n = g(x_n, v_n)
\]

(1)

where \(x\) is a vector describing the internal state of the process, \(y\) is the measurement output, \(f\) and \(g\) are functions that describe the process evolution and measurement, respectively, and \(w\) and \(v\) are noise terms. For carrier phase recovery, \(x\) describes the current phase of the laser and \(f\) describes the process evolution and measurement, respectively.

\[\Delta \phi = f + w\]

\[
\frac{df}{dt} = \alpha G_N N + F_\phi \\
\frac{d\rho}{dt} = -\Gamma I \rho + G_N I_0 N + F_\rho \\
\frac{dN}{dt} = -G_\rho - \Gamma N N + F_N
\]

(3)

where \(\phi\) is the phase, \(\rho\) is the output intensity perturbation, and \(N\) is the excess carrier concentration. The \(F\) terms are the Langevin noise terms associated with each of these variables and are zero-mean Gaussian-distributed noise sources. The variables \(\phi, \rho, \) and \(N\) are used as the state variables in the discrete state-space system model after normalization. Normalization is necessary (when a physically meaningful system model is used) because \(\phi, \rho, \) and \(N\) have dramatically different magnitudes; we normalized each variable to the expected variance of the associated Langevin term. The remaining parameters \(\alpha, \ G_N, \ \Gamma_1, \ \Gamma_2, \ I_0, \) and \(G\) are the linewidth enhancement factor, the differential gain, intensity damping factor, carrier damping factor, steady-state output field intensity, and gain, respectively. These parameters describe laser dynamics and it is often possible to estimate them from steady-state data (e.g. light-intensity-voltage curves). Using the Euler-Maruyama method [19], this system of equations can be rewritten in discrete form:

\[
\begin{bmatrix} \Omega_n \\ \phi_n \\ \rho_n \\ \eta_n \end{bmatrix} = \begin{bmatrix} 1 + \tau & 0 & 0 & 0 \\ 1/\tau & 0 & \alpha G_N & 0 \\ 0 & 0 & -\Gamma & G_N I_0 \\ 0 & 0 & 0 & -G \end{bmatrix} \begin{bmatrix} \Omega_{n-1} \\ \phi_{n-1} \\ \rho_{n-1} \\ \eta_{n-1} \end{bmatrix} + \begin{bmatrix} F_{\Omega_n} \\ F_{\phi_n} \\ F_{\rho_n} \\ F_{\eta_n} \end{bmatrix}
\]

(4)

where \(\tau\) is the sampling period (typically the symbol period, for communication systems) and \(I\) is the 4x4 identity matrix. Here, we have added the normalized frequency \(\Omega\) to include flicker noise [15], [20]. This can be written more compactly as

\[
x_n = Ax_{n-1} + w_{n-1}.
\]

(5)

A typical output frequency noise spectrum is shown in Fig. 1. This spectrum can be completely described by five parameters: \(\alpha, \ f_R, \ K, \ \Delta \nu, \) and \(f_{\text{cross}}\). The linewidth enhancement factor \(\alpha\) is the same as defined in (3), while \(f_R\) and \(K\) are related to (3) by

\[
(2\pi f_R)^2 = \Gamma_1 \Gamma_N + G_N G I_0
\]

(6)

and

\[
K f_R^2 = \Gamma_1 + \Gamma_N.
\]

(7)

The Lorentzian linewidth \(\Delta \nu\) and the \(1/f\) noise crossing frequency \(f_{\text{cross}}\) are given by the magnitudes of the variances of the noise terms and do not depend on the coefficients of \(A\).

In the process model described above, we have neglected the contribution of the local oscillator to the phase. For characterization applications, this is a reasonable assumption because the device under test typically has a linewidth much larger than the linewidth of the LO. For communication systems using semiconductor lasers, we also focus on the case where transmitter phase noise is dominant. This is partially because it becomes difficult to separate the effect of equalization...
enhanced phase noise [21] from CPR algorithm performance when local oscillator phase noise is included. Extending this technique to the case of semiconductor laser as both LO and transmitter involves, at most, adding one more pair of terms (ρ and N) to (4) to account for an additional relaxation oscillation peak.

B. Measurement model

The measurement y is composed of the in-phase and quadrature components of the signal. In this case, the measurement equation (1) becomes

\[
y_n = \begin{bmatrix} y_{I,n} \\ y_{Q,n} \end{bmatrix} = C \begin{bmatrix} \cos(\phi_n + \Omega_n n) \\ \sin(\phi_n + \Omega_n n) \end{bmatrix} + v_n \tag{8}
\]

where C is a scalar (the amplitude) and v is a 2x1 (typically Gaussian) measurement noise vector. Within phase tracking applications, the signal is normalized and the effect of modulation is removed so that C = 1. At sufficiently high signal to noise ratio (and assuming C = 1), it can be shown [3] that applying the inverse of the nonlinear function

\[
y'_n = \text{unwrap} \left( \arctan \left( \frac{y_{Q,n}}{y_{I,n}} \right) \right) = \phi_n + \Omega_n n + v'_n \tag{9}
\]

yields a linear function of \( \phi \) and \( \Omega \) with Gaussian-distributed noise \( v' \). Though here we focus on Bayesian filtering approaches formulated to deal with a nonlinear measurement equation, (9) means that the relatively computationally efficient Kalman filter may provide good performance in applications where high SNR is expected.

C. Filter stability

The extended Kalman filter and particle filter can be considered infinite impulse response implementations of a Wiener filter for carrier recovery. Relative to finite impulse response approaches, this results in reduced computational complexity, but also increased susceptibility to numerical errors [22], and potential filter instability. For systems like semiconductor lasers with unobserved variables, the filter stability condition is the same as the discrete system stability condition [23]. In terms of the state transition matrix A, this can be expressed as

\[
\forall i, \ |1 + \lambda_i| \leq 1, \tag{10}
\]

where \( \lambda_i \) is one of four eigenvalues of A. For the expression in (4) two of these eigenvalues (the ones associated with the flicker and Lorentzian noise) are unity, and the other two (typically complex) eigenvalues can be expressed in terms of \( f_R \) and \( K \) to form a more specific criterion:

\[
1 - \frac{K f_R^2}{2} + \tau f_R \sqrt{\left( \frac{K f_R^2}{2} \right)^2 - (2\pi)^2} \leq 1. \tag{11}
\]

In general, decreasing \( K \) (which will raise and narrow the peak in Fig. 1) and increasing the resonance frequency \( f_R \) will decrease the chance that a matched filter is stable at a particular sampling rate. Increasing the sampling rate always has the effect of improving filter stability.

D. Process model approximation

It is typically necessary to use a state transition matrix for filtering that is different from the state transition matrix that best describes the system. For device characterization at low SNR, this is because not all values in (3) are known before the data are processed. For coherent communication, the relevant laser parameters may be known in advance, but the corresponding state transition matrix may not yield a stable filter. As a general principle, decreasing \( K \) will both incur a larger phase noise penalty for a given Lorentzian linewidth [14] and increase the left hand side of (11). Thus the more detrimental the non-Lorentzian lineshape of the laser is to system performance, the more likely it is to be necessary to specify A in such a way that the system model is not completely consistent with the expected FM noise spectrum.

The effect of mismatch between the state transition matrix used for filtering and a more accurate system description is best quantified in the frequency domain. Minimizing the mean-squared error (MSE) estimate of the phase by tuning the coefficients of A is equivalent (for this system model) to minimizing [24]

\[
V = \int_{-f_s/2}^{f_s/2} \left| \tilde{G}(f) - G(f) \right|^2 df \tag{12}
\]

where \( f_s \) is the sampling frequency, \( G(f) \) is the Fourier transform of the system impulse response, \( \tilde{G} \) corresponds to the true system, and \( \tilde{G} \) corresponds to the approximation. For this system model, \( V \) will be directly proportional to the MSE with a proportionality constant that depends on the sampling rate and Lorentzian linewidth of the laser. The Fourier transform of \( G \) can be approximated as \( \sqrt{S_{\phi\phi}(f)} \), where \( S_{\phi\phi}(f) \) is the power spectral density of the phase noise (not FM noise). In terms of \( \alpha \), \( f_R \), and \( K \),

\[
S_{\phi\phi}(f) = \left( \frac{1}{2\pi f} \right)^2 \Delta \pi \left[ 1 + \frac{\sigma^2 f_R^2 \Delta f}{(f_R - f)^2 + \Delta f^2} \right] \tag{13}
\]

Fig. 2 and Fig. 3 show contour plots of \( \log_{10}(V) \) as a function of the estimated values used for \( f_R \) and \( K \) for FM noise spectra similar to those discussed in Section IV. Together, these two figures provide two specific, though somewhat
In Fig. 2, the correct values of $f_R$ and $K$ were chosen to be 2 GHz and 1.2 ns, respectively, which produces an FM noise spectrum similar to the photonic crystal cavity laser discussed in Section IV-A. For many reasonable model estimates (e.g. $f_R = 1$ GHz and any $K$), the Lorentzian model is expected to perform several orders of magnitude better than the semiconductor laser model. This indicates that if the laser parameters are not known, the best approach is to start with a Lorentzian model and then use the result to fine-tune the model error relationships; individually, they motivate the different approximation approaches taken in the two experiments. Unsurprisingly, in all cases, using a more accurate model will ensure a lower MSE. The values of $f_R$ and $K$ also affect the relative importance of accurately estimating $f_R$ and $K$.

In Fig. 2, the correct values of $f_R$ and $K$ are shaded in red in both figures. The most important effect changing values of $f_R$ and $K$ has on these plots is to increase or decrease the size of the region where the semiconductor laser model is expected to perform best. The values of $f_R$ and $K$ are also plotted on a logarithmic scale. The figure also shows the region of stability of the filter at 28 GBd (note the laser specified lies outside this region). Since the minimum MSE in the region of stability is lower than the MSE associated with the Lorentzian model, a performance improvement is expected. The figure also implies that the stable filter that provides minimum MSE will use a nearly correct value for $f_R$ and an increased value for $K$.

Fig. 4 compares the effect of model error over a broader range of laser parameters: $\log_{10}(V)$ for a Lorentzian model and the best stable SCL model at 28 GBd is plotted over a range of true values of $K$ for several relaxation resonance frequencies. For the Lorentzian model (dashed lines), there is a slight decrease in error as $K$ increases because the phase noise spectrum more closely comes to resemble a Lorentzian. Increasing the resonance frequency also decreases expected MSE because of the $\frac{1}{\pi f}$ term in (13). For the SCL model (solid lines), the error goes to zero when $K$ is large enough to permit an accurate stable filter (i.e. $K = K_0$ or $K > 1.4$ ns at 28 GBd), and otherwise follows the same general trends as the Lorentzian model. The effect of increasing the symbol rate is to shift this zero point to a lower value of $K$. The advantage of using the SCL model over the Lorentzian model, indicated by the space between the dashed and solid curves, has a large dependence on the resonance frequency. In particular, the advantage offered by the SCL model is far greater when $f_R$ is low. This is also the regime of operation where the Lorentzian model has its worst performance, or where a CPR algorithm based on a Lorentzian model is most likely to fail.

III. ALGORITHM DESCRIPTION

A. Extended Kalman Filter

The extended Kalman filter represents the system state as a Gaussian-distributed variable with mean $\hat{x}_n$ and process noise $w$ in (1) covariance $P$. At each time step, first a prior estimate of the current state is generated

$$p(x_n \mid x_{n-1}) = N(\hat{x}_n^-, P^-_n)$$

$$\hat{x}_n^- = AX_{n-1}^-$$

$$P_n^- = AP_{n-1}^- A^T + Q$$

(14)
where $p()$ denotes a probability, $\mathcal{N}(\mu, \Sigma)$ denotes a normal distribution with mean $\mu$ and covariance $\Sigma$, and $Q$ is the initial guess for $P$. The associated prior estimate of the measurement is

$$p(y_n \mid x_n) = \mathcal{N}(\hat{y}_n, R)$$  \hspace{1cm} (15)

where $R$ is the covariance of the measurement noise ($v$ in (1)) and $g$ is the measurement function. Then the Kalman gain can be calculated

$$K_n = P_n^{-1} H_n^T [H_n P_n^{-1} H_n^T + R]^{-1}$$  \hspace{1cm} (16)

where $H_n$ is the Jacobian of the measurement function $g$. This allows the calculation of a posterior estimate of the current state

$$p(x_n \mid y_{1:n}) = \mathcal{N}(\hat{x}_n, P_n)$$

$$\hat{x}_n = \hat{x}_n + K_n (y_n - \hat{y}_n)$$

$$P_n = (I - K_n H_n) P_n.$$  \hspace{1cm} (17)

For a QAM signal, assuming a received symbol $r_n = a_n + jb_n$, $g$ in (1) is defined by

$$y_n = \begin{bmatrix} a_n \cos (\phi_n + \Omega_n n) - b_n \sin (\phi_n + \Omega_n n) \\ a_n \sin (\phi_n + \Omega_n n) + b_n \cos (\phi_n + \Omega_n n) \end{bmatrix} + v_n.$$  \hspace{1cm} (18)

Calculating the Jacobian of (18) and requires knowledge of the current phase and received symbol. This is approximated using a hard decision on the current measurement demodulated using the prior state estimate ($y_n \exp(-j\hat{\phi}_n)$).

### B. Particle Filter

The particle filter estimates the PDF of the process using numerical integration; thus there are a number of particle filtering algorithms. Here, we use a generic filtering algorithm with 100 particles based on [16, Algorithm 3]. The PDF of the system state is represented as a weighted sum of $M$ particles $p^m$

$$p(x) \approx \sum_{m=1}^{M} w^m \delta(x - p^m)$$  \hspace{1cm} (19)

where the set of weights $w^m$ is normalized to sum to 1. The current state estimate $x_n$ used for phase demodulation is then calculated according to

$$x_n = \sum_{m=1}^{M} p^m w^m.$$  \hspace{1cm} (20)

The set of particles is drawn from an importance density $q(x)$ from which it must be easy to draw samples. Each weight is proportional to the fraction

$$w^m \propto \frac{\pi(p^m)}{q(p^m)}$$  \hspace{1cm} (21)

where the prior density $\pi(x)$ must be proportional to the true PDF of the process noise $p(x)$ but need not be easy to draw samples from. For laser phase tracking, the initial estimate of the phase noise PDF can be sampled from quite easily and is thus used for $q(x)$. The initial set of particles is thus chosen from

$$p_0^m \sim q(x)$$

$$p_0^m \sim \mathcal{N}(x_0, Q)$$  \hspace{1cm} (22)

where $Q$ is the initial guess for $P$ as defined above and $x_0$ is the estimated initial system state (typically a zero vector). To incorporate information gleaned from prior measurements and known system dynamics, the set of particles is updated at each time step using the recursion equation

$$p_n^m \sim q(x_n \mid y_{1:n})$$

$$p_n^m = A p_n^m + \mathcal{N}(0, Q)$$  \hspace{1cm} (23)

The associated weight $w_n^m$ is updated according to

$$w_n^m \propto \frac{\pi(y_n \mid p_n^m \pi(p_n^m \mid p_{n-1}^m))}{q(p_n^m \mid p_{n-1}^m, y_n)}$$

where it has been assumed that the importance density $q$ is proportional to the prior density $\pi$ (bootstrap approximation [9]). The set of particles was periodically resampled (re-generated) using systematic resampling [16, Algorithm 2] to prevent degeneracy, when all weights but one approach zero. For carrier recovery of a QAM signal, the received symbol would need to be estimated to evaluate (24); this could be done using the same strategy as in the EKF.

### C. Decision-directed Phase-locked loop

A second-order decision-directed phase-locked loop (DDPLL) was used as a reference method to benchmark the performance of the laser rate equation based EKF in the communication experiment discussed in Section IV-B. Like the Kalman filter, the DDPLL performs both frequency offset correction and carrier phase recovery in a single stage, and thus can operate on the the same signal as the EKF. An optimized DDPLL should also perform as well as a Kalman filter for a laser with Lorentzian lineshape, which further makes it an appropriate point of reference. The primary components of a PLL are the error detector and the loop filter. The error detector used is given by [25]

$$e_n = \Im(\hat{r}_n y_n e^{-j\hat{\phi}_n})$$  \hspace{1cm} (25)

where here $y_n$ is the received signal in complex form and the received symbol $\hat{r}_n$ is again estimated using the prior phase estimate and a hard decision. For the normalization used, this yields unity discriminator gain. The form of the loop filter was designed to be optimal for a laser with a Lorentzian lineshape. The PLL is a discrete implementation of a zero-lag proportional-integral PLL [26] with open-loop transfer function

$$G(s) = K_v \frac{1 + sT_2}{s^2 T_1}$$  \hspace{1cm} (26)

where $K_v$ is the loop gain and $T_1$ and $T_2$ are the two loop time constants. These parameters were adjusted to yield minimum BER in the experiment.
IV. APPLICATIONS

A. Laser characterization

Nanocavity lasers, such as photonic crystal (PhC) cavity lasers and metallic cavity lasers, have attracted interest in recent years for low-power and high-speed communication and sensing applications [27], [28]. Since these lasers tend to have low output powers, measurements of any kind suffer from low SNR. To the best of our knowledge, there has been only one report of a nanolaser linewidth measurement [29], and it was for a device with best-in-class output power. Furthermore, there have been no reports of relative intensity noise (RIN) or frequency (FM) noise power spectral density measurements, though the dynamical response has been measured in more direct ways. These more detailed spectra are necessary to understand the dynamic behavior of the laser, i.e., to determine the relaxation resonance frequency, damping constant, and linewidth enhancement factor. Coherent detection can, as a general principle, increase the sensitivity of most measurements, so some improvement relative to traditional self-homodyne/heterodyne analog techniques [30] is expected simply from using a local oscillator regardless of the digital signal processing used on the received signal. However, for the laser of interest [12], coherent detection alone was not sufficient to provide an accurate FM noise spectrum.

To ensure that the Bayesian approach to laser spectral estimation yields accurate spectra, we tested the performance of the SCL-based EKF and PF on heterodyne data from both simulated and experimentally emulated phase noise. The simulated and emulated phase noise sequences have spectral shapes similar to the FM spectrum of the PhC laser eventually tested and correspond to stable filters at the sampling rates used. The Lorentzian linewidth of the simulated spectrum is larger (around 300 MHz) than the Lorentzian linewidth of the emulated spectrum (10 MHz). To emulate phase noise, we modulated an external cavity laser with a 40 kHz Lorentzian linewidth using a LiNbO$_3$ phase modulator and an arbitrary waveform generator at 50 GS/s [14]. Measurement noise was added using a standard (EDFA and attenuator) noise loading stage, and the signal was detected using a coherent receiver with a local oscillator with a 40 kHz Lorentzian linewidth and a digital sampling oscilloscope at 80 GS/s. Fig. 5 shows the mean squared error of the two algorithms as a function of measurement signal-to-noise ratio for simulated and emulated data. A reference method, which consists of taking the argument of the complex electric field without any digital filtering, is also shown. Simulation and experiment agree very well qualitatively. At low SNR, the measurement noise is interpreted as phase noise by the reference method, while the Bayesian filters at least partially remove its effects from the estimated phase. At high SNR, the performance of the Bayesian filtering algorithms is similar to the reference method (no DSP) because the MSE in all cases is dominated by the phase noise of the laser.

The emulated and simulated FM noise spectra were completely consistent with the rate equation model in (3), but real-world lasers are typically subject to effects that these equations do not consider (e.g., pump noise fluctuations, mechanical vibrations, and temperature fluctuations). The benefit of using an adaptive algorithm like the EKF or PF in these cases, rather than a filter with fixed coefficients, is that not all model parameters need be known a priori. To demonstrate this, we used the two Bayesian filters to characterize a PhC laser [12]. The investigated laser was an optically pumped InP quantum dot line-defect photonic crystal cavity laser around 1550 nm, and had a total fiber-coupled output power of
18 nW [31]. The output of the PhC laser was amplified by an EDFA in order to reach the minimum detectable power of the coherent receiver, and the amplified spontaneous emission of the EDFA set the noise floor of the system. An initial FM noise spectrum estimate was generated using an EKF with a Lorentzian phase noise model, then used to fit coefficients for the state transition matrix for the rate equation based EKF and PF. A representative FM noise spectrum is shown in Fig. 6 for the same trace processed the Bayesian filters, the Lorentzian EKF, and the reference method. When no DSP is used, the relaxation resonance peak is not visible. When the trace is processed using the Lorentzian EKF, the relaxation resonance peak appears as a kink in the spectrum; the only real conclusions that can be drawn from this spectrum are that the damping factor is large and that the resonance frequency is around 3 GHz. This is sufficiently accurate to specify a state transition matrix that allows the SCL-based EKF and PF to perform better than the Lorentzian EKF: in the traces processed using the SCL-based Bayesian filters, the relaxation resonance peak is clearly visible. Fig. 7 shows the measured FM noise spectrum of the laser as the pump power is increased from near threshold \( P_{\text{th}} \) to 4\( P_{\text{th}} \). As expected, the linewidth \( \Delta \nu \) increases with increasing pump power, and the relaxation resonance peak moves to higher frequencies. These two general trends are expected and provide further evidence that the DSP is providing an increase in sensitivity rather than simply imposing a shape on the noise spectrum. This indicates that this is a particularly powerful method for systematically characterizing lasers with low output power whose behavior is consistent with a rate equation model.

**B. Communication**

Rising datacenter traffic is driving metro-area links to operate at higher and higher data rates [32]. Coherent modulation formats with high spectral efficiency are a proven approach for providing high bitrates with moderate-bandwidth electronic and photonic components, but the coherent transceivers currently used for long-haul applications are too large for use in metro area and datacenter networks. A coherent transceiver for Ethernet would most likely have to use an integrated semiconductor tunable laser rather than a relatively bulky external cavity laser (ECL). Because of this, there has been great progress in recent years toward compact integrated devices with narrow linewidths [33], [34]. However, the distinctive FM noise spectrum of an integrated SCL can cause standard carrier phase recovery algorithms to fail, even when the 3 dB linewidth of the laser is theoretically narrow enough to allow penalty-free transmission [14]. When the laser lineshape is far from Lorentzian, the EKF formulation discussed in Section II can yield a dramatically superior performance compared to CPR algorithms based on Lorentzian models.

We tested filter performance for a variety of damping frequencies experimentally and in simulation [13], [14]. Phase noise sequences were emulated experimentally using the technique described in Section IV-A and [14], [35]. A 28 Gbd electrical multilevel signal for the transmitter was generated by actively combining two de-correlated 2\(^{15}\),1 pseudo-random bit sequences, and drove a 25 GHz I-Q modulator to obtain a single-polarization 16 QAM signal. After polarization multiplexing emulation, this was transmitted over a short length of fiber through a standard EDFA and attenuator noise-loading stage to a coherent receiver with 42 GHz analog bandwidth and a sampling rate of 80 GHz. The local oscillator, an external cavity laser with 40 kHz linewidth, was frequency-locked to the incoming signal, which resulted in negligible FM noise from DC to about 30 MHz but the desired phase noise at all higher frequencies. For both the simulation and the experiment, receiver-side DSP [8] consisted of IQ imbalance compensation, retiming, equalization at two samples per symbol using the multi-modulus algorithm, and finally the carrier recovery algorithm of interest. The effect of cycle slips was removed from simulated and experimental results by discarding blocks of data containing burst errors.

Fig. 8 shows the experimental BER performance of polarization multiplexed 28 Gbd 16 QAM for an SCL with a Lorentzian linewidth of 500 kHz, 1 GHz relaxation resonance frequency, and 0.1 ns damping factor when demodulated with the decision-directed phase-locked loop, the laser rate equation based Kalman filter, and an EKF that uses a Lorentzian laser model [10]. The DDPLL feedback parameters were optimized to yield the lowest BER: \( K_v = 11e9, \tau_1 = \tau_2 = 16\text{ns}. \) This resulted in a loop bandwidth around 100 MHz and accordingly, very little suppression of the phase noise around the relaxation resonance peak at 1 GHz. A stable SCL Kalman filter cannot be formulated for a laser with these parameters, so \( \K \) was set to 1.4 ns. The SCL Kalman filter performs close to the zero-added phase noise case, while the other two carrier recovery techniques do not provide BERs below the FEC limit even at 30 dB OSNR. The FM noise spectra recovered phase from the SCL EKF and DDPLL are shown in Fig. 9 (a) along with the transmitter FM noise spectrum. The SCL EKF accurately tracks the phase in the vicinity of the relaxation resonance peak, while the DDPLL under-estimates the fluctuation in that part of the noise spectrum by an order of magnitude. The associated constellations at high OSNR are shown in Fig. 9 (b) and confirm that the large penalty for using the DDPLL is primarily due to phase noise. This behavior is predicted in Fig. 3, which shows that the best stable filter for a laser with this FM spectrum will yield lower MSE than a filter based on a Lorentzian model. In the experiment, it was assumed
the relaxation resonance frequency was known at the receiver, though it can also be estimated using a generic filter and the bootstrapping method discussed in Section IV-A; even when the DDPLL does not produce a BER below the FEC limit, the relaxation resonance peak appears in the spectrum of the demodulated phase.

Fig. 10 shows the measured and calculated signal-to-noise ratio (per bit) required to reach a BER of $10^{-3}$ for all three carrier recovery techniques as a function of damping factor. The relaxation resonance frequency and Lorentzian linewidth were again 1 GHz and 500 kHz, respectively. As the damping factor is increased, the optimum laser model approaches the stable filtering region, which yields about 1 dB improvement in SCL Kalman performance as the damping factor is increased from 0.1 ns to 0.6 ns. For the lowest damping factors, the DDPLL and Lorentzian Kalman are substantially worse than the SCL Kalman, for the reason discussed above. It is worth noting that the Lorentzian Kalman and DDPLL do not behave exactly the same way even though there is very little difference between the two algorithms. This is because the DDPLL feedback gain was optimized, while the Lorentzian Kalman adjusts the gain based on the learned phase error variance of the incoming signal. When the damping factor is very small, the variance that the Lorentzian Kalman filter estimates tends to be much larger than the correct value (this is expected [1]), and thus picks excessively large values for the feedback gain. For high damping factors, there is little difference between the three techniques. This is because the area where a Lorentzian model is competitive with the SCL model nearly covers the full $K - f_R$ plane. The experimental data follows the same qualitative trend as the simulation. The penalty for the DDPLL at low $K$ is substantially larger in the experiment as compared to the simulation: it is greater than 8 dB for $K = 0.1$ ns in the experiment, but only 2 dB in the simulation. For resonance frequencies 3 GHz and higher, the difference in performance between the SCL Kalman and the Lorentzian model based methods is less pronounced [14]. This is because the difference in $V$ in (12) for the best stable SCL model and the Lorentzian is much smaller.

V. Conclusion

We developed a novel carrier phase recovery technique based on a rate equation model and Bayesian filtering for digital coherent systems that use semiconductor lasers. It was shown that this technique is most useful in two scenarios: first, when filter stability is not a concern but measurement signal-to-noise ratio is very low, and second, when the relaxation resonance frequency and damping factor are both low. This first scenario occurs in measuring the FM noise spectrum of lasers with low output power, and it was demonstrated that the technique can work even when an accurate laser model is not initially available. The second scenario can occur in coherent communication systems employing semiconductor lasers at the transmitter, and we showed that the largest system gain is available in operating regimes where traditional carrier recovery techniques are most likely to fail.
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