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Abstract

The Greenland Ice Sheet is the largest ice mass in the northern hemisphere. Over the past decade, it has undergone substantial changes in e.g. mass balance, surface velocity, and ice thickness. The latter is reflected by surface elevation changes, which are detectable with altimetry. Therefore, this study exploits the advantages of radar and laser altimetry to analyze surface elevation changes and build a Digital Elevation Model of the ice sheet. Selected advantages are radar data’s continuity in time and laser data’s higher horizontal and vertical accuracy. Therefore, ESA Envisat and CryoSat-2 radar altimetry data are used in conjunction with laser data from NASA’s ICESat and airborne ATM and LVIS instruments, and from ESA’s airborne CryoVEx campaign.

The study is part of the ESA Ice Sheets CCI project. With the release of REAPER data, one goal is to use the more than two decades of ESA radar altimetry to develop a long-term surface elevation change product from 1992 to present. The optimal method is found by comparing ten different solutions submitted by the scientific community across the choice of altimeter and method: A combination of repeat-tracks and cross-overs. The former produces estimates along repeat ground-tracks while the latter exploits intersecting ground-tracks. The combination increases the spatial data coverage and reduces topographic errors. Two results based on Envisat data are presented here: The first repeat-track solution (2002 – 2010) of the Greenland Ice Sheet and a merged repeat-track and cross-over result from 2006 – 2010.

A 2 × 2 km Digital Elevation Model is built from combined radar and laser data. It is applicable for elevation change detection and correction of topographic errors. Current models have limitations as they are based on short observation periods from one sensor, limiting the spatial data coverage, or multiple years of data from various sensors, inheriting errors from intermediate elevation changes. The model here consists of Envisat and CryoSat-2 data from 2010 merged with ICESat, ATM, and LVIS data. Vertical radar errors are corrected with laser data. Thus, the Digital Elevation Model is referenced to a specific epoch in time and exploits the high spatial coverage of input data. An important finding in the study is disagreeing relocations of radar data depending on the method. Validation shows the preferred method to be the Point of Closest Approach with an a-priori Digital Elevation Model to extract the surface topography. The preferred spatial resolution of the model is 2 × 2 km for Envisat and CryoSat-2 LRM data near Jakobshavn Isbræ, i.e. over regions with both steep and smooth topography.
Indlandsisen i Grønland er den største ismasse i den nordlige hemisfære. Over det sidste årti har Indlandsisen undergået store forandringer af blandt andet massebalancen, overfladehastigheder og istykkelse. Sidstnævnte afspejles ved højdeændringer, og disse kan måles ved hjælp af altimetri. Derfor omhandler dette studium udnyttelsen af fordelene ved radar- og laseraltimetri til at analysere højdeændringer samt bygge en højdemodel af Indlandsisen. Eksempler på fordele er, at radardata er kontinuerte i tid, mens laserdata har en højere horisontal og vertikal præcision. Til studiet kombineres radardata fra ESAs Envisat og CryoSat-2 med laserdata fra NASAs ICESat og flybårne instrumenter ATM og LVIS samt fra ESAs flykampagne CryoVEx.
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1 Introduction

As the climate is changing, it is becoming increasingly important to gain an understanding of the extent to which this is happening. In order to do so, the European Space Agency has launched the Climate Change Initiative (ESA CCI) in which scientists and space agencies across Europe collaborate on 13 different essential climate variables (ECVs). Examples are ice sheets, sea ice, ocean color, and ozone (European Space Agency, 2011a). This work is part of the Ice Sheets CCI and the geographical area in focus is the Greenland Ice Sheet (GrIS).

The GrIS is the largest ice mass in the northern hemisphere. In the recent decades it has been subject to a large variability in mass balance, ice thickness, ice velocities, etc. E.g. Sasgen et al. (2012) and Shepherd et al. (2012) have considered the mass balance and, by comparing observations from different sensors, found an overall mass loss for the period 1992 – 2011. Both groups used data from the Gravity Recovery and Climate Experiment (GRACE), laser altimetry (LA) from the Ice, Cloud, and land elevation Satellite (ICESat), and surface mass balance minus discharge (SMB−D) estimates obtained using, e.g., the regional climate model RACMO2/GR and ice thicknesses from airborne radar data. Sasgen et al. (2012) focused on the period 2003 – 2009 and found that GRACE revealed a mass loss of $238 \pm 29 \text{ Gt yr}^{-1}$, ICESat $245 \pm 28 \text{ Gt yr}^{-1}$, and SMB−D $260 \pm 53 \text{ Gt yr}^{-1}$. Shepherd et al. (2012) found a combined mass loss of $142 \pm 49 \text{ Gt yr}^{-1}$ for the period 1992 – 2011, a trend, which increased to $263 \pm 30 \text{ Gt yr}^{-1}$ for the years 2005 – 2010. These numbers indicate a change in trends and thus that more work is needed in order to fully understand the changes.

In the Ice Sheets CCI, four parameters are to be derived, each resulting in a dataset made publicly available by ESA: Surface elevation changes (SEC), ice velocities, grounding line locations, and calving front positions. This Ph.D. study is related to the SEC product. The aim is to use the more than two decades of available ESA radar altimetry (RA) data to produce a long-term time series of SEC starting in 1992. This is motivated by ESA having finished the REprocessing of Altimeter Products for European Remote Sensing (REAPER) project and releasing the ERS data in September 2014. The reprocessed data contain significant improvements relative to previous datasets, due to the application of Envisat RA-2 retrackers, reprocessed Precise Orbit Solutions, improved ionospheric corrections, etc.
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This has brought clear improvements in both the ocean (OPR) and waveform products (WAP) (European Space Agency, 2014a,d). The final SEC product derived in the CCI project will consist of observations from ERS-1 and -2, Envisat, CryoSat-2, and, in the future, Sentinel-3. The observation period starts with the ERS-1 Phase C in April 1992, and five-year running means are produced from 1992 – 1996, 1993 – 1997, and so forth. They will be provided as $5 \times 5$ km grids (Sørensen, 2012).

SEC estimates are typically derived using one of two methods: As repeat-tracks (RT; Sørensen et al. (2011)) in which the changes are found along repeated satellite ground-tracks, or cross-overs (XO; Khvorostovsky (2012)) where intersecting ground-tracks from ascending and descending orbits are exploited. One goal of this work is to assess whether the application of one of these methods, or a combination, provides the optimal method for an ice sheet-wide SEC detection from RA. The most accurate results are achieved when combining estimates from both methods relative to their respective errors. This allows for exploiting the high spatial coverage of RT data and the high accuracy of XO where slope effects due to the terrain largely can be ignored. The first ice sheet-wide RT results for the GrIS are derived from Envisat and presented by Sørensen et al. (2015).

The best-performing RA SEC solution was found after conducting a so-called Round Robin (RR) exercise (Part I). In this, the scientific community was asked to submit their best SEC estimate for a selected region using either Envisat or ICESat data. The region of interest was the highly dynamic Jakobshavn Isbræ drainage basin. Both datasets were included due to the few radar-based SEC solutions published for the GrIS, as well as their strengths and weaknesses: RA echoes are subject to e.g. surface penetration into the subsurface as well as slope-induced errors resulting from footprint diameters as high as 36 km (Envisat). Thus, topographic changes over the overflown region will shift the reflecting point from nadir to the Point of Closest Approach (POCA). This rectifies the measurement location, and for Envisat relocations can be as large as 18 km (Brenner et al., 1983; Hurkmans et al., 2012). LA echoes, with a shorter wavelength, measure the exact surface elevation. Furthermore, their footprints range from one to 60 m meaning that relocation errors are negligible. However, such observations are discontinuous in time due to limitations in flight costs (airborne) and the period of active lasers (ICESat), as well as a lack of penetration through thick clouds (Abdalati et al., 2010; Brenner et al., 1983, 2007; Ridley and Partington, 1988).
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The methodology for the SEC derivation was decided upon by the RR participants, and ten submissions formed the basis for thorough inter-comparisons across RA vs. LA and RT vs. XO. Validation was conducted with airborne laser-scanner data acquired with the National Aeronautic and Space Administration’s Airborne Topographic Mapper (NASA ATM) and in ESA’s CryoSat Validation Experiment (CryoVEx) campaign. This located the largest RA-LA discrepancies over the ice margin, where surface topography may distort the signal and attribute the highest errors to RA data. RT performed better in the sense of a higher spatial coverage, although interpolation of the point measurements to a mean ground-track led to topography-induced errors. Such errors are ignored in XO due to the exploitation of overlapping ground-tracks. In spite of RA’s larger errors, the validation showed such data to be capable of accurately resolving ice sheet-wide SEC estimates thereby illustrating a good potential for the final CCI SEC production (Levinsen et al., 2015a; Scharrer et al., 2013).

In SEC analyses, it is important to correct for topography-induced errors depending on the altimeter and method: The aforementioned topography in-between ground-tracks (RT: LA + RA) as well as slope-induced errors (RT + XO: RA). Both effects can be corrected for using a Digital Elevation Model (DEM), as is e.g. done by Qi and Braun (2013) in a RT analysis of ICESat data.

Several GrIS DEMs exist, e.g. those by Bamber et al. (2001); DiMarzio (2007); Helm et al. (2014) and Howat et al. (2014). All models are based on either data from the 1980s and 1990s, a few or solely one year of data from one sensor, or approximately a decade of observations from various sensors. Parts I and III as well as Zwally et al. (2005) document not only significant but also spatially varying SEC trends during most of the applied data acquisition periods; these translate into errors in the respective DEMs. Combined with a limited spatial and temporal data coverage, or errors in input data, it is important to develop an updated DEM in order to continuously map surface changes relative to an accurate topography. Acknowledging such a need, a new DEM is built here (Part II). It is based on contemporary Envisat and CryoSat-2 RA from 2010 merged with ICESat, ATM, and Land, Vegetation, and Ice Sensor (LVIS) laser data agreeing in time and space. It is referred to as the RL-DEM. ATM and LVIS data are acquired in 2010, while additional ICESat, ATM, and LVIS data from 2009 are included after scaling them to 2010. The scaling is done by accounting for the intermediate elevation changes, as will be further explained later on. The result is an increased spatial data coverage and, there-
fore, RL-DEM accuracy. Vertical errors in RA data due to surface penetration are corrected using LA data. Horizontal errors from slope effects are accounted for by relocating RA data to the POCA as seen from the satellite. The final RL-DEM is developed by merging the corrected RA data with LA data.

CryoSat-2 operates in two modes over the GrIS: A Low Resolution Mode (LRM) in the interior and a Synthetic Aperture Radar Interferometry (SARIn) mode over the steep margins. The LRM is a conventional altimeter such as that on-board Envisat. Due to very similar flight altitudes and bandwidths for the two altimeters, the footprints are roughly the same size. Footprints in the SARIn mode have the same across-track resolution as in LRM while the along-track resolution is approximately 300 m. The technique and smaller footprint of the SARIn mode allow for denser and more accurate measurements than those achieved with previous RA altimeters. As only four months of CryoSat-2 data were available at the time the RL-DEM was developed, the combination of contemporary RA data is advantageous. The merging with LA data yields a DEM based on a large spatial data coverage and referenced to a specific epoch in time, namely 2010.

The RL-DEM will be provided in two projections, both referred to the WGS-84 ellipsoid: a $2 \times 2$ km equi-distant grid in Polar Stereographic format as well as an equi-angular map with a spatial resolution of $0.02^\circ \text{lat} \times 0.05^\circ \text{lon}$ (WGS-84). The temporal and spatial specifications supporting the RL-DEM development provides the model with a strong advantage over previous ones with similar resolutions (Bamber et al., 2001; Helm et al., 2014). The $2 \times 2$ km resolution makes the RL-DEM suitable for application in ice sheet-wide SEC analyses (Part I) as well as for relocating conventional RA data. The latter is documented through thorough analyses of relocation methods applied to Envisat and CryoSat-2 LRM data near Jakobshavn Isbræ (Appendix D). Currently, the majority of studies dealing with RA data over ice sheets do not dedicate particular attention to the relocation method used. A key conclusion of this study is that this needs to change, as the accuracy of the relocation is highly dependent on the applied method and spatial resolution of the a-priori surface topography. Validation against ATM shows the preferred solution for both datasets to be the POCA method using the Howat et al. (2014) Greenland Ice Mapping Project (GIMP) DEM regridded to a $2 \times 2$ km resolution for topography. This resolution thus is applicable over both the steep margin and smooth ice sheet interior. Further results using the POCA with the GIMP at 500 m indicate that the radar cannot resolve surface features at this horizontal scale over regions with a complex topography. A great number of studies use
RA data to derive surface elevation changes and interpolated volume- or mass changes (Helm et al., 2014; Li and Davis, 2008; Sørensen et al., 2015; Zwally et al., 2005, 2011). Therefore, care must be taken when relocating the observations as error associated with the technique will reduce the accuracy of the sought output.

The focus of the final part of this study builds upon the conclusions and ideas arisen from the first two. This regards a presentation of the first RT results developed from Envisat data (2002 – 2010) as well as a comparison with a SEC trend from ICESat data to explore and try to explain observed SEC differences. The comparison covers the period 2003 – 2009 during which both sensors were operational. It is followed by preliminary merged RT and XO SEC results for the period 2006 – 2010 and an analysis of how the choice of relocation method impacts volume changes inferred from the separate RT and XO data. This highlights not only the influence of the relocation method, but also the uncertainties related to volume changes’ dependence on the amount and spatial distribution of input data. Finally, ideas are presented for future work to further our understanding of the physical signal inherent in radar data, and how the estimated SEC values may be used in conjunction with another ECV parameter, namely ice velocities.

1.1 Structure of dissertation

As described above, this Ph.D. study focuses on the GrIS. The work is split up into different parts, which is reflected in the structure of the dissertation: Firstly, the RR exercise is described in which an inter-comparison of ten SEC datasets over Jakobshavn Isbræ is carried out across the choice of altimeter and method. The resulting conclusions form the basis for finding the best-performing method for an ice sheet-wide SEC detection from RA. With the newly released REAPER data, the conclusions set the foundation for developing a continuous, long-term time series starting in 1992. Conducting such an analysis using the RT method may require a DEM to correct for the surface topography. Hence, the second part describes the development of such a model from combined Envisat and CryoSat-2 RA and ICESat, ATM, and LVIS LA data; the RL-DEM. The reference epoch is 2010 and the spatial resolution is $2 \times 2$ km. Thus, the RL-DEM is useful for accurately correcting concurrent RA observations for surface topography, as in RT analyses, and for relocating the observations due to slope-induced errors. Finally, the last part presents results that have come out of the first two analyses as well.
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as ideas for future work.
The basis for the first two parts relates to publications, and therefore reading of the journal papers prior to the corresponding sections is recommended. This provides the reader with a thorough understanding of the underlying work and thus a better understanding of the respective discussions. All publications and posters related to the Ph.D. study are included in Appendices A to E.
2 Theory of altimeter measurements

In remote sensing, altimetry is used for estimating the elevation of a target surface such as oceans, sea ice, or land ice. In this work, both LA and RA data have been used, acquired in airborne and spaceborne campaigns, respectively. The RA observations stem from ESA’s Envisat and CryoSat-2, while the spaceborne LA data are from NASA’s ICESat (European Space Agency, 2006, 2012; Zwally et al., 2014). The airborne laser-scanner data are acquired with NASA’s ATM and LVIS instruments, as well as during ESA’s CryoVEx campaign (Blair and Hofton, 2012; Krabill, 2012; Skourup et al., 2011). The airborne campaigns are conducted on a (semi-)annual basis starting in 1993, 1997, and 2003, respectively, while Envisat operated from 2002 – 2012 and ICESat from 2003 – 2009; CryoSat-2 was launched in 2010 and is still operational.

In the following, descriptions will be given of the principles behind measurements from the two types of sensors. This regards waveform analyses and retracking to retrieve the surface height, and the corrections necessary to apply hereto to ensure a reliable estimate. It is followed by an overview of the strengths and weaknesses connected to the datasets, thus clarifying the use of various combinations hereof in parts of this study. In all cases, the goal is to maximize the accuracy of the output in terms of spatial data coverage and minimum errors. Finally, each dataset is described, and details regarding the satellite orbit and measurement characteristics are provided.

More specifically, this section first introduces the concepts of RA and LA. A number of differences between the datasets exist, which are caused by different orbit altitudes, footprints, and measurement characteristics. This is described in detail to provide the reader with a thorough understanding of the observations involved in the study.

2.1 The principle of radar altimetry

The principle for height estimation from radar altimetry is based on the emission of an electromagnetic pulse to the surface and the two-way travel time from emission until the return echo by is received by the target. The energy of the return echo comprises the so-called waveform, and will be discussed in further detail in Section 2.1.1.

Fig. 2.1 demonstrates the concept. The elevation, $H$, above a given refer-
ence surface is given by the satellite altitude, $S$, minus the range, $R_{\text{corr}}$, i.e. (Fu and Cazenave, 2001):

$$H = S - R_{\text{corr}}$$

(2.1)

The reference surface is typically the ellipsoid. The satellite position and altitude are determined using a highly accurate precise orbit determination (POD) system such as the Global Positioning System (GPS) or the Doppler Orbit and Radio positioning Integration by Satellite (DORIS). In order to obtain the true range, it is necessary to correct for both geophysical and instrumental errors as well as the atmospheric index of refraction, $n$. As $n$ is higher in the atmosphere than in vacuum, the velocity of the signal, $v$, is lowered, which increases the travel time. Thus,

$$R_{\text{corr}} = R - \sum_j \Delta R_j$$

$$= \frac{c}{n} t - \sum_j \Delta R_j$$

where $R = R_0 / n$ is the range from the satellite center of mass to the surface during the travel time $t$, $c$ the speed of light (299,792.458 km s$^{-1}$), $n = c / v$, and $\sum_j \Delta R_j$ the sum of the corrections. For land ice, which is considered in this work, the geophysical corrections arise from the:

1. Dry and wet troposphere,
2. Ionosphere,
3. Solid Earth tide,
4. Ocean loading tide,
5. Geocentric polar tide,

Examples of instrumental corrections are Doppler shifts of the echo, drifts of the on-board ultra-stable oscillators used for accurately converting the instrument time into e.g. UTC, and shifts of the satellite center of gravity (European Space Agency, 2006, 2012; Fu and Cazenave, 2001).

2.1.1 Waveform analyses and retracking

As mentioned above, altimetry is based on the emission and reception of electromagnetic pulses. The energy of the return signal gives the waveform, the shape of which depends on the reflecting surface. The range estimate is derived
2.1 The Principle of Radar Altimetry

Figure 2.1 Principle of range measurements from spaceborne altimetry data (adapted from: European Space Agency (2012)).

by tracking, i.e. fitting a function to, the waveform twice. First, an on-board tracker filters the return signal into bins, providing a rough estimate of the surface characteristics within the range window. For Envisat, the number of bins is 128 meaning that each Ku-band waveform is composed of 128 samples. Secondly, an on-ground retracking is conducted to eliminate potential errors from a rough surface topography. This corrects the range by determining the offset between the center of the on-board range gate window, i.e. the point in which the range is determined, and the tracking point on the waveform. In case of topography, the latter may be offset by a number of range bins. An illustration of the retracking correction is provided later on in Fig. 2.3. Interrupted measurements may occur in case of rapid changes in the surface elevation: The on-board tracking anticipates the surface type at time \( t = t + 1 \) based on a brief processing of the signals received at times \( t, t - 1, t - 2, \) etc. Therefore, large topographic changes occurring at \( t = t + 1 \) results in the tracking function being unable to adjust and to lose lock. No data are acquired until the tracker once again has found a signal and locked onto it (European Space Agency,
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Ridley and Partington, 1988).

Retracking increases the precision of the range estimate and can be carried out in different ways. It is, however, out of the scope of this study to thoroughly analyze and compare different methods. Therefore, the following provides a description of both the temporal evolution of radar waveforms as well as which parameters can be extracted during retracking. The ICE-1 and ICE-2 retractors are introduced as both are used in the respective Ph.D. study. This provides a good understanding of how elevation estimates arrive and what information is inherent in the signals for use in further studies.

Fig. 2.2 illustrates the temporal evolution of a waveform from RA data over a horizontal, flat, and diffuse ocean surface. This is used for describing the situation over an idealized ice sheet surface. It is followed by an example of a GrIS echo as well as a description of how the waveform shape changes depending on the surface.

When a pulse is transmitted, it expands into a spherical shell until it intersects the closest surface ($T_0$); in this case at nadir. The interception corresponds to the leading edge on the waveform. A circular region is illuminated, the area growing linearly in time, and forming what is known as the footprint. Backscatter of the signal occurs and part of the signal is reflected back to the satellite. The footprint area continues to grow until the back of the pulse intercepts the surface ($T_1$). This denotes the peak of the waveform, and the corresponding illuminated area is referred to as the pulse-limited footprint (PLF). The size of the PLF therefore depends on the leading edge width (LeW), which again depends on the characteristics of the illuminated surface. The trailing edge of the waveform follows after the peak and reflects echoes from points away from nadir. After the intersection of the entire pulse ($T_2$), the footprint continuously grows into an expanding annulus, and the waveform is attenuated by the antenna beam pattern (Fu and Cazenave, 2001; Ridley and Partington, 1988).

Over ice sheets, the situation is not as simple; the surface may be subject to changes in e.g. reflectivity, slope, and roughness within the illuminated area, all of which affect the waveform shape. The particular shape is modeled in the retracking procedure to correct for range errors due to deviations between the leading edge of the return waveform and the on-board altimeter tracking gate (Fig. 2.3).

The ICE-1 retracker is a so-called offset center of gravity (OCOG) module (Wingham et al., 1986), applied to ice sheet echoes from ERS (Bamber, 1994) and, in this study, Envisat (Section 11). It uses all samples in a waveform to
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Figure 2.2 The development of a radar pulse over a planar and horizontal ocean surface (Ridley and Partington, 1988).

Figure 2.3 Range correction derived during retracking as the leading edge of the return waveform, and thereby the tracking point, is offset from the on-board altimeter tracking gate (National Aeronautics and Space Administration, 2014).
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Figure 2.4 Illustration of the principle behind the ICE-1 retracker. It uses the Offset Center of Gravity and the width of a surrounding rectangular box to obtain the tracking point (Bamber, 1994).

estimate the COG and width of a rectangular box (Fig. 2.4). The amplitude of the box is given as twice the height of the COG, while the width is estimated from the waveform samples' values. The range estimate, i.e. tracking point, is found as the COG location minus the half-width. An important output parameter is the backscatter coefficient (Bs) (Bamber, 1994; Wingham et al., 1986).

The ICE-2 algorithm is based on the Brown (1977) waveform fitting (Legresy et al., 2005). The Brown model describes the return power from a rough surface as a convolution of the antenna gain, backscatter, and the range from the radar to the surface. The retracker uses all observations to find the waveform edge, and fit an error function to the leading edge and an exponentially decreasing function to the trailing edge. In Fig. 2.5, the original waveform is seen in blue and the retracked one in yellow. The figure illustrates the outputs of the retracker: The leading edge amplitude and width, the Bs, and the trailing edge slope (TeS). The tracking point corresponds to the half-power point on the leading edge.

As mentioned, the waveform parameters can be used to analyze the surface roughness (Legresy et al., 2005): The leading edge corresponds to the first interception of a radar echo with the surface, and hence a low LeW indicates little surface roughness, often associated with little accumulation and typical for the high-altitude, interior GrIS. Towards the coast, the surface roughness increases due to e.g. larger accumulation rates, mountains, and ice streams, and so does the LeW. The backscatter is a function of the same parameters,
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Figure 2.5 An Envisat waveform (blue) and the ICE-2 retracking fit hereto (yellow) from which the leading edge width, trailing edge slope, and backscatter coefficient can be extracted (Legresy et al., 2005).

although inversely proportional compared to the above: Bs is at a maximum in the interior because of the flat, smooth surface. Towards the coast, where surface slopes are larger, the energy received in the satellite is reduced, which lowers the Bs. The TeS relates to the off-nadir scatter received in the satellite. As the amount of this increases with the surface gradient, the highest, i.e. near-zero, TeS are found along the GrIS margin, while the values decrease inland (Legresy et al., 2005).

2.1.2 Error sources

Once the waveform has been analyzed and the range estimate retrieved, geophysical corrections need to be applied to the range. Then, knowing the satellite altitude, Eq. (2.1) can be used to deduct the surface elevation. The geophysical corrections account for range errors due to atmospheric conditions such as the amount of water vapour or the Total Electron Content (TEC), and Earth tides. The instrumental corrections have already been applied to data prior to their release and therefore are not a focus in the following. Instead, the section outlines the origin and order of magnitude of the corrections needed to be applied by the user, as well as describes an effect, which depends on
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the texture of the snow/firn interface intersected by the radar echoes. The former regards atmospheric and tide-related effects as well as slope-induced errors due to topographic changes within the footprint; the latter concerns surface penetration of the radar echoes into the subsurface. Unless otherwise noted, the references used for the geophysical corrections are European Space Agency (2006, 2011c, 2012).

Troposphere

The troposphere is the lower part of the atmosphere and has a depth of approximately 10 km over the poles. It can be considered to consist of a wet and dry component, which have to be modeled independently. The wet component reflects the liquid water content, which introduces a range error of up to 50 cm. The correction is modeled using humidity and temperature profiles from the European Centre for Medium-range Weather Forecasts (ECMWF) for both Envisat and CryoSat-2 data. The dry correction results from the atmospheric dry gas component, taking into account the path delay from the atmosphere. This yields errors up to 2.3 m, i.e. a significant contribution. It is, however, nearly constant in time. Data from both satellites are corrected using ECMWF surface pressure profiles adjusted for the S1 and S2 (diurnal and semi-diurnal) tides.

Ionosphere

The ionosphere covers the upper part of the atmosphere from approximately 60 – 800 km altitude. This region is ionized, and its TEC varies over time, mostly due to solar activities. Examples of such are the daily cycle (very few free electrons during the night), changes between summer and winter, geomagnetic storms, and the 11-year sunspot cycle. The velocity with which the radar signals travel decreases with an increasing TEC. Since this is at a minimum over polar regions, typical errors here range from a few mm to 2 cm (Brenner et al., 2007). The error is corrected for differently for the two satellites: For Envisat, daily Ku-band DORIS TEC maps are used, while CryoSat-2 data are adjusted using the Global Ionospheric Map (GIM) based on ionospheric data from GPS.

Solid Earth tide

This effect results from the deformation of the Earth’s crust due to the Solar and Lunar gravitational attractions. It varies over the year with approximately 50 cm. Envisat data are corrected using the International Earth Rotation and Reference System Service (IERS) solid Earth tide model, while the Cartwright
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model is applied to CryoSat-2 data (Cartwright and Taylor, 1971; International Earth Rotation and Reference Systems Service (IERS), 2014).

Ocean loading tide
Ocean loading tides result from the Solar and Lunar pull, and can perturb range estimates by several meters. It is modeled using the GOT00.2b model for Envisat and the FES2004 model for Cryosat-2 data (Cartwright et al., 1991; Lyard et al., 2006).

Geocentric polar tide
Small perturbations of the Earth’s rotation axis, i.e. a polar motion, introduce a centrifugal force, which deforms the Earth’s crust. It is a combination of the so-called Chandler wobble with a period of 433 days and another perturbation with a 369-day period. The total period is seven years. It introduces range errors of up to 2 cm and can be considered nearly constant for short observation periods. The correction for the two satellites is derived from historical pole location files.

Slope-induced errors
Typical radar footprints have radii ranging from 1 to 10 km, while topographic changes occur on spatial scales of m to km. Such changes will be reflected in the radar footprints. Cf. Brenner et al. (1983), a surface slope within the illuminated area will relocate the return signal from nadir to the POCA (Fig. 2.6). Thus, surface depressions such as the bottom of narrow outlet glaciers and troughs will be missed (Roemer et al., 2007). Furthermore, while the vertical error in, for instance, RT SEC estimates is assumed to cancel, the location representing the given estimate will be wrong. The horizontal displacement from nadir can be assessed using the range and surface slope (denoted $H$ and $\alpha$, respectively, in Fig. 2.6) as:

$$D = H \times \sin(\alpha) \times \cos(\alpha)$$  \hspace{1cm} (2.2)

where $H$ is given in m and $\alpha$ in radians. Assuming small angles, the error in the measured range can be approximated by:

$$\Delta H = H - H_m$$  \hspace{1cm} (2.3)

$$= \frac{H \times \alpha^2}{2}$$

For a satellite altitude of 800 km, typical for Envisat, and a surface slope of 0.5° this yields $D = 7$ km and $\Delta H = 30$ m; slopes of 1° increase the errors to
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Figure 2.6 Slope-induced error in the radar echo as a surface slope, $\alpha$, within the illuminated area shifts the reflecting point from nadir, $S$, to the Point of Closest Approach, $P$. The measured range is thereby $H_m$ rather than $H$ (Brenner et al., 1983).

$D = 14$ km and $\Delta H = 120$ m, respectively (Brenner et al., 1983; Hurkmans et al., 2012).

Slope-induced errors can be corrected for by e.g. adjusting the range estimate to nadir or by relocating the measurement location to the POCA; in any case, an a-priori model of the surface topography is needed, such as for deriving the surface slope and aspect. The topography may be extracted from a DEM. The study described in Section 8 compares two techniques for relocating the observations horizontally (Levinsen et al., 2015b). One of the methods is that described in Hurkmans et al. (2012), which relocates the observations using Eq. 2.4. The direction of the displacement is opposite the aspect, $\beta$. Given that $\beta = 0$ radians for north and increasing clockwise, the relocation vectors in the X and Y directions, $dX$ and $dY$, are given as:

\[
\begin{align*}
    dX &= D \times \sin(\beta - \pi) \\
    dY &= D \times \cos(\beta - \pi)
\end{align*}
\]
Surface scatter, surface penetration, and volume scatter
Depending on the overflown region, radar echoes are subject to a certain amount of surface scatter, penetration into the subsurface, and volume scatter. Surface scatter predominates the shape of the return waveform over wet surfaces, as is typical over the ice sheet margins, while volume scatter dominates over drier regions such as the interior GrIS. The penetration depth can be derived from the extinction coefficient, which expresses the combined effect from absorption and scattering of the echoes. The former depends on the dielectric properties of the ice, derived using e.g. the radar frequency and temperature, while the latter depends on the number and radius of ice grains, the permittivity of free space and snow, etc. (Ridley and Partington, 1988).

The above explains why laser echoes, with a high frequency and thereby short wavelength, reflect off the surface, while radar echoes, with a longer wavelength, penetrate into the subsurface. Nghiem et al. (2005) found penetration depths for Ku-band data to exceed 1 m over the GrIS percolation zone, while Levinsen et al. (2015c) found the depths to vary between 1 and 4 m for points above 2000 m altitude (Appendix C). Sørensen et al. (2015) compared colocated ICESat and Envisat results (2003 – 2009) over the Equilibrium Line Altitude and found that effects such as penetration greatly affect RA-based SEC estimates (Appendix B). An example is an increased accumulation, which causes the physical surface to move upwards, as observed by ICESat; the lighter firn, however, increases the penetration depth, causing the reflecting layer to remain constant so Envisat measures a near-zero trend.

The effects from surface penetration and volume scatter can be reduced in two ways, either by measuring at times when the surface is wet, such as in the summer, or by using a threshold retracker: In ICE-2, the mean surface is estimated from the half-power (50%) position on the leading edge, whereas in a 10% threshold retracker, the volume part of the signal is reduced. As the volume part reflects the noisy nature of the waveform, the respective threshold increases the data accuracy (Davis, 1997; Ridley and Partington, 1988).

2.2 The principle of airborne and spaceborne laser data
As observations from both airborne and spaceborne campaigns are used in this thesis, a short introduction is given to the data types explaining their different nature. It is described how the height derivation differs from that for RA data, and an example of retracking of ICESat data is provided.

As in RA, laser echoes can be used to derive the elevation of a target surface.
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Therefore, Eq. (2.1) still applies. However, due to different measurement characteristics for laser and radar campaigns, e.g. in terms of surface penetration and footprint size, the corrections inherent in $R_{corr}$ need slight modifications. This will be clarified in Section 2.2.2 describing the error sources. One significant difference is that all laser data are corrected prior to their release. Hence, although new biases are discovered with time, e.g. the Gaussian-Centroid offset (Borsa et al., 2014), the user merely needs to perform an outlier rejection to ensure a high data accuracy.

2.2.1 Waveform analyses and retracking

An example of waveforms from ICESat data is given in Fig. 2.7. The top plot (a) shows the echo transmitted from the satellite and the bottom three return echoes from various surface types (b–d). An example of the retracking, based on the method applied to ICESat data, is described below (Yi et al., 2005; Zwally et al., 2002).

Observations over a flat, smooth surface, such as the interior GrIS, and no cloud cover increases the energy of the transmitted signal and saturates the waveform, resulting in a single, high peak (b). If instead a cloud cover is present, forward scattering occurs as the clouds scatter and attenuate the echoes. This distorts the shape of the waveform, giving it a long, asymmetric tail to the right (d). The two effects act to decrease and increase the measured elevation, respectively. In case of large surface slopes, such as along the GrIS margin, the waveform is broader and has more peaks (c). This may reflect multiple reflective surfaces within the footprint.

Cf. Fig. 2.7(a), the shape of a transmitted echo follows a Gaussian distribution. In case of small atmospheric effects and a Gaussian height distribution within a respective footprint, the return echo follows the same distribution. Therefore, ICESat data are retracked by fitting a Gaussian function to the two waveforms and extracting the two-way travel time from here (Zwally et al., 2002). The function is based on e.g. the number of peaks in the waveform, the respective amplitude(s), and the standard deviation (STD) of the peak(s). Cf. Section 2.2.2, the travel time is calculated from the centroid of the transmitted waveform to the center of the Gaussian fit to the return echo. This reduces effects from forward scattering, which would shift the centroid in time, and which have been proven to introduce errors of at least 1 m. The decision is therefore a compromise between reducing atmospheric effects in the waveforms and the introduction of Gaussian-Centroid errors, although on the cm-scale.
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Figure 2.7 ICESat waveforms: The transmitted laser echo (top) and three return pulses over various surface types (Yi et al., 2005).
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(Borsa et al., 2014); this is discussed in more detail in the section below. Having retracked the ICESat observations, data quality flags and waveform- and quality-related data rejection criteria can be applied to reduce systematic biases and remove problematic measurements, e.g. due to saturation of the echoes or topography within the footprint.

2.2.2 Error sources

Due to the different characteristics supporting each laser mission, the error sources for one mission may differ from that of another. For all missions, however, the troposphere adds a path delay, which must be accounted for, while the ionospheric delay either cancels or can be ignored due to the low flight altitude. The cancellation occurs due to the POD being carried out using GPS L1 and L2 carrier phases and pseudoranges, and the differencing of signals on the two frequencies removing any effects. The same is the case for satellite and receiver clock errors. The tropospheric error on ICESat data is approximately 2 cm, which is twice that for ATM (Krabill et al., 2002; Zwally et al., 2002).

For ICESat, POD techniques based on GPS data are used to determine the satellite position and altitude; errors herein are approximately 5 cm. Tides contribute with up to 1 cm. The largest error source arises from the precision of the pointing knowledge of the laser beam. Cf. Brenner et al. (2007) and Luthcke et al. (2005), this effect can be removed by modeling of Laser Reference System data and has been reduced to near-zero so potential range biases are nearly eliminated.

ICESat data are also affected by inter-campaign biases, which appear as range errors: Measurements are conducted using the on-board Geosciences Laser Altimeter System (GLAS) consisting of three lasers expected to have operated on a continuous basis. However, Laser 1 experienced a rapid energy decline shortly after launch and seized operation after 38 days. The remaining lasers were then switched on separately for two to three 33-day campaigns a year in order to maximize the science output for the remainder of the mission (Abshire et al., 2005). This introduced inter-campaign biases for measurements from different lasers, one of them being the Gaussian-Centroid offset in the processing of level 1 data (Borsa et al., 2014). When processing ICESat data (Section 2.2.1), two types of reference points are used (Fig. 2.8): The centroid of the waveform and the peak position of the Gaussian fit hereto. The corresponding time stamps for the transmitted and returned waveforms are then $C_T$, $C_R$ and $G_T$, $G_R$, respectively. The travel time used for deriving the range estimate is given
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![Diagram of ICESat range derivation](image)

**Figure 2.8** ICESat range derivation, with the transmitted and returned waveforms: Original (black) and the Gaussian fit hereto (green). The centroid positions, marking time stamps $C_T$ and $C_R$, are given as solid black lines, while the dotted green lines indicate the peak positions of the Gaussian fits, $G_T$ and $G_R$. Up until release R633, the time difference used for the range estimation was estimated as $T = G_R - C_T$, which introduced a range error corresponding to $G_T - C_T$ (Borsa et al., 2014).

as the respective time difference: Either $T = C_R - C_T$ or $T = G_R - G_T$. Either method yields similar results. Up until data release R633, however, the time difference of several datasets has been given as $T = G_R - C_T$, namely as a Gaussian-Centroid value. One of the datasets is the level 2 Antarctic and Greenland Ice Sheet Altimetry product (GLA12) used here. As the centroids and peak locations of the fits cannot be assumed to agree in time, this estimation of $T$ introduces a range error corresponding to $G_T - C_T$. Cf. Borsa et al. (2014), the effect lowers the measured elevations by approximately 2 – 4 cm and SEC trends by 2 cm yr$^{-1}$.

The energy of the transmitted and received echoes varies depending on the presence of a cloud layer; this can be ignored with low-altitude flights thus giving an advantage to such. In case of a flat surface and no clouds, saturation of the return echo occurs, while a thin cloud layer will introduce forward scattering. This yields elevation errors on the order of cm to m (Brenner et al., 2007; Zwally et al., 2002). Fricker et al. (2005) derived a saturation correction for ICESat assuming no forward scattering and found that applying this to observations over the flat Bolivian Salar de Uyuni region reduced the root-mean-square (RMS) error between ICESat and GPS elevations from 4.9 cm to 3.2 cm and the elevation difference from $-9.6$ m to $-1.9$ cm. Mahesh et al. (2002) demonstrated that the forward scattering bias over Antarctica was typically below 1 m.
Errors in laser-scanner data arise from e.g. the pitch, roll, and yaw of the aircraft and instrument, as well as multi-path effects. The latter arises in case the direct path of the signal is blocked, which increases the travel time thus decreasing the final elevation estimate. The effect of the aircraft inertial navigation system pitch cancels when averaging and smoothing observations, while the roll introduces a cross-track error. Based on repeated 1993/1998 and 1994/1999 ATM flights, these effects contribute with SEC errors of no more than 1 cm yr$^{-1}$ (Krabill et al., 2002).

### 2.3 Pulse- vs. beam-limited altimetry

In principle, two types of altimeters exist, namely the beam- and pulse-limited. Laser altimeters are beam-limited while most radar altimeters are pulse-limited. For the first type, the shape of the return echo depends on the width of the beam. The shape is illustrated in Fig. 2.7(b–d), while Fig. 2.9 demonstrates the principle behind estimating the footprint diameter. Given a satellite at altitude $H$, with an angular resolution $\theta_r$, a frequency $\lambda$, and an antenna diameter $D$, the diameter of the respective footprint, $D_s$, can be estimated as:

$$D_s = 2H \tan(\theta_r) = 2.44H \frac{\lambda}{D}$$  \hspace{1cm} (2.5)

= $2.44H \frac{c}{fD}$

where $f$ denotes the frequency. This assumes a flat surface. The inverse relationship between $D$ and $D_s$ illustrates the disadvantage of beam-limited altimeters: Narrow beams require a large antenna, and due to spatial limitations on-board a satellite this introduces a physical constraint. The advantage is, however, that small ($\sim 1^\circ$) pointing errors away from nadir do not affect the range measurements significantly (Fu and Cazenave, 2001).

In pulse-limited altimetry, the return echo is limited by the length of the pulse. In conventional altimetry, as is the case for Envisat and CryoSat’s LRM mode, the footprint diameter depends on the satellite altitude and the compressed pulse length, $\tau$. The concept is illustrated in Fig. 2.10, where:

$r_p$ = Radius of the PLF

$l_p$ = Range resolution

$= c\tau / 2$  \hspace{1cm} (2.6)
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The concept of pulse compression is described in the following: Pulse lengths of a few ns correspond to PLFs of a few km. Unfortunately, such a short pulse duration, described by the bandwidth, $B = 1/\tau$, requires a high transmission power, which reduces the lifetime of the system and risks conflicting with the satellite’s power constraints. Increasing instead the pulse duration increases the range resolution and PLF thus decreasing the radar signal-to-noise ratio (SNR). None of this is feasible, and thus frequency-modulated pulses are used. In this case, the pulses are transmitted at one frequency and swept linearly to a lower frequency. Such pulses are referred to as "chirps". The specifics behind this technique are out of the scope of this study and therefore are not described in more detail here; in case of further interest for the topic, the reader is referred to Chelton et al. (1989); Fu and Cazenave (2001).

Based on the above and using trigonometry (Fig. 2.10), the radius of the PLF for a flat surface is given by:

$$r_p = \sqrt{2Hl_p} = \sqrt{Hc\tau}$$

$$= \sqrt{H \frac{c}{B}}$$

Values for the above are provided for Envisat and CryoSat-2 data in Sections 2.5.1 and 2.5.2, respectively (European Space Agency, 2006, 2012; Fu and Cazenave, 2001).
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Figure 2.10 Radius of a pulse-limited footprint, $r_p$. It is illuminated when the trailing edge intersects the surface. $l_p$ is the range resolution (Sandwell, 2011).

The above presents an idealized scenario over ice sheets where surface undulations exist. In such a case, a term representing the undulations, the Significant Wave Height (SWH), $h_{SWH}$, needs to be included. The corrected radius and compressed pulse length are (Sandwell, 2011):

\[
\begin{align*}
    r_p^{SWH} &= \sqrt{Hc\tau_{SWH}}, \\
    \tau_{SWH} &= \sqrt{\left(\frac{2l_p}{c}\right)^2 + \left(\frac{h_{SWH}}{c}\right)^2 \ln(2)} \\
    &= \sqrt{\left(\frac{1}{B}\right)^2 + \left(\frac{h_{SWH}}{c}\right)^2 \ln(2)}
\end{align*}
\]

In general, $h_{SWH} = 4\Delta h$, i.e. four times the standard deviation from the surface height. The higher the value, the lower the quality of the measurements. Considering numbers typical for Envisat, i.e. $H = 800$ km and $B = 320$ MHz, a $h_{SWH}$ of 2 m will result in $r_p = 0.85$ km and $r_p^{SWH} = 1.25$ km, i.e. a nearly 70% increase. In case of $h_{SWH} = 7$ m, the radius increases to 2.2 km. As surface undulations over the GrIS easily reach seven to ten meters (Bamber, 1994), the actual footprints here are significantly larger than the values estimated from Eq. (2.7).
2.4 Laser versus radar altimetry

Prior to introducing the applied datasets individually, differences between the data types are summarized to clarify the reasoning for the combinations. The main idea is that the strengths and weaknesses in one dataset compliment those of another to maximize the data accuracy and spatial resolution. Table 2.1 summarizes the respective pros and cons, and a brief description of each follows below.

<table>
<thead>
<tr>
<th>Observation type</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar altimetry</td>
<td>– Continuous observations</td>
<td>– Large footprint</td>
</tr>
<tr>
<td></td>
<td>– Cloud penetration</td>
<td>– Slope-induced errors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– Losses lock</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– Surface penetration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– Backscatter</td>
</tr>
<tr>
<td>Laser altimetry</td>
<td>– High elevation accuracy</td>
<td>– Only penetrate optically</td>
</tr>
<tr>
<td></td>
<td>– No slope-induced errors</td>
<td>thin clouds</td>
</tr>
<tr>
<td></td>
<td>– No surface penetration</td>
<td>Forward scattering from thin clouds</td>
</tr>
<tr>
<td></td>
<td>– Maintains lock</td>
<td>Saturation from high-energy returns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– Discontinuous in time</td>
</tr>
<tr>
<td>Airborne laser</td>
<td>– High elevation accuracy</td>
<td>– Limited to flight lines</td>
</tr>
<tr>
<td></td>
<td>– No slope-induced errors</td>
<td>– Discontinuous in time</td>
</tr>
<tr>
<td></td>
<td>– No surface penetration</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Maintains track</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Repeat flight lines</td>
<td></td>
</tr>
</tbody>
</table>

In 1991, ESA launched the first European Remote Sensing satellite, ERS-1, which marked the beginning of an era of continuous RA measurements from space. ERS-2 followed in 1995, seven years later came Envisat, and CryoSat-2 was launched in 2010. CryoSat-2 will be complimented by Sentinel-3 by late 2015. With repeat-cycles of 3 to 369 days, continuous observations of the Earth’s surface from 1991 until present are ensured. NASA’s ICESat operated from 2003 – 2009 and will be followed by its successor, ICESat-2, in 2017 (European Space Agency, 2014b; National Aeronautics and Space Administration, 2013; Zwally et al., 2002). The strength of RA is the capability of the radar signals to penetrate through the clouds thus measuring at a continuous rate.
This is unlike laser observations, which only penetrate optically thin clouds causing data gaps over regions with thick cloud cover. This is an issue over e.g. Southeast Greenland where the precipitation rates and cloud cover are at a maximum (Ettema et al., 2009).

Cf. Section 2.1.2, RA data are subject to slope-induced errors due to topographic variations within the large footprint. The narrow laser beam implies that such errors are not relevant in laser-based studies (Brenner et al., 1983; European Space Agency, 2006; Hurkmans et al., 2012; Krabill et al., 2002; Ridley and Partington, 1988; Zwally et al., 2002). Once reaching the surface, the radar signal is subject to surface scattering and potentially subsurface volume scattering. The amount with which this happens depends on the physical properties of the subsurface. E.g. accumulation can increase the penetration depth so the reflecting surface seen by a radar is lowered. Instead, a laser, which is not subject to these effects, will observe an increase in the elevation. The laser will therefore see the physical surface, and the elevation difference between the reflective surfaces measured by the two altimeters will increase (Brenner et al., 2007; Ridley and Partington, 1988; Sørensen et al., 2015).

Laser altimeters can measure over the entire ice sheet, which is not the case for radar altimeters: Due to the larger radar footprint, topographic changes appear more abrupt than in laser echoes, which causes the on-board tracker to lose lock. Such a loss is not found in laser data. It can be accounted for by using a so-called open loop mode in which a DEM provides a priori knowledge of the surface topography. This has been used in the Poseidon-3 altimeter on-board ESA’s Jason-2 (2008 – present) and will be used on-board Sentinel-3 (Aguirre et al., 2007; European Space Agency, 2011d).

Laser data are only acquired in the case of either no or thin clouds, and here saturation of the signal and forward scattering must be accounted for (Brenner et al., 2007; Yi et al., 2005). Cf. Section 2.2.1, this can be done during processing of the data.

Both airborne and spaceborne laser observations are limited in time. The former because they are confined to flight lines, which in turn are limited by logistics and costs, and the latter because of problems with the GLAS. The strengths of the airborne laser campaigns correspond to those of the spaceborne. There is one clear difference, however, namely the ability to repeat previous flight lines due to an accurate tracking hereof using GPS and inertial
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systems. This can ensure repeat passes over areas of particular interest: The 
ATM has been used to resurvey e.g. the Greenland outlet glaciers Jakobshavn 
Isbræ and Helheim several times thus allowing for an accurate SEC detection 
(Krabill et al., 2002; Milliman, 2014).

Many of the above reasons lead to the key difference between data from the two 
sensors: The elevation accuracy of laser data exceeds that of radar data. Laser 
observations have a cm-accuracy while comparisons of contemporary Envisat 
and ICESat data over Greenland show mean elevation differences of $-9 \pm 52$ cm 
for surface slopes less than $0.1^\circ$ ranging up to $2.7 \pm 26$ m for slopes up to $0.9^\circ$. 
LVIS data acquired one day apart revealed elevation differences for three nearly 
coincident tracks with means of $0.0 \pm 0.11$ m to $0.1 \pm 0.6$ m, respectively, while 
comparisons with the nearest ICESat campaign (L3I, separated three weeks in 
time) revealed differences from $-0.02 \pm 0.06$ m to $-0.09 \pm 0.14$ m, respectively. 
The LVIS-ICESat offsets likely reflect intermediate snowfall between the data 
acquisition periods. Compared to vertical errors in RA data, the offsets are, 
however, small (Brenner et al., 2007; Fricker et al., 2005; Hofton et al., 2008; 
Krabill et al., 2002).

Significant differences in the sensors’ abilities to perform well both in time 
and space therefore exist.

2.5 Radar altimetry

The radar measurements used in this study are Ku-band data acquired with 
Envisat’s RA-2 instrument and in CryoSat’s LRM and SARIn modes. Envisat 
also measured in S-band, while CryoSat has an additional SAR mode. However, 
as none of these observations are used, they are not described in further detail 
below. Data from both sensors are downloaded directly from ESA via fast 
registration with Earth Online (European Space Agency, 2014c).
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2.5.1 Envisat

On March 1st 2002, ESA launched Envisat (Fig. 2.11) into an 800 km, sun-synchronous orbit. It had a 35-day repeat cycle and reached latitudes of 82 degrees N/S. By late October 2010, the satellite was lowered by 17 km both to free the original orbit for other missions, as well as to extend Envisat’s lifetime. This put the satellite into a drifting phase and reduced the repeat cycle to 30 days. Approximately 18 months later, on April 8th 2012, ESA lost contact with the satellite, which ended the ten year mission. The main objective with the mission was to ensure a data continuity from ERS; by following the same ground-tracks as ERS-2, the grounds were established for developing time series of ice sheet elevations and sea ice thicknesses, dynamic ocean circulation patterns, global and regional sea level changes, etc.

The measurements in this study are acquired with the 'Radar Altimeter 2' (RA-2), which operated at two main frequencies: The Ku-band at 13.575 GHz and the S-band at 3.2 GHz; this corresponds to wavelengths of 2.2 cm and 9.3 cm, respectively. Incorporation of the latter allowed for in-situ corrections for ionospheric range delays. Envisat operated in three modes: The fine mode, with a bandwidth of 320 MHz, over oceans and most landmasses as well as the two coarser modes over moderate and rough terrain. Their bandwidths were 80 and 20 MHz, respectively. The on-board tracker decided whether the bandwidths should be increased or decreased based on the SNR of the waveform position relative to the values stored in the on-board memory. This ensured that the instrument remained locked and prevented uninterrupted measurements over regions with topographic changes. Using the three bandwidths to modulate the transmitted pulses, the corresponding compressed pulse lengths, range resolutions, and PLF diameters are given in Table 2.2. They are derived from Equations (2.6)–(2.7). The values for the three modes illustrate the strength of pulse compression: Increasing the bandwidth used to modulate the transmitted pulse minimizes the pulse length after the match filtering, which decreases the PLF; it should, however, be noted that the true footprints are presumably larger than the stated values.

Table 2.3 provides a number of facts for the mission, and it is clear that it used a Pulse Repetition Frequency (PRF) of 1.795 kHz, that the total number of samples of the waveform was 128, and that the antenna diameter was 1.2 m. Cf. Eq. (2.5), the characteristics resulted in beam-limited footprints with a diameter of approximately 36 km. Due to the orbit, the ground-track separation distance increased with a lower latitude. Hence, ground-tracks were separated by approximately 50 km at 60°N and 12 km at 80°. Finally, it should be re-
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![Figure 2.11 Envisat in orbit (European Space Agency, 2001).](image)

<table>
<thead>
<tr>
<th>Bandwidth [MHz]</th>
<th>Compressed pulse length [ns]</th>
<th>Range resolution [m]</th>
<th>PLF diameter [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>3.1</td>
<td>0.5</td>
<td>1.7</td>
</tr>
<tr>
<td>80</td>
<td>12.5</td>
<td>1.9</td>
<td>3.5</td>
</tr>
<tr>
<td>20</td>
<td>50.0</td>
<td>7.5</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 2.2 Bandwidths and calculated values for Envisat RA-2 pulse-limited footprints assuming a flat surface.

membered that unless otherwise noted, the range estimates are retracked with the ICE-2 model described in Section 2.1.1 (European Space Agency, 2006, 2007; Legresy et al., 2005).
Table 2.3 Facts about the Envisat mission. As no data have been used after the lowering of the orbit in 2010, the numbers refer to the old orbit. Furthermore, only Ku-band measurements are used, and thus information regarding the S-band is not provided (European Space Agency, 2006, 2011b).
2.5.2 CryoSat-2

CryoSat-2 (Fig. 2.12(a)) was launched on April 8th 2010 with an expected lifetime of 3.5 years. This period has been exceeded, and the satellite is still operating continuously. The primary goal is to monitor thickness and mass changes of the Earth’s marine and continental ice fields. This is done from a 730 km orbit covering the largest part of the northern and southern hemispheres to date, namely 88° N/S. The satellite has a repeat cycle of 369 days with a 30 day sub-cycle; facts about the mission are given in Table 2.4. Measurements are conducted with the SIRAL (SAR/Interferometric Radar Altimeter), which operates at Ku-band, and in three different modes depending on the surface type (Fig. 2.12(b)): The LRM, a SAR mode, and a SARIn mode.

The LRM works as a conventional radar altimeter and is used over the interior ice sheet. Given a nearly similar altitude as Envisat and a bandwidth of 320 MHz, the diameter of the PLF is similar to that of Envisat’s fine mode. Ground-tracks are separated by approximately 40 km at 66° and 15 km at 80°; the former boundary is further north than for Envisat due to the spatial confinement of the observations.

The SAR mode is used over sea ice, and data are processed using Doppler techniques to minimize the illuminated area on the surface in the along-track direction. Thus, small-scale topographic features such as floes and leads can be resolved. The Doppler processing allows for both detecting the direction of the arrival of surface echoes as well for measuring the respective time delay. Therefore, the footprint is defined independently in the two directions: The width in the across-track direction is similar to the pulse-limited value, while the along-track value is approximately 300 m. The latter is determined by the beam-limited area from the Doppler processing, which separates the return echoes into strips arranged across-track.

The SARIn mode combines SAR with interferometry by using not one but two antenna separated by 1 m. It is used over the margins. In case of surface slopes, return echoes will arrive in the antennae at different times, and the respective phase difference can be used to derive the exact location of the reflecting point. Hence, observations from this mode do not follow a repeat-track but rather the surface topography. One disadvantage is that the satellite might miss the bottom of troughs and narrow ice streams as the reflecting point is located somewhere up-slope from these. This is largely accounted for by increasing the PRF and samples per echo to allow for a denser detection of the surface. Combined with the smaller footprint, such data better accounts for the changing terrain than previous altimeters, which provides the observations.
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with a strong advantage over sloping terrain (Aresys, 2013; European Space Agency, 2012; Wingham et al., 2006).

![CryoSat-2 in orbit](image1)

**(a) In orbit**

![Mode mask](image2)

**(b) Mode mask**

**Figure 2.12** CryoSat-2 in orbit (a) and the mask (b) incorporated in the altimeter to switch between operating modes relative to the type of surface below the satellite (European Space Agency, 2003, 2010).
Table 2.4 Facts about the CryoSat-2 LRM and SARIn modes. Both data types are used in this study (Aresys, 2013; European Space Agency, 2012).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean altitude</td>
<td>730 km</td>
</tr>
<tr>
<td>Inclination</td>
<td>92°</td>
</tr>
<tr>
<td>Orbit</td>
<td>Non sun-synchronous</td>
</tr>
<tr>
<td>Repeat-cycle</td>
<td>369 days with 30 day sub-cycle</td>
</tr>
<tr>
<td>Orbits per cycle</td>
<td>5,344</td>
</tr>
<tr>
<td>Frequency</td>
<td>13.575 GHz</td>
</tr>
<tr>
<td>Wavelength</td>
<td>2.2 cm</td>
</tr>
<tr>
<td>PRF</td>
<td>1.97 kHz (LRM), 18.181 kHz (SARIn)</td>
</tr>
<tr>
<td>Pulse width</td>
<td>44.8 µs</td>
</tr>
<tr>
<td>Pulse bandwidth</td>
<td>320 MHz</td>
</tr>
<tr>
<td>Antenna beamwidth (3 dB)</td>
<td>1.06° along track × 1.1992° across-track</td>
</tr>
<tr>
<td>Antenna diameter</td>
<td>Two reflectors: 1.2 × 1.1 m</td>
</tr>
<tr>
<td>Beam-limited antenna footprint</td>
<td>33 km</td>
</tr>
<tr>
<td>Compressed pulse-length</td>
<td>3.125 nm</td>
</tr>
<tr>
<td>Range resolution</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Samples per echo</td>
<td>128 (LRM), 512 (SARIn)</td>
</tr>
</tbody>
</table>
2.6 Airborne and spaceborne laser data

The datasets described below are obtained from two different sources: All NASA data are downloaded through the National Snow and Ice Data Center (NSIDC) web-site (Blair and Hofton, 2012; Krabill, 2012; Zwally et al., 2014), while CryoVEx data are available in-house at DTU Space (Skourup et al., 2011).

2.6.1 ICESat

NASA’s ICESat (Fig. 2.13) was launched on January 13th 2003 and operated until October 11th 2009. The main scientific purpose of the mission was the estimation of inter-annual and long-term elevation and mass balance changes of the polar ice sheets to increase our understanding of their contribution to a global sea level rise. Secondary purposes were the estimation of vertical cloud and aerosol structures, among others, which added an atmospheric aspect to the mission (Zwally et al., 2002).

![Figure 2.13 ICESat in orbit](National Snow and Ice Data Center, 2002).

The satellite was launched into a 600 km orbit with an inclination angle of 94°. The satellite reaches latitudes of 86°N/S. Measurements were conducted with the GLAS consisting of three lasers, one operating at a time. Each laser emitted pulses with two wavelengths: 1024 nm (near-infrared) for altimetry and 532 nm (green) for the vertical distribution of clouds and aerosols. With an emission rate of 40 Hz, this created approximately 60 m footprints separated by 172 m along-track. Early on in the mission, an 8-day repeat cycle was implemented to obtain frequent repeats of calibration sites. Starting with Laser 2a, and thereby following the failure of Laser 1 in March 2003, a 91-day
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cycle with a 33-day sub-cycle was used to account for the laser failure as well as to increase the spatial data coverage.

The ground-track separation distance for ICESat observations is approximately 10 km at 80° latitude and 50 km at 60°. A repeat-track error of ±600 m implies that exact repeat ground tracks are rare; hence, XO measurements are preferred for achieving the desired SEC accuracy of <1.5 cm yr\(^{-1}\) over ice sheets. This accuracy applies to spatial averages of XO estimates over areas of 100 × 100 km (Schutz et al., 2005; Zwally et al., 2002). In this study, only high-quality elevation data are used, and a saturation correction flag is applied to reduce the effect from saturated echoes. Finally, observations with only one peak have been used to reduce errors from surface topography within the footprint.

2.7 Airborne laser-scanning observations

The three laser instruments are mounted on-board aircrafts; platforms typically used are the NASA DC-8 or P-3B for the ATM and LVIS, and Norlandair Twin Otters in the CryoVEx campaigns. Laser pulses are emitted to the surface, conically scanning the ground below the aircraft. Depending on the flight characteristics, such as altitude and off-nadir scan angle, larger or smaller swaths are illuminated, each consisting of larger or smaller footprints. Table 2.5 provides an overview of typical flight characteristics (Blair and Hofton, 2012; Hofton et al., 2008; Krabill, 2012; Krabill et al., 2002; RIEGL Laser Measurement Systems, 2010).

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Altitude [m]</th>
<th>Swath width [m]</th>
<th>Scan angle [deg]</th>
<th>Footprint [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>400</td>
<td>140</td>
<td>15</td>
<td>1 – 3</td>
</tr>
<tr>
<td>LVIS</td>
<td>10,000</td>
<td>2,000</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>CryoVEx</td>
<td>300</td>
<td>300</td>
<td>60</td>
<td>0.78</td>
</tr>
</tbody>
</table>

**Table 2.5** Information regarding flights with airborne laser scanners.

Please note that the LVIS is a medium-altitude instrument whereas the ATM and CryoVEx flights are conducted at low altitudes.

The LVIS is a medium-altitude instrument while the remaining two are typically flown just below 500 m altitude. Common for all campaigns is the wish to repeat previous surveys as well as to explore new regions, so a constant focus
is given to areas of particular interest; in the polar regions, an example could be the observation of a sudden speed-up of an outlet glacier. The repeat flights are possible due to the use of GPS receivers and inertial navigations systems to detect the position of flight paths to within ±5 cm. Thus, a minimum overlap with previous flights of 50% can be ensured, see Fig. 2.14 (Krabill et al., 2002). The instruments for both the LVIS and CryoVEx campaigns operate at the same near-infrared wavelength as ICESat (1064 nm) whereas the ATM instrument has a green-wavelength laser operating at 532 nm (Farrell et al., 2011; RIEGL Laser Measurement Systems, 2010).

Figure 2.14 A 1994 (blue) ATM flight path resurveyed in 1999 (pink). In the intermediate period, the scan angle has been increased from 10° to 15° thereby increasing the swath width (Krabill et al., 2002).
Part I

Optimizing ice sheet-wide surface elevation change detection

The first part of this dissertation focuses on finding the best-performing method for SEC detection of the GrIS from radar altimetry. The final dataset will be based on a combination of ERS, Envisat, CryoSat-2, and Sentinel-3 data to provide a continuous time series starting in 1992. The method is decided upon after thorough inter-comparisons of ten SEC datasets provided by the scientific community. This inter-comparison exercise is conducted as part of the ESA Ice Sheets CCI project. The purpose is to find a method generally accepted by the community, and which forms the basis for the development of a $5 \times 5$ km product made available for scientists, modelers, and interested individuals.

The section below introduces two of the most frequently applied techniques for SEC detection, namely the RT and XO. From then on, the focus lies on the lessons learned and the conclusions drawn from the RR. Additionally, ideas are proposed for further work, both related to the submitted datasets as well as to the final, ice sheet-wide SEC product.

The paper describing the inter-comparison exercise and resulting conclusions is published in the International Journal of Remote Sensing and can be found in Appendix A. A poster has also been presented at the 2013 EGU meeting; this is provided in Appendix E.1. Gaining the optimal understanding of the section below follows from reading the journal paper. Finally, the publication describing the first RT results over the GrIS, derived from 2002 – 2010 Envisat data, is published in the Remote Sensing of the Environment. It is provided in Appendix B, and the results are described in more detail in Section 10.
3 Background and motivation

Several SEC studies of the Greenland and Antarctic Ice Sheets have been carried out using either LA or RA, e.g. by Flament and Rémy (2012); Helm et al. (2014); Khvorostovsky (2012); Sørensen et al. (2011); Wingham et al. (1998); Zwally et al. (2005, 2011). The analyses by Sørensen et al. (2011) and Zwally et al. (2005, 2011) convert the estimates into mass balance changes, which are indicative of not only the state of the cryosphere but also of the oceans (Nuth et al., 2010; Shepherd et al., 2012): A negative SEC trend indicates a mass loss and hence a contribution to sea level rise. Given that reconciled estimates from a variety of sensors and models demonstrate an accelerating mass loss (Sasgen et al., 2012; Shepherd et al., 2012), it is of high importance to continuously map SEC to increase our understanding of the changes and improve models for future predictions hereof.

Given the grand availability of temporally and spatially overlapping ESA RA, it is ideal to establish a long-term dataset of SEC; this work determines the optimal method for reaching that goal. More specifically, in the RR, the scientific community was encouraged to submit their best SEC estimate over a given region using either Envisat or ICESat data. The latter option was included due to the few radar-based SEC solutions over the GrIS. The test area was the Jakobshavn Isbræ drainage basin (68 – 71°N; 39 – 52°W) thereby covering the outlet glacier undergoing the largest changes (Howat et al., 2011; Joughin et al., 2014). This is further confirmed in Section 14, where changes in two ECV parameters, SEC and IV, over a roughly 15-year period are presented.

11 solutions were received in the RR, based on both LA and RA data and derived using the RT and XO techniques. One was discarded as it was not comparable with the remaining data. The remaining ten solutions were divided relative to the method and named SEC-1 to SEC-10. This allowed for conducting thorough inter-comparisons across methodologies and sensors. The datasets were validated against contemporary SEC trends derived from ATM data. The respective analyses are explained in detail in the journal paper (Appendix A); there, Table 1 contains the background for each submission in terms of sensor and methodology, while Table 2 presents the corresponding observation periods and spatial resolutions. Seven ICESat solutions are provided and three based on Envisat data. The latter are retracked with the ICE-1, ICE-2 and with a NASA/Goddard Space Flight Center (GSFC) 10% threshold retracker (Davis, 1997). All algorithms contain all three waveform parameters. In spite of the choice of altimeter, two solutions cover the period of Envisat’s...
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repeat orbit from 2002 – 2010, while the others cover the ICESat era from 2003 – 2009. Five solutions are based on RT and the remaining five on XO. Table 3 provides a brief overview of the processing details supporting each submission. However, due to our promise of keeping the participants anonymous, no specific information is provided neither there, nor here. In order to provide a brief overview of the different solutions, Figures 3.1 and 3.2 show the SEC estimates and corresponding errors. They are also provided in Figures 1 and 2 in the journal paper.

In order to still provide the reader with an understanding of the solutions, the sections below provide a brief introduction to the RT and XO methods. This is followed by a summary of the main conclusions and a discussion of the outcome of the RR. The latter regards, for example, how the RR could have been improved to enhance the terms for the inter-comparisons as well as interesting analyses of the final SEC time series.
Figure 3.1 Surface elevation change estimates from repeat-track (participants SEC-1 to SEC-5) and cross-over (SEC-6 to SEC-10) analyses (Fig. 1 in the journal paper).
Figure 3.2 Surface elevation change errors from repeat-track (participants SEC-1 to SEC-5) and cross-over (SEC-6 to SEC-10) analyses (Fig. 2 in the journal paper).
3.1 Methods for surface elevation change detection

The following presents descriptions of selected XO and RT methods. They are based on the studies by Khvorostovsky (2012) and Sørensen et al. (2011). The solutions cover the GrIS and are based on Envisat and ICESat data, respectively. Both references are used as no ice sheet-wide RA RT solutions had been published by the time the analysis was conducted; the first of its kind is that by Sørensen et al. (2015) (Appendix B).

Fig. 3.3 illustrates three approaches, all of which will be described in the following. The first (a) regards the estimation of elevation differences in cross-over points between ascending and descending ground-tracks. This is advantageous as the SEC values are based on colocated elevations acquired at different times, which lowers estimation errors. However, due to measurement locations not being continuous in space, interpolation to a XO point is often necessary, which introduces interpolation errors. SEC detection in the latter two scenarios (b + c) is carried out in along-track segments. While such an approach increases the spatial data coverage, the lack of exact repeat ground-tracks introduces a need for correcting for the surrounding topography and hence, as before, interpolation errors.

In Khvorostovsky (2012), elevation pairs used for XO formation (Fig. 3.3(a)) are found between any two consecutive measurements on an ascending and descending orbit, respectively. Information such as elevation and signal parameters in the XO point are found by linearly interpolating the four points to this location. Biases between measurements on ascending and descending orbits are corrected for using the mean difference from observations on an ascending orbit relative to those from a descending orbit at another time, and vice versa. SEC estimates are obtained by defining a grid for the final solution and applying time series formation to the elevation pairs in each grid cell: As any surface changes within the same cycle are negligible, XO pairs are found for different cycles. In order to maximize the number of available pairs, the respective elevation differences are estimated relative to all cycles rather than just one reference cycle. This approach is described in more detail by Davis and Ferguson (2004) and further developed by Khvorostovsky and Johannessen (2009). After averaging the time series to give mean values for each grid cell, a linear or sinusoidal fit is applied to obtain the final SEC estimates.

Such an approach is sensitive to the spatial resolution of the model: The amount of observation points and thereby possible XO pairs increases with the size of the grid cell. However, if a given cell covers an area subject to a
large SEC variability over small distances, a large cell size will increase the risk of smoothing out the actual SEC signal in the averaging. This is particularly relevant over margin parts of the GrIS, and especially for RA as slope-induced errors relocate the measurements (Section 8), which reduces the availability of XO pairs.

In the work by Sørensen et al. (2011), three RT methods are tested for generating GrIS SEC values in along-track segments. The first two (Fig. 3.3(b)) are based on a cross-track projection where a reference surface is used to correct for the topography in-between ground-tracks. The reference surfaces are obtained from a DEM and generated from observations from two ICESat campaigns, respectively. In both cases, time series of elevation differences are generated for the along-track segments, and the mean elevation difference for each ICESat campaign in each segment is found. A linear least-squares (LSq) regression is applied to the mean values by also solving for the elevation offset in each segment, the mean time of a campaign, and a sine and cosine signal describing the seasonal signal. These approaches are highly sensitive to the spatial resolution and reference epoch of the reference surface: In case of a temporal offset between the data and reference surface, or the data used for developing the reference surface, intermediate SEC will introduce errors in the final result; different spatial resolutions may arise when using an external DEM such as the 1 km models developed by DiMarzio (2007); Helm et al. (2014). In this way, the reference surface might not fully capture the topography resolved in the observations, and this translates into the accuracy of the estimation values. In the third method (Fig. 3.3(c)), the elevation is assumed to vary linearly with the position, time, and a seasonal signal. In each along-track segment, LSq is applied to find the SEC in the center point by also solving for the surface slopes and topography underlying the SEC. The disadvantage of this model is that in case of a strong correlation between the time and position, it cannot separate the two. This is exemplified in Fig. 3.4, which shows a good (left) and bad (right) distribution of ground-tracks: In the latter case, the ground-tracks are sequenced temporally, and thus the model cannot separate the signals coming from an elevation change and that from the local surface topography (Ewert et al., 2012).
3.1 Methods for surface elevation change detection

Figure 3.3 Three methods for surface elevation change detection: (a) The cross-over method in which the estimates are obtained where ascending and descending tracks intersect; (b) A cross-track projection using a reference surface to correct for the surface topography; (c) The application of linear least-squares to repeat-track observations (adapted from: Moholdt et al. (2010)).

Figure 3.4 Examples of a good (left) and bad (right) spatial distribution of repeat ground-tracks (adapted from: Ewert et al. (2012)).
4 The Round Robin exercise

4.1 Main conclusions

Part of the RR includes validation of the solutions with a contemporary ATM SEC trend derived from either 2003 – 2009 or 2002 – 2010 data. Estimating the SEC differences and finding the mean and STD hereof (Table 5 in the journal paper) show the following:

- RT have the smallest mean SEC offsets.
  Expected explanation: Most RT solutions are based on LA, and the ICESat footprint and applied spatial resolutions agree better with the ATM footprint than the XO grid cell sizes (Table 2 in the journal paper).
- RT have the largest STD.
  Expected explanation: More RT than XO solutions are located at lower altitudes, i.e. in areas with a larger spatial SEC variability. This variability will increase the STD.

Thus, the larger XO mean values are a result of the typically larger grid cells causing part of the SEC signal to be lost when smoothing the observations. For instance, SEC-7 and SEC-9’s 0.5°lat × 0.1°lon resolution compared with the much smaller ICESat and Envisat footprints means that the resulting SEC may not accurately represent the true surface change. This was confirmed when a XO participant submitted a new dataset, where the grid cell size was downscaled to better agree with the footprint of the given sensor. The result was an improved agreement with validation data. The STD values for this method are, however, smaller than in RT studies as most XO pairs are located at higher altitudes.

SEC-1’s results are based on a 5 × 5 km RT solution from Envisat. A key finding arises from validating the solution as it produces the best agreement with ATM. This is evident in the smallest mean and STD (0.01 ± 1.57 m yr⁻¹) and further confirmed in an inter-comparison of the result with SEC-3’s LA RT solution: The coefficient of determination is 0.84, while a scatter plot of the respective SEC values yields a slope of 0.77. Zwally et al. (2005) presented the first RA-based GrIS SEC results. However, not only were the ERS data supplemented by ATM data and interpolation to obtain near-complete, ice sheet-wide coverage, the XO results were also mapped into 50 × 50 km grid cells meaning that much of the SEC signal over the margin was lost. Therefore, SEC-1’s RT solution demonstrates, for the first time, the capability for RA to resolve SEC in all parts of the ice sheet, and at a 5 × 5 km posting.
4.2 Lessons learned

In conclusion, the SEC time series to be developed in the CCI project will be based on a combination of RT and XO estimates to exploit the high spatial data coverage of the former and the high accuracy of the latter. In case of a random space-time distribution of the observations, the RT method will be replaced by a different approach. For example, an along-track method is developed for Envisat data from its last two years of observation: A DEM is subtracted from the radar heights to remove the topographic signal. Reference tracks are then selected, e.g. from one specific cycle, and divided into segments. By binning Envisat data into the segments, SEC can be estimated using the same mathematical approach as for RT, given that a minimum amount of data points is ensured. In Part III, the first-ever RT solution over the GrIS is presented along with a merged RT and XO result. Both are derived from Envisat data.

For the final time series, SEC estimates from the two products will be merged relative to the error variance. The solutions will therefore predominantly consist of combined RT and XO estimates in the interior and RT solutions along the ice and coastal margins. The spatial resolution will be $5 \times 5$ km. Cf. the validation and inter-comparison exercises, this is a fair compromise between the final SEC accuracy and the footprint of conventional radar altimeters. SEC from SARIn data will be regridded from original 3 km bins to the $5 \times 5$ km resolution.

4.2 Lessons learned

As noted in the journal paper, the participants’ use of different observation periods, spatial resolutions, etc. complicate a direct comparison of the submissions. Therefore, a number of important lessons concerning initial requirements have been learned. All of them would have improved the outcome of the RR and strengthened the conclusions drawn when comparing the datasets:

L.1 Specified observation period,
L.2 Specified spatial resolution,
L.3 Relocation of the RA observations is required,
L.4 Adjusting the RA solutions for all waveform parameters (LeW, TeS, Bs) is required.

The use of a common observation period (L.1) would increase the basis for concluding on differences between the submitted datasets. An example arises from the results obtained in the two RT vs. XO analyses for LA (Table 6 in the journal paper) where such a requirement would eliminate temporal offsets.
as a cause for the differing outcome. A proposed period is October 2003 – October 2009. During this time both Envisat and ICESat were operational, just as well as an equal number of summers and winters are ensured. It does not fully comply with the ATM observation times as the campaigns are mostly conducted in the months of April and May; however, due to ICESat’s periods of active lasers, completely agreeing acquisition times cannot be obtained. Given one of the RR tasks being the determination of the optimal spatial resolution for the SEC dataset, specified resolutions for the RR submissions (L.2) would have been desirable. Proposed values are 1 km, 3 km, 5 km, and 10 km along-track segments and grid cell sizes. They serve as sufficient compromises between the footprints of the sensors, the possibility for resolving outlet glaciers and narrow valleys, capturing enough XO pairs to ensure confidence in the SEC estimates, and the accuracy of the final RA-based solutions.

An additional and highly important note relates to slope-induced errors in RA data (L.3). As neither SEC-9, nor SEC-10 have corrected for this effect, analyses involving the two solutions may be misleading, particularly for points in coastal regions. SEC-1 applied the POCA method where the observations are shifted to the closest location of the highest point within a given radius (Gray et al., 2013; Hawley et al., 2009). The Howat et al. (2014) GIMP DEM at a 90 m resolution was used for this purpose. However, cf. Section 8.2, the accuracy of the correction is highly dependent on the method and spatial resolution of the model used for generating the surface topography. This indicates that the relocation of SEC-1’s points is not as accurate as it might have been; the respective section provides an in-depth discussion hereof. Section 12 further documents the variability in volume changes when converting differently relocated SEC estimates into such.

A limitation in RA data is the dependency on the state of the reflecting surface: The penetration depth varies with snow characteristics resulting from, for example, a changing accumulation rate and firn air content (L.4). The highest SEC accuracy is achieved when correcting for all three waveform parameters, as is done by e.g. Flament and Rémy (2012); Khvorostovsky (2012); Sørensen et al. (2015). In the RR, SEC-1 and 9 accounted for all three parameters, while SEC-10 only considered Bs. Thus, the accuracy of SEC-10’s results is reduced due to lacking corrections for LeW and TeS as well as for slope-induced errors. This complicates direct comparisons with other submissions.

A potential additional requirement concerns the method used for the error estimation so these values would be directly comparable. However, the different approaches give rise to an interesting discussion. E.g. SEC-1, 3, 4, 7,
5 Perspectives and future work

A number of studies could be interesting given the availability of resubmitted RR datasets according to the ideas mentioned above. This concerns redoing the validation and inter-comparison of contemporary solutions to better draw firm conclusions, but with a particular focus on the analyses involving SEC-9 and SEC-10. This would require a relocation of the RA points, for SEC-9 to reduce the spatial resolution, and for SEC-10 to account for all three waveform parameters in the solution. Not only will such adjustments provide key information regarding the specific methods, it will also confirm that a downscaling of the grid cell will improve the validation results. The latter was demonstrated when one participant applied a downscaling and obtained better validation results.

Additional work could involve analyses of how different spatial resolutions affect the final SEC accuracy; conclusions based on such would stand stronger if based on contemporary observations.

Different results from the two sensors will occur for the reasons outlined in Section 2.4. The effect of RA echoes’ dependency on the surface state is not yet fully understood, and hence a highly interesting analysis could involve the study of RA and LA data agreeing in time and space. An example could be airborne surveys with a Ku-band radar and a laser-scanner, conducted over an area with automated weather stations and people on the ground, potentially operating a ground-penetrating radar. To ensure fairly agreeing RA and LA reflecting point locations, the area should have as smooth a surface as possible. This would enable a full analysis of surface temperature, density, radar echoes from the sub-surface, etc. A grand and costly study, undoubtedly, but one that would shed important light on the impacts of varying surface characteristics. The estimation of mass changes from SEC data requires an in-depth analysis of the climatic conditions, particularly for RA data (Hurkmans et al., 2014;
5 Perspectives and future work

Sørensen et al., 2011; Zwally et al., 2005, 2011). Thus, performing such a study might improve the mass change estimation. The fact that we do need to further our knowledge in this field is outlined by Sørensen et al. (2015) (Appendix B) and described in Section 10.

As the final SEC dataset will be based on merged observations from a number of altimeters, another study related to the above is an analysis of waveform parameters to determine the related surface properties’ impact on SEC. This is possible using observations following a repeat orbit as has been the case for both ERS-1 and -2 as well as Envisat. Khvorostovsky (2012) used data from all three satellites, retracked with a 10% threshold algorithm (Davis, 1997). The goal was to derive a XO trend over the GrIS for the period 1992 – 2008. The study involved an analysis of elevation, LeW, TeS, and Bs biases. The latter were found to range from $-9.8 \pm 0.5$ dB to $-1 \pm 0.9$ dB, while SEC estimates were adjusted by $\pm 10$ cm yr$^{-1}$ when correcting for all waveform parameters. These numbers do not, however, contain information related to specific physical changes of the surface and subsurface over the observation period. As such a signal is inherent in all waveform parameters, and the CCI project generates five-year running means, investigations of temporal developments in the three parameters may further enhance our understanding of the RA elevation signal.
Part II

A Digital Elevation Model of the Greenland Ice Sheet

The second part of the dissertation demonstrates the capability of using radar and laser altimetry data to develop a DEM of the GrIS, the RL-DEM. It provides an elaborate insight into tests carried out for relocating the RA points, and for ensuring a maximized amount of surface detail in the model relative to the spatial data distribution. The RL-DEM is based on concurrent ESA Envisat and CryoSat-2 radar data merged with airborne and spaceborne laser data from NASA’s ATM, LVIS, and ICESat. The reference epoch is 2010, and the RL-DEM is made available in two projections, both of which are referenced to the WGS-84 ellipsoid: A 0.02°lat × 0.05°lon equi-angular grid in WGS-84, and an equi-distant Polar Stereographic (PS) 2 × 2 km grid. The merging of observations from two types of sensors exploits the high temporal coverage of radar data, the high accuracy of SARIn data compared to conventional radar altimetry, and the high vertical and horizontal accuracy of laser data. A short observation period reduces errors from intermediate elevation changes. The combined result is a DEM with significant advantages relative to previous models, applicable for, e.g., surface elevation change detection or relocation of RA data.

Appendix C provides the paper describing the methodology for the DEM development as well as validation results. It further describes an analysis of penetration depths over the interior ice sheet, which is not seen in previous publications of DEMs. The paper is in review for publication in the AGU Earth and Space Science journal. As in Part I, a full understanding of the section below follows from reading the paper. An additional paper is provided in Appendix D, which describes the study of relocation methods. This has been submitted to The Cryosphere Discussions. Finally, Appendices E.2 and E.3 provide the posters presented at the 2014 EGU and AGU Fall meetings.
6 Background and motivation

DEMs are regular grids that provide information on the surface elevation of a given area. They serve many applications in remote sensing, such as for removing the topographic signal in SAR interferometric analyses of ice velocities, a process known as DEM elimination (Alsdorf and Smith, 1999; Joughin et al., 1996). In elevation change studies, the models can be used for correcting for topography in-between ground-tracks (Moholdt et al., 2010; Qi and Braun, 2013). Finally, Levinsen et al. (2013) and Nuth and Kääb (2011) constructed DEMs from stereographic imagery co-registered to laser data to increase the accuracy and spatial resolution of the observed elevation changes.

Regardless of the type of analysis, obtaining the most accurate results presupposes the availability of a DEM with a similar reference epoch as that of input data. With the availability of concurrent laser and radar data, this work focuses on combining the observations to develop an up-to-date GrIS DEM, referenced to a specific epoch. The accuracy of RA data is improved to increase the RL-DEM accuracy: LA data are assumed to define the 'true' surface, so vertical errors in RA data are corrected by adjusting the heights using the radar-laser elevation offsets from overlapping observation points. Horizontal errors are adjusted after performing an in-depth study of methods for relocating RA data (Levinsen et al. (2015b), Appendix D) and applying the preferred approach to the observations. The combined effect is a reduction of potential inter-satellite biases between the laser and radar sensors, while a requirement for short and simultaneous data acquisition periods reduces temporal variations in the penetration depth.

Several DEMs of the GrIS currently exist. They are based on observations from one or more sensors, accumulated over periods of one to approximately ten years. A description of a number of the DEMs is provided below, and through this the motivation for developing a new one becomes clear.

(a) The model by Bamber et al. (2001) has a spatial resolution of $1 \times 1$ km. It is based on, e.g., 1985 – 1986 Geosat and 1994 – 1995 ERS data, 1991 – 1993 ATM data, and photogrammetric DEMs acquired by the Danish Geodata Agency (previously KMS) and the Geological Survey of Denmark and Greenland (GEUS). RMS errors along the coastal and ice margins are at least 100 m, and Scambos and Haran (2002) found that the model cannot resolve surface features with horizontal scales of up to
10 km. Furthermore, an inter-comparison with the GIMP DEM shows errors of the same order of magnitude as those documented through the RMS (Sørensen, 2012).

(b) DiMarzio (2007) developed a DEM from 2003 – 2005 ICESat data. The observations have a high vertical accuracy, however are limited in both time and space: Observations are acquired in periods of active lasers and are sensitive to cloud cover. The largest cloud cover is typically found over the east coast, and therefore the amount and quality of observations over this region are reduced (Ettema et al., 2009).

c) The GIMP is posted at a 30 m resolution (Howat et al., 2014). It is constructed from e.g. 2003 – 2009 ICESat data to which DEMs from 2000 – 2010 ASTER and 2007 – 2008 SPOT-5 stereographic imagery is co-registered. The SPOT-5 imagery has a spatial resolution of 40 m and a vertical accuracy of less than 5 m in ice-covered regions; similar numbers for ASTER data are 30 m and 7 m, respectively (Korona et al., 2009; Tachikawa et al., 2011). The observations therefore resolve the GrIS surface with varying resolutions and accuracies. Validation with ICESat data shows RMS errors of elevation differences of 8.5 m over ice-covered terrain and 18.3 m over ice-free parts. The numbers are biased due to validation data being included in the DEM development. In spite of this, they do indicate that the model maps the GrIS surface well. Such a high-resolution model is applicable in many analyses such as for DEM elimination, where the input satellite imagery has a similar spatial resolution. However, vertical errors up to 100 m are found in regions with steep slopes and where the imagery is sparse, particularly in the north and along the southeast coast. Furthermore, the nominal reference period is 2007, and research indicates rapid and accelerating changes during data acquisition (as specified below), alternating both the surface slopes and elevation. This introduces elevation errors. The effect hereof is observed by Qi and Braun (2013): They found an underestimated thinning over Jakobshavn Isbræ when using the DiMarzio (2007) DEM rather than newer ATM data, better representing the actual topography at the time of measurement.

d) The work by Sørensen et al. (2011) focuses on RT SEC estimation by applying three different models to 2003 – 2008 ICESat data. The optimal approach is method 3 (Section 3.1), and part of the output is a mean surface topography; however, such one is subject to the effects seen in (b) and (c), i.e. temporal and spatial limitations as well as temporally-induced elevation offsets. It thereby does not represent the GrIS surface
at one specific point in time.

(e) The Helm et al. (2014) CryoSat-2 model is built from one 369-day cycle of level 1B LRM and SARIn data starting in January 2012. The short observation period reduces errors from intermediate elevation changes however at the cost of a limited spatial data distribution. The latter is worsened by the radar’s inability to fully resolve the topography over regions with steep slopes, and therefore the margin regions with steep valleys, mountains, and rocks are poorly captured. This is confirmed in the validation against 2012 ATM data, showing mean elevation differences of $3.95 \pm 133.6$ m below 2200 m altitude and $-0.01 \pm 45.0$ m above.

The intermediate elevation changes translating into errors are observed in a number of analyses, two of them related to this Ph.D. study: Sections 10 and 11 demonstrate the first results coming out of the Round Robin exercise (Part I), namely SEC estimates from Envisat derived using the RT technique (2002 – 2010) and merged RT and XO results from 2006 – 2010. Combined with results from Sørensen et al. (2011) and by Khvorostovsky (2012) based on 1992 – 2008 ERS and Envisat data, we not only find an overall pattern of thinning along the margin and a smaller thickening in the interior but also a change in trends with time. This has a significant impact when combining observations acquired over different time periods, also when correcting them relative to ICESat data (Howat et al., 2014) due to the seven-year observation period. A potential consequence will be incorrect adjustments of observations if based on a DEM containing such errors. An example is provided in Section 12 illustrating the difference in volume changes over Jakobshavn Isbræ when relocating three RT and three XO solutions differently.

In conclusion, previous models are subject to errors from year-long data acquisition times and/or a poor spatial data coverage. Therefore, developing a new DEM is highly relevant in order to accurately map surface changes relative to a time-specific topography and slopes. With the grand availability of concurrent RA and LA data, Envisat and CryoSat-2 data from 2010 are constrained by temporally and spatially overlapping ICESat, ATM, and LVIS data from 2009 and 2010. The 2009 data are corrected to the following year by accounting for the elevation changes, thus making for a 2010 reference epoch. This process is described in Levinsen et al. (2015c) and in more detail below. By merging the RA and LA data, the RL-DEM has clear advantages over those previously published, e.g.: Models built from mere or mostly radar data (Bamber et al., 2001; Helm et al., 2014), as the echoes cannot accurately resolve the topography over regions with steep margins, and those built from data with long
6.1 Observations

acquisition periods (Bamber et al., 2001; Howat et al., 2014) due to errors from intermediate SEC. The effect of the former is highlighted in a comparison of the RL-DEM with a model built from four years of CryoSat-2 data (Section 7.4). The CryoSat-only model was developed during the final stages of this Ph.D. study and thus was not involved in the analyses immediately below. The comparison does, however, point out the drawdowns of using mere RA data for DEM development in spite of the higher accuracy of SARIn data relative to conventional RA. It therefore solidifies the arguments supporting the methodology for the RL-DEM development.

The final RL-DEM is posted in two projections: WGS-84 with a spatial resolution of $0.02^\circ$ lat $\times$ $0.05^\circ$ lon, and in a $2 \times 2$ km PS grid. Such a resolution is a sufficient compromise between the RA and LA footprint sizes. Furthermore, the Round Robin exercise showed that a $5 \times 5$ km grid is sufficient for SEC detection from conventional radar data. Thus, given the SEC estimation from such observations in the Ice Sheets CCI project, the RL-DEM is optimal for inclusion in analyses based on observations acquired near or in 2010.

6.1 Observations

The datasets supporting the analysis as well as their temporal extent are summarized below:

- CryoSat-2 = July – September 2010 LRM, SARIn
- Envisat RA-2 = April – September 2010
- ICESat = March & April 2009 + 2003–2009 dH/dt trend
- LVIS = April & May 2009, 2010
- ATM Qfit = April & May 2009, 2010

The CryoSat-2 data stem from the Level-2 intermediate (L2i) product published in the re-processed Baseline B release. At the time of analysis, only three months of data were available for 2010. In order to increase the spatial data coverage, Envisat RA-2 Geophysical Data Records (GDR) from cycles 88–92 were also implemented, covering the period from April to September. Observations from 2010 were preferred over later years to be able to include ICESat data for reducing DEM errors while minimizing interpolation errors from ICESat ceasing operation in 2009. The Envisat data are retracked with the ICE-2. The specific time frame agrees with the CryoSat-2, ATM, and LVIS
acquisition periods. ICESat data from March and April 2009 are included, covering a period of 34 days. Geophysical corrections as well as a relocation module are applied to RA data. Given that LA data are used to correct for vertical errors in RA data, the fact that LA data are confined to one period reduces errors from seasonal changes in the penetration depth.

Observations from 2009 are also included to increase the spatial data coverage. Prior to the inclusion, the ICESat and ATM heights are referenced to 2010: ICESat data by adding the 2003 – 2009 SEC trend derived from model 3 in Sørensen et al. (2011); ATM by deriving the 2009 – 2010 ATM SEC trends over regions with repeat surveys and interpolating them to 2009 data that are within 500 m of the repeat flight lines. By using observations slightly deviating from repeat flight lines, the spatial coverage is increased, while the distance for which observations can be adjusted is kept small to minimize errors from a spatial change in trends. Due to few repeat LVIS flights, and LVIS often following ICESat’s ground-tracks, LVIS data from 2009 are used where the ICESat SEC trend is zero. This is typically found above 2000 m altitude.

2010 marked a record melt year over the GrIS: Examples are higher than average temperatures inducing surface melt, which lowered the albedo and amplified the melt. The changes were mostly confined to the southern part of the GrIS (Bevis et al., 2012; Richter-Menge and Overland, 2010; Tedesco et al., 2011). In spite of the melt event, a number of reasons make out for the 2009 to 2010 height adjustment being reasonable: I. Howat derived ATM SEC trends for repeat data over a region extending from Jakobshavn Isbræ to near the ice divide. He found no significant change in trends from 2009 – 2010 compared to previous years (I. Howat, pers. comm., December 2014). Furthermore, the availability of repeated LA data over the southern parts of the GrIS is sparse, and this leads to few overlapping laser and radar points (Fig. 7.3). Thus, the effect from a potentially anomalous SEC trend here is expected to be small. All observations are referenced to the WGS-84 ellipsoid except for ICESat data, which are originally referenced to TOPEX/Poseidon. Prior to commencing the analysis, the ICESat datum is therefore adjusted to WGS-84.
6.2 DEM conceptual algorithm and validation description

An overview of the method used for developing the RL-DEM is provided below. It is adapted from Section 4.1 in the journal paper (Appendix C) and enables the reader to better follow the subsequent discussion.

1. Relocate Envisat, LRM, and SARIn data.
2. For radar points with laser observations within a specific radius, apply Inverse Distance Weighting (IDW) to derive a laser height at the radar location. To minimize errors from surface changes within the radius and the steep topography along the margin, the radius is 500 m for radar points below 2000 m altitude and 2 km for points above.
3. Estimate the radar-laser elevation offset: \( dH = H_{RA} - H_{LA} \).
4. Reject \( dH \) values greater than two STD, \( 2\sigma \), of the mean. This reduces errors from the location of laser points relative to radar data.
5. Recalculate the mean and \( \sigma \). Then reject outliers exceeding \( 3\sigma \).
6. Use collocation to spatially interpolate the \( dH \) values onto a grid: \( dH_{intp} \) (prediction values) and \( \sigma_{intp} \) (errors).
7. Correct the radar heights cf. \( H = H_{RA} - dH_{intp} \).
8. In order to remove topography, thereby reducing potential interpolation errors, subtract the GIMP elevations from laser data and each corrected radar surface.
9. Use IDW to merge the residual surfaces into a grid. This yields \( dH_{comb} \).
10. Finally, add the GIMP to \( dH_{comb} \): \( H_{RL-DEM} = H_{GIMP} + dH_{comb} \).

For information on the solution to the collocation system as well as advantages of its use, please see Appendix G.

The relocation of Envisat and CryoSat-2 LRM data is described in the study by Levinsen et al. (2015b) (Appendix D) and briefly in Section 8. CryoSat-2 SARIn data are relocated separately, as mentioned in Levinsen et al. (2015c) (Appendix C). The latter is done in spite of the Baseline B release already being corrected for slope-induced errors. However, a number of the observations have not been accurately relocated and are still subject to a 2-\( \pi \) phase ambiguity. Furthermore, ESA’s relocation is carried out using the Bamber et al. (2001) DEM, which cf. this and other studies (Scambos and Haran, 2002; Sørensen, 2012) contains significant errors. As the L2i product allows for a separate relocation, the one carried out here is based on the GIMP and therefore increases the horizontal data accuracy relative to that in the official release.
7 Discussion

In the following, a number of elements concerning the methodology are discussed in the order in which they are relevant for the DEM development. It regards the inclusion of laser data and the GIMP as well as the use of collocation as interpolation tool. It is followed by a comparison of the RL-DEM with an external DEM developed solely from CryoSat-2 data; this specifically highlights the advantages of including other types of observations in the RL-DEM development. Finally, a brief description of the Levinsen et al. (2015b) relocation study is provided along with a summary of the conclusions and ideas for further work.

7.1 Reasoning for including laser altimetry data

The use of LA data to correct the Envisat and CryoSat-2 surface elevations is a compromise between the accuracy of the final DEM and the amount of surface detail contained in the footprint of the given sensor. This is due to the errors inherent in RA data. Nghiem et al. (2005) found penetration depths for Ku band RA data to exceed 1 m in the interior ice sheet, while this study showed values up to approximately 4 m (Appendix C: Fig. 4). To this date, we do not have the full understanding required to accurately model the penetration depth in all surface schemes; hence, LA data were included to account for the radar-laser elevation offset between otherwise contemporary observations. This was done by estimating the elevation differences, \(dH\), in overlapping observation points and spatially interpolating the \(dH\) values to correct the radar heights.

In order for such an interpolation to give the optimal results, observations from the two sensors should ideally observe the same surface signal. For several reasons, all of them connected, this cannot be ensured:

(i) Different footprint diameters,
(ii) Variations in surface topography,
(iii) Slope-induced errors,
(iv) The size of the search radius for overlapping observations.

Elements (i), (iii) are described in detail in the journal papers in Appendices C and D (Levinsen et al., 2015b,c), while this section focuses on (ii), (iv). Section 12 highlights the importance of the choice of relocation method as varying results are obtained when relocating RT and XO solutions over Jakobshavns Isbrae differently. The search radii between neighboring laser/ radar points have
been fixed at 500 m for radar points below 2000 m altitude and 2 km for points above. The map of surface slopes (Appendix C: Fig. 3) indicates inter-changing values within short distances at lower altitudes due to mountains, crevasses, narrow valley glaciers, etc. For this reason, topographic changes may occur within the radius. Thus, given a surface slope, the sensors do not necessarily resolve the same surface signal, which would translate into incorrect radar-to-laser height adjustments. This effect has been minimized with the different search radii thereby separating the surface regimes. The altitude limit is a compromise between the steep margin topography and the low altitudes far inland in the north. This is reflected in the spatial distribution of $dH$ values (Appendix C: Fig. 1) in spite of the highest density of spaceborne observations occurring in the north. Hence, LA data are included both to correct the radar heights, increasing the confidence in using them for DEM development, and to maximize the spatial data coverage and DEM accuracy.

### 7.2 Selection of spatial interpolation technique: Collocation

Collocation is a geostatistical interpolation tool (Appendix G). In this study it is used for spatially interpolating the radar-laser elevation residuals, $dH$, to correct the radar heights. The reasoning for the choice of statistical approach is discussed in the following. The main reason is that the solution is based on the assumption of a zero mean, and its ability to transfer scattered observation points onto a predefined grid. This fits well with the residuals being distributed above and below zero meters due to their dependence on the RA/LA data location (Appendix C: Fig. 1), and their locations being confined to agreeing RA and LA ground-tracks and flight lines. While IDW merely accounts for the spatial distribution of data, which is relevant when estimating $dH$, collocation accounts for their spatial correlation based on the data values. This is highly important for accurately reproducing the $dH$ estimates.

Collocation makes use of the spatial correlation between the observations and/or estimation points. Thus, two measurements conducted in close proximity of each other are assumed to be highly correlated. This basic assumption allows for reproducing the pattern of input values for prediction points close to observation points, while the error increases with distance. Furthermore, observations in a cluster are assigned smaller weights than single points. Such features are particularly advantageous given the irregular distribution of RA
Table 7.1 Input values for applying collocation to the CryoSat-2 and Envisat elevation residuals, $dH$: Correlation length and input data error.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Corr. length [km]</th>
<th>Input error [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-2: LRM</td>
<td>524.6</td>
<td>2.1</td>
</tr>
<tr>
<td>CS-2: SARIn</td>
<td>605.9</td>
<td>3.1</td>
</tr>
<tr>
<td>EV: RA-2</td>
<td>554.5</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 7.1 reveals that the largest correlation length and input error are found for SARIn data. This reflects the SARIn points’ confinement to margin areas where the magnitude of $dH$ reflects the steep topography and hence the sensitivity towards the LA vs. RA point location. This increases the input error, while the correlation length demonstrates the overall improvement of such data relative to conventional altimetry: The specifications of the SARIn mode improve the horizontal and vertical data accuracy.

Table 1 in Levinsen et al. (2015c) reveals a negative mean($dH$) for all RA datasets. This reflects penetration of the RA signal, so the reflecting layer seen by the laser is higher than that seen by the radar. A more in-depth description and interpretation of $dH$ is given in the paper, while here the focus is the advantage of using collocation: The solution depends on the spatial data distribution rather than data values. Therefore, the combination of contemporary Envisat and CryoSat-2 data is highly beneficial for lowering DEM errors. This is clear from Fig. 2(b) in Levinsen et al. (2015c), in which the errors are
calculated from Gaussian quadratic summation of the collocation interpolation errors, i.e.

\[ \sigma_{DEM} = \sqrt{(\sigma_{EV \text{intp}})^2 + (\sigma_{CS \text{intp}})^2} \]

The values range from 0.4 m in the interior to 4.0 m near the coast. Minima depict the location of RA points after which the errors increase with distance. Collocation minimizes estimation errors, and the distribution-dependent weighting of the large number of elevation residuals allows for reproducing these values to a high degree. Confidence is therefore provided in the adjustment of the RA elevations using the radar-laser elevation residuals.

7.3 Reasoning for including an external DEM

This section deals with the external DEM used for adjusting for surface topography when merging the corrected Envisat and CryoSat-2 data with laser data. In this case, the external model is the GIMP.

When building a DEM, a compromise has to be made between the accuracy and spatial resolution of the model. The merging of observations increases the spatial data coverage, however may introduce elevation offsets. This occurs in case of differing observation times, and due to the sensors resolving the surface with varying resolutions and accuracies. If instead using just one sensor, a long observation period is typically required to ensure enough data to reduce the model uncertainty. This results, however, in the temporal offsets mentioned above. An exemption is found with CryoSat-2: Normally, altimeters have a repeat-cycle of approximately one month, which increases the amount of repeat-tracks within a short time frame and the on-ground spacing of ground-tracks. CryoSat-2’s repeat-cycle is 369 days with the exact intention of maximizing the spatial data distribution. Furthermore, the SARIn mode allows for properly tracking the reflecting point hence causing the observations to deviate from a repeat-track.

Summarizing the above, the goal of this work is to develop a DEM with both a high spatial resolution and accuracy. This is achieved by:

- Correcting vertical errors in radar data using contemporary laser data,
- Correcting horizontal errors in radar data by relocating the measurements,
- Developing the DEM from all available laser and radar data,
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- Including an external DEM to reduce errors from topography, and to provide surface heights in-between flight lines and satellite ground-tracks.

The GIMP model is introduced after the Envisat, LRM, and SARIn heights have been corrected. The model is re-gridded to the RL-DEM resolution and subtracted from the laser and radar heights thereby reducing them to the ellipsoid. Afterward, the residual surfaces are merged with IDW, and the GIMP is added back. IDW is carried out with GRAVSOFT GEOGRID (Forsberg and Tscherning, 2008) using the 20 nearest neighbors in each quadrant surrounding the respective estimation point.

The reasoning for including the GIMP is to reduce interpolation errors and provide a topographic signal in the resulting model. This is clarified in Fig. 7.2 and Table 7.2, which demonstrate the effect from including/excluding the GIMP, both in terms of the amount of resolved surface detail and the corresponding validation against ATM and CryoVEx data from 2011. The validation data are acquired closest in time to the reference epoch, given the inclusion of 2010 ATM data in the analysis and the lack of CryoVEx flights that same year. A map of the ATM and CryoVEx flight lines is provided in Fig. 7.1. It shows a larger temporal and spatial ATM data sampling and that a smaller fraction of the CryoVEx flight lines are located over regions with steep surface gradients. Fig. 7.2(a) shows the DEM when including the GIMP, i.e. the RL-DEM, and (b) that without. (c) gives the elevation difference, \( dH_{\text{extDEM}} \), i.e. (a)–(b). The locations of LA data and \( dH \) points are overlain the RL-DEM in Fig. 7.3. The validation is based on elevation differences between the respective model and validation data, i.e. \( dH_{\text{valid}} = H_{DEM} - H_{\text{valid}} \), and only observations within a 500 m search radius are used.
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It is found that the surface in Fig. 7.2(b) is generally higher than that by validation data: Below 2200 m altitude, \( dH_{\text{valid}} \) ranges from approximately 150 ± 360 m (CryoVEx) to 110 ± 310 m (ATM), while at higher altitudes the number for both systems is 0 ± 20 m. The agreement between validation data and the surface in (a) is very good for observations above 2200 m altitude, while slight offsets are found at lower elevations. In both cases, \( dH_{\text{valid}} \) is approximately zero, while the STD ranges from 10 m to 60 m, depending on the dataset and elevation. When comparing the ATM and CryoVEx results, a number of things should be noted: The statistics are positively affected by a larger ATM data sampling, which lowers the STD, while validation against CryoVEx data over the margin increases the STD. Furthermore, offsets will be introduced when comparing point measurements (ATM, CryoVEx) with a model with a grid spacing much higher than that.

The DEM in Fig. 7.2(b) suffers from the inability to fully resolve the surface topography, and to a much larger extend depicts the position of input data; the latter is particularly clear in the \( dH_{\text{extDEM}} \) pattern in (c) where near-zero values are found in and along ground-tracks. The 500 m counters reveal that
the quality of the model is lowered towards the ice and coastal margins as well as with a lowering latitude due to the decreasing amount of observations. Thus, the region with the largest offsets in (b) depicts that where few or no observations are present in Fig. 7.3.

Overall, the following observations are made for the parts of the GrIS where input data are available:

- Along flight lines and ground-tracks: $dH_{\text{extDEM}} = 0$ m, i.e. the two models agree.
- Within $(\Delta \phi = 0.05^\circ, \Delta \lambda = 0.02^\circ)$ of flight lines and ground-tracks: Interchanging positive and negative $dH_{\text{extDEM}}$ signals depending on the location of RA points relative to the estimation point. Ex: If RA points are located up-slope from the estimation point $dH_{\text{extDEM}} > 0$ m, while $dH_{\text{extDEM}} < 0$ m if the RA points are located down-slope. This indicates that the IDW routine cannot accurately reproduce the true surface.
- Outside $(\Delta \phi, \Delta \lambda)$ of the ground-tracks: $dH_{\text{extDEM}} > 0$ m. The IDW process for Fig. 7.2(b) markedly fails, which is particularly visible in the margin parts of the GrIS due to the sparsity of input data.

In regions where neither RA nor LA data exist, $dH_{\text{extDEM}} < 0$ m. This is explained by interpolation errors.

The above demonstrates that when solely interpolating RA and LA data, IDW cannot accurately reproduce the surface topography otherwise known from the GrIS. Instead, it tends to overestimate the heights, which helps explaining the offsets found in the validation. When including an external surface, the topographic signal included in this is transferred into the DEM where RA or LA data are few or lacking. This is mostly found along margin parts of the ice sheet. In spite of the GIMP’s 2007 reference epoch, this markedly improves the quality of the RL-DEM: The validation shows that near-zero means and low STD of $dH_{\text{valid}}$ are produced.

The decision of using the GIMP is based on tests of DEMs built from a number of external models, namely those described in Section 6 with the exception of DiMarzio (2007) due to the short observation period and the sparse data acquisition periods. A DEM was built using each one, and validation was conducted with 2011 ATM and CryoVEx data. Furthermore, cross-comparisons of the final models were carried out to see how they compared. Separate validations of the DEMs could have been carried out. It would not, however, provide relevant information for the DEM development. E.g. ICESat data might perform well in the validation while the on-ground separation distance
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![Diagram showing DEMs with and without external DEM](image)

(a) With external DEM  (b) Without external DEM  (c) Elevation difference

**Figure 7.2** DEMs when including (a)/ excluding (b) an external DEM to correct for topography. 500 m elevation contours are overlain. (c) Elevation differences, i.e. $c = a - b$. Please note that the DEM in (a) is the RL-DEM, i.e. Fig. 2(a) in Levinsen et al. (2015c) (Appendix C), although without the contours.
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Figure 7.3 Locations of $dH$ estimates along Envisat and CryoSat-2 LRM ground-tracks and in SARIn data points (a), based on all available ICESat, ATM, and LVIS data (b). The observations are overlain the RL-DEM in Fig. 7.2(a).
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Table 7.2 Validation of DEM against 2011 CryoVEx and ATM data for the model built with (top) and without (bottom) an external DEM to reduce topographic errors. The search radius for neighboring DEM and validation points is 500 m, and elevation differences are derived cf. \( dH_{\text{valid}} = H_{\text{DEM}} - H_{\text{valid}} \). The mean and STD (\( \sigma \)) are estimated. Please note that the values for the model developed with an external DEM is also provided in Table 2 in Levinsen et al. (2015c) (Appendix C).

<table>
<thead>
<tr>
<th></th>
<th>Above 2200 m</th>
<th></th>
<th></th>
<th>Below 2200 m</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of points</td>
<td>mean [m]</td>
<td>( \sigma ) [m]</td>
<td># of points</td>
<td>mean [m]</td>
</tr>
<tr>
<td>W/DEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATM</td>
<td>3,860</td>
<td>0.1</td>
<td>7.9</td>
<td>15,094</td>
<td>1.2</td>
</tr>
<tr>
<td>CryoVEx</td>
<td>195</td>
<td>-1.6</td>
<td>13.8</td>
<td>869</td>
<td>0.1</td>
</tr>
<tr>
<td>W/out DEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATM</td>
<td>3,860</td>
<td>-0.8</td>
<td>23.2</td>
<td>15,107</td>
<td>110.0</td>
</tr>
<tr>
<td>CryoVEx</td>
<td>195</td>
<td>-1.7</td>
<td>17.1</td>
<td>869</td>
<td>154.6</td>
</tr>
</tbody>
</table>

of the ground-tracks would introduce errors when implementing the observations in a \( 2 \times 2 \) km model.

Table 7.3 provides the results of the validation, which was carried out similarly to above, although this time including all validation points. It is found that the mean and STD with the GIMP are smaller for all altitudes, and that these values increase for the remaining three surface models. Thus, the GIMP provides the optimal model for accounting for the surface topography not covered/resolved by the RA and LA data. Overall, the mean and STD for DEM points above 2200 m altitude are quite similar as they range from \(-0.2 \pm 13 \) m (GIMP; ATM) to \(-2.6 \pm 25 \) m (ICESat; ATM). The largest differences are found at lower altitudes, which correlates with the region where slope-induced errors in RA data, short or long observation periods, and the specific techniques have the largest impact. E.g. the values for the DEM based on the Helm et al. (2014) model confirm the large offsets with 2012 ATM data as posted in the paper, thereby demonstrating the advantage of combining observations from different sensors to increase the amount of resolved surface detail. Overall, the results with the GIMP support the finding described in the paper (Appendix C: Tables 3 and 4): That the optimal DEM is developed using the GIMP.
Table 7.3 Validation of DEMs derived using an external elevation model against 2011 ESA CryoVEx and ATM data. The search radius for neighboring DEM and validation points is 500 m, and elevation differences are given as $dH_{valid} = H_{DEM} - H_{valid}$.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Validation data</th>
<th>Above 2200 m</th>
<th>Below 2200 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of points</td>
<td>mean</td>
<td>σ</td>
</tr>
<tr>
<td>CryoSat</td>
<td>CryoVEx</td>
<td>400</td>
<td>-2.2</td>
</tr>
<tr>
<td></td>
<td>ATM</td>
<td>7,710</td>
<td>-0.3</td>
</tr>
<tr>
<td>GIMP</td>
<td>CryoVEx</td>
<td>400</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>ATM</td>
<td>7,710</td>
<td>-0.2</td>
</tr>
<tr>
<td>Bamber</td>
<td>CryoVEx</td>
<td>400</td>
<td>-2.1</td>
</tr>
<tr>
<td></td>
<td>ATM</td>
<td>7,708</td>
<td>-1.2</td>
</tr>
<tr>
<td>ICESat</td>
<td>CryoVEx</td>
<td>400</td>
<td>-0.9</td>
</tr>
<tr>
<td></td>
<td>ATM</td>
<td>7,710</td>
<td>-2.6</td>
</tr>
</tbody>
</table>
7.4 Comparison of RL-DEM with CryoSat-only model

In the study by Nilsson (2015), a 0.01°lat × 0.025°lon DEM of the GrIS is developed from CryoSat-2 data from July 2010 to August 2014 with a reference epoch in 2012. The model is compared against the RL-DEM and validated against ATM and CryoVEx data from 2011. In order to fully understand the results of the validation and comparison, the background for the DEM development is first described.

The CryoSat-only DEM is developed as a side-product during SEC estimation to extract the topographic signal from the surface heights. For this reason, it is confined to ice-covered regions only. The method is similar to that described by Zwally et al. (1990), i.e. a local, bi-quadratic surface modeling approach. More specifically, an iterative, distance-weighted, least-squares minimization is used for gridding the observations. A minimum of ten data points is required for the fitting procedure to work, and so the search radius is variable to ensure that the requirement is met. The radius is set to vary between 5 km and 25 km. The distance weighting factor, \( W \), is determined as:

\[
W = \frac{1}{1 + \left( \frac{D}{D_c} \right)^2}
\]

where \( D \) is the distance from the prediction point to a given observation and \( D_c \) is a weighting factor set to the resolution of the grid cell. This ensures a greater weighting of observations closer to the prediction point, and that the local topography is preserved. An iterative fitting procedure is carried out in which outliers are removed, e.g. due to negative surface elevations or too large errors. In this case, a bilinear fit is applied instead, and if this does not work, the search radius is increased and the fitting routine reapplied. If a reliable result still has not been produced, IDW is applied using the 20 nearest DEM elevations to fill the missing value.

Prior to gridding the observations, a correction for surface penetration is applied. It assumes a constant bias in space, and separate values are derived for the LRM and SARIn modes. The penetration depths are estimated as the mean elevation difference between CryoSat-2 and ATM data for the years 2011 – 2013. The observations are acquired in the months of February to June and April to May, respectively. The resulting values are 0.46 m for the LRM mode and 0.60 m for SARIn data, respectively, which are added to the heights.

The CryoSat-2 DEM is seen in Fig. 7.4(a) where (b) shows elevation differences as the RL-DEM minus the model in (a). The RL-DEM is visualized in
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Fig. 7.2(a) here and Fig. 2(a) in Levinsen et al. (2015c) (Appendix C), and the comparison is made for coordinates where the two DEMs intersect.

Keeping in mind the earlier RL-DEM reference epoch and the spatial pattern of SEC values (see e.g. Figures 10.1(a,b) and 11.1(a)), the elevation differences are expected to be positive over regions subject to a thinning. Positive or near-zero values are expected over the interior due to two things: The 2012 melt event increasing the reflecting surface seen by CryoSat-2 by approximately 0.6 m and the different ways of accounting for surface penetration. The RL-DEM study estimated penetration depths from 1 m to 4 m (Appendix C: Fig. 4) while Nilsson (2015) found values between 0.46 m and 0.60 m. Given near-zero SEC in the interior, the RL-DEM heights are expected to be higher than or nearly equal the CryoSat-2 DEM heights.

Fig. 7.4(b) shows zero or slightly positive elevation differences in the interior, while Table 7.4 demonstrates positive mean elevation differences both at higher and lower altitudes. The STD, however, are large and range from 75.7 m above 2200 m altitude to 250.3 m below. Firm conclusions on the exact size of the elevation offsets thereby cannot be drawn. The high STD may reflect that the CryoSat-2 model shows less surface topography than the RL-DEM in spite of being built from four years of observations to increase the spatial data coverage. The elevation offsets therefore indicate that the CryoSat-2 model cannot accurately reproduce the surface topography. The most distinct difference between the two DEMs is found at lower altitudes as the CryoSat-2 heights are generally higher, except for by Jakobshavn Isbræ and a few locations by the margin, where the pattern is reversed. These locations do not, however, necessarily agree with locations of an expected thinning. The reversed pattern over Jakobshavn Isbræ indicates that the large thinning rates outweighs the generally overestimated DEM heights. Other significant elevation offsets correlate with:

- Locations of troughs and narrow valleys illustrating the radar’s lacking ability to resolve such features over regions with steep topography,
- The geographical boundary between the LRM and SARin modes. This is, to some extent, visible in Fig. 7.3(a).

A more elaborate description of potential reasons for the elevation offsets is provided below.

Validation of the CryoSat-2 DEM against ATM and CryoVEx data from 2011 (Table 7.5) reveal large elevation offsets at lower altitudes resulting from too high DEM heights. This is mostly clear through the validation with ATM
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Figure 7.4 The Nilsson (2015) CryoSat-2 DEM (a) and elevation differences between the RL-DEM and the CryoSat-2 model (b). Please note that the CryoSat-2 heights have been extracted over points intersecting with the RL-DEM.

Table 7.4 Mean and STD are estimated for RL-DEM and CryoSat-2 DEM elevation differences. Please note that the CryoSat-2 heights have been extracted over points intersecting with the RL-DEM.

<table>
<thead>
<tr>
<th>Points</th>
<th>Above 2200 m</th>
<th>Below 2200 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of points</td>
<td>mean [m]</td>
</tr>
<tr>
<td>RL-DEM - CS-2</td>
<td>227,892</td>
<td>1.5</td>
</tr>
</tbody>
</table>
where elevation differences of $28.4 \pm 171.5$ m are found for points below 2200 m altitude against $11.7 \pm 51.6$ m with CryoVEx. The better agreement with CryoVEx data may be explained by the fewer validation points over the steep margins (Fig. 7.1). When comparing the validation results with those of the RL-DEM (Table 7.2, top panel), a few points are that the mean and STD for points above 2200 m altitude are similar while offsets at lower altitudes are larger with the CryoSat-2 model. The latter highlights the inability of radars to fully resolve the margin topography, as was also found in the CryoSat-2 model by Helm et al. (2014), and which created the motivation for including both laser data and the GIMP in the RL-DEM.

Validation of the CryoSat-2 DEM was expected to improve relative to that of the RL-DEM. This is due to the CryoSat-2 model being produced on a $0.01^\circ$lat $\times$ $0.025^\circ$lon grid, reducing validation biases from the DEM grid spacing relative to the size of the laser footprints. The expectation is not met, and several possible explanations exist for this, all of which may also explain the elevation offsets relative to the RL-DEM:

- In spite of the advantages with the SARIn mode, the radar still cannot resolve the bottom of troughs, narrow valleys, outlet glaciers, etc. This translates into interpolation errors in the gridding procedure.
- Noticeable differences in the range estimation between the LRM and SARIn modes, as also noticed in a 2010 – 2014 SEC map from A. Shepherd, University College London (pers. comm., June 2014).
- The choice of method. As the search radius can be increased to 25 km, a distance over which significant surface changes may occur, the resulting heights may not be realistic. Depending on the topography, the bilinear fit may not provide realistic elevations either.
- A large melt event in July 2012 (Nghiem et al., 2012) increased the surface height observed by CryoSat-2. The study by Nilsson et al. (2015) over the North Greenland Eemian Ice Drilling Project camp showed an elevation increase of $56 \pm 26$ cm when comparing CryoSat-2 data after the melt event (August – September) with those before (May – June). The observations are obtained from the L1b product and retracked with a 20% threshold, meaning that the surface part of the signal is enhanced. The positive rate of change reflects a higher reflecting layer, i.e. lower penetration depth, potentially due to the formation of dense ice layers.
- The correction for surface penetration. As the actual depth depends on snow characteristics, which may be variable in space, the underlying assumption of a spatially constant bias is not valid. Furthermore, the Nilsson (2015) biases are estimated from three years of observations, i.e.
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Table 7.5 Validation of the Nilsson (2015) CryoSat-2 DEM against 2011 CryoVEx and ATM data. The search radius for neighboring points is 500 m, and the mean and STD are estimated for elevation differences derived cf. $dH_{\text{valid}} = H_{\text{DEM}} - H_{\text{valid}}$. Please note that the CryoSat-2 heights have been extracted over points intersecting with the RL-DEM.

<table>
<thead>
<tr>
<th></th>
<th>Above 2200 m</th>
<th></th>
<th>Below 2200 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of points</td>
<td>mean [m]</td>
<td>σ [m]</td>
</tr>
<tr>
<td>ATM</td>
<td>3,274</td>
<td>1.5</td>
<td>7.4</td>
</tr>
<tr>
<td>CryoVEx</td>
<td>189</td>
<td>-1.1</td>
<td>14.3</td>
</tr>
</tbody>
</table>

Advantages of the method by Nilsson (2015) are the weighting of observations closer to a prediction point higher than those further away, the long observation period, and the use of SARIn data to increase the spatial data coverage. In spite of this, several aspects of the model affect the quality of the outcome, which decreases the amount of resolved surface detail and the agreement with validation data. The model therefore cannot act as an accurate, stand-alone DEM of the GrIS.
8 Relocation of conventional radar altimetry data

The study by Levinsen et al. (2015b) (Appendix D) compares two techniques for relocating Envisat and CryoSat-2 LRM data near Jakobshavn Isbrae. The results are validated against ATM to find the preferred method over regions with both steep terrain as well as smoother topography. Envisat and ATM data are acquired in May 2010 and LRM data in July 2010, the period closest in time where observations were available.

The main outcome of the study is that the accuracy of the relocation is highly dependent on the technique and spatial resolution of the a-priori DEM used for generating the surface topography. This is demonstrated by the significantly different relocation vectors obtained when slightly modifying the technique, as well as in validation of the results. As RA data are applicable for deriving, e.g., surface elevation, volume and mass changes (Helm et al., 2014; Hurkmans et al., 2012, 2014; Li and Davis, 2008; Sørensen et al., 2015; Zwally et al., 2005, 2011), potential errors in the relocation will transfer directly into these estimates. Currently, the majority of studies dealing with RA data over ice sheets do not dedicate particular attention to the relocation method used; this study suggests that more attention is needed to ensure a reliable correction.

8.1 Methodology

Several techniques for adjusting for slope-induced errors have been described in literature, e.g. by Bamber (1994); Brenner et al. (1983); Remy et al. (1989) and Hurkmans et al. (2012). As mentioned in the journal paper (Appendix D), the techniques applied here relocate the observations horizontally, so the measured range agrees with the POCA. One technique, referred to as 'the POCA', directly relocates the observations from nadir to the POCA, while the other uses the satellite altitude and the surface slope and aspect to derive the relocation vectors. The latter method is described by Hurkmans et al. (2014), and discards observations with local slopes exceeding 1.5°. The relocation vectors are given in Eq. (2.4). The techniques assume a non-uniform, respectively constant, slope within the illuminated area, and they use an a-priori DEM to generate the surface topography. Here, a-priori data originate from either Envisat or ATM or the GIMP DEM regridded to four different spatial resolutions for each dataset. This eliminates errors from external data and reduces those from RA data, while the variable DEM resolutions provide a minimum hori-
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Figures 8.2 – 8.3 present a subset of the relocated Envisat data over Jakobshavn Isbrae. They are also visualized in Fig. 1(a)–(c) in Levinsen et al. (2015b) (Appendix D).

The figures demonstrate that the relocation is highly dependent on the technique, mostly regarding the spatial resolution of a-priori data. Over the interior ice sheet, the relocations in Fig. 8.2 are fairly consistent for the GIMP at low spatial resolutions (> 4 km) while the largest variations are found at lower elevations with steeper topography. In no case, however, do all solutions agree, neither with respect to the direction nor magnitude of the displacement, and this in spite of a number of the relocations being based on the same set of equations. Generally larger relocation vectors are found with the method de-
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scribed by Hurkmans et al. (2012) than with the POCA, likely owning to the local slope approximation over regions with complex topography.

Validation of the relocated Envisat data against ATM (Appendix D: Table 1) reveals the POCA as the preferred method, and that the optimal results are obtained with the GIMP DEM regridded to a 2 km resolution. Applying the POCA to LRM data reveals the same result (Appendix D: Table 2), indicating that the resolution is applicable over both margin and inland parts of the GrIS. It further clarifies the applicability of the RL-DEM in relocation analyses. Additional tests of Envisat data with the GIMP at a 500 m posting were carried out based on the assumption that the higher resolution would improve the results over Jakobshavn Isbræ. This was not found, leading to the conclusion that the radar simply cannot resolve small-scale surface features over regions with steep slopes. It is an important result, which indicates faults in e.g. the relocation carried out by participant SEC-1 in the Round Robin exercise (Section 4.2).

The analyses demonstrate that the accuracy of the relocation is highly dependent on the approach: The relocated points simply do not overlap. The displacement depends on the spatial distribution and spatial and temporal resolution of the a-priori data. Location and elevation errors are inherent in RA data, and ATM data are confined to flight lines biasing the relocation towards the direction of densest data coverage. This means that local maxima may be missed. The GIMP has a higher spatial resolution however sees features that the RA likely cannot see. Furthermore, when correcting data acquired after the GIMP’s 2007 reference epoch, the intermediate surface changes are not accounted for. Therefore, no matter the approach, it is impossible to know the true location of the reflecting point.

In spite of this, a number of techniques are proposed for further testing. Based on the consistent results with CryoSat-2 LRM, they are to be applied to Envisat data over the ice margin:

T-a An iterative POCA method based on Envisat data for generating surface topography,
T-b Using the POCA method based on the GIMP regridded to eight different resolutions starting at 500 m and ending at 4 km. For each computation, the resolution is increased by 500 m,
T-c The POCA based on more contemporary LA data than those available for the study with ATM.
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The approach in T-a is similar to that applied by Helm et al. (2014), and validation of the results would reveal the accuracy of relocation. The advantage is that no external observations are used such that errors from, e.g., different data acquisition times are reduced. T-b would reveal more specific information on the horizontal scale of spatial features to be resolved by the radar. This is important for understanding the observations seen with the radar and for maximizing the accuracy of the relocation. The final technique (T-c) is applicable given a larger spatial LA data availability. Such may be obtained when both the ATM and LVIS are operated, and in case of temporal overlaps with ICESat’s periods of active lasers. However, due to the limitation of LA data in time and space, the highest accuracy of T-c is expected to be obtained over the smooth interior where local surface depressions are fewer and smaller than those closer to the ice margin.
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Figure 8.2 Reloected Envisat data over Jakobshavn Isbræ overlain the RL-DEM. The relocations are carried out using the method described in Hurkmans et al. (2012) as well as the POCA. All computations are based on the GIMP regridded to (a) 500 m, (b) 2 km, (c) 4 km, (d) and 8 km postings, respectively.
Figure 8.3 Relocated Envisat data over Jakobshavn Isbrae overlain the RL-DEM. The relocations are carried out using the method described in Hurkmans et al. (2012), where Envisat and ATM data, respectively, are used to develop a local DEM, as well as the POCA based on ATM data.
9 Outlook and conclusions

In this work, a DEM of the GrIS has been developed from contemporary Envisat and CryoSat-2 radar data merged with ATM, LVIS, and ICESat laser data. It is referred to as the RL-DEM. Radar echoes are subject to e.g. slope-induced errors and to penetration into the subsurface. This acts to lower the horizontal and vertical data accuracy, respectively. The former effect is mostly pronounced in conventional altimetry such as from Envisat and CryoSat-2 LRM.

In order to prevent the effects from translating into DEM errors, both are adjusted for in this work: The Levinsen et al. (2015b) study showed the preferred method for relocating Envisat and CryoSat-2 LRM data to be the POCA using the GIMP DEM regridded to a 2 km resolution to generate the surface topography. Originally, a 500 m resolution was obtained for LRM data, which therefore was applied in the DEM development. However, later work showed 2 km to be preferred, which will be implemented at a later stage. CryoSat-2 SARIn data were relocated separately by applying a correction for a $2\pi$ phase ambiguity error. A particularly important outcome of the Levinsen et al. (2015b) study is the relocation vectors’ sensitivity to different methods and DEM resolutions, which may translate into errors in derived surface elevation, volume or mass changes.

The vertical errors were accounted for using contemporary airborne and spaceborne laser data. By estimating the radar-laser elevation offsets, the radar heights were adjusted towards the true surface thereby ensuring confidence in the estimates. This was ensured due to the use of the spatial interpolation tool collocation for interpolating the residuals: This accounts for the spatial data distribution and errors and allows for accurately reproducing the input values. Thus, no matter the reason for a given residual, e.g. a physical error or intersatellite biases, collocation reproduces the signal, which is then added back to the radar elevation. Therefore, the RL-DEM could have been developed without laser data, which would, however, compromise the vertical RL-DEM accuracy. This was not desirable.

As seen in Fig. 7.3, few laser and radar points exist along the coastal margin and with a lowering latitude. This is due to the short observation period, the satellite orbit, and the flight lines. Interpolating input data to the entire ice sheet to develop the DEM would therefore compromise the accuracy over regions with a sparse data coverage. This is demonstrated in Fig. 7.2(b) where few surface details are resolved, particularly relative to (a) where an external
model, the GIMP, was used to adjust for the missing topography. Validation of the two models is given in Table 7.2; a comparison with ATM and ESA CryoVEx data from 2011 shows elevation offsets exceeding 100 m for (b) whereas mean elevation differences and standard deviations for (a) decrease to 0 m and 10 – 60 m, respectively. Including the GIMP was therefore a compromise between the amount of resolve surface detail and the RL-DEM accuracy. The drawdown from keeping to RA is demonstrated by Helm et al. (2014) and Nilsson (2015), who built DEMs from one and four years of CryoSat-2 data, respectively, and could not properly resolve the surface detail along the coastal and ice margins.

Based on the above, a contemporary DEM of the GrIS is now available. The reference epoch is 2010. The RL-DEM is referenced to the WGS-84 ellipsoid and published in both a $2 \times 2$ km polar-stereographic and $0.02^\circ$lat $\times$ $0.05^\circ$lon WGS-84 projection, respectively. The analyses setting the grounds for the DEM development as well as the foundation of contemporary observations have greatly improved the horizontal and vertical accuracy, hence providing the DEM with an advantage over previous models.
Part III

ECV production and outlook

The third and final part of the dissertation sums up the first two by providing the first results following from the Round Robin exercise as well as an outlook and ideas for further work, based on the results obtained during the Ph.D. study. It regards both the first repeat-track results over the Greenland Ice Sheet as well as a merged repeat-track and cross-over result. Both are derived using Envisat data. It involves a study of the impact of elevation changes upon volume changes when the underlying radar data are relocated differently. A discussion of future work involves the application of the 2010 RL-DEM for Envisat elevation change detection when the satellite’s drifting orbit prevented repeat-track analyses. It also involves the possible use of two ECV parameters in conjunction, namely surface elevation changes and ice velocities. This is based on a study by Hurkmans et al. (2014), who explored the correlation between gradients of the two parameters. Finally, a comparison of changes in ice velocities and elevation changes over an approximately 15-year time period is presented, followed by a summary of the results obtained during the Ph.D. study. This outlines both the first results of the Ice Sheets CCI project as well as those generated over the past three years.

The repeat-track results from Envisat are described in the journal paper provided in Appendix B. It is published in the Remote Sensing of the Environment. The remaining work presented below is carried out for this specific study and has not yet been published.
10 The first Envisat RT results

As mentioned previously, one of the goals in the Ice Sheets CCI project is the derivation of a long-term SEC trend of the GrIS from RA. Cf. Part I describing the Round Robin exercise, the optimal method for an ice sheet-wide change detection is obtained from a combined RT and XO module. If the observations do not follow a repeat ground-track, application of the RT method is not possible and another approach will be implemented. In the case of Envisat data from 2010 - 2012, an along-track method is applied where the observations are binned into segments (Section 4.1). This section presents the first Envisat RT results over the GrIS (Appendix B). They are estimated from observations acquired during the satellite’s repeat orbit, namely from November 2002 until October 2010, and retracked with the ICE-2. The estimation is based on method (c) in Section 3.1 in the study by Sørensen et al. (2011). It performs a LSq adjustment adapted to RA data by also including the three waveform parameters $B_s$, $L_w$, and $T_e$, in the regression. This is similar to the method by Flament and Rémy (2012) applied to observations over Antarctica. The model in this work takes it one step further by also adjusting for seasonal variations in the surface elevation.

By applying the model to observations divided into 1000 m along-track segments, the obtained SEC estimates are as presented in Fig. 1 in the journal paper (and in a smaller version here in Fig. 10.1(b)). They show a clear thinning along the margin, which is most distinct on the west coast. Furthermore, the three outlet glaciers Jakobshavn Isbræ, Kangerdlugssuaq, and Helheim are clearly visible, all showing a thinning. Of these, Jakobshavn Isbræ shows the largest draw-down, consistent with the glacier experiencing the largest mass loss and surface velocities (Howat et al., 2011; Joughin et al., 2014). In the interior ice sheet, a slight thickening is observed. Overall, the results agree well with those obtained from 2003 – 2009 ICESat RT data (Hurkmans et al., 2014; Sørensen et al., 2011) and GRACE data from that same period (Khan et al., 2010); the latter study shows how a mass loss has moved up the west coast compared to previous years, consistent with the spatial distribution of elevation changes. One interesting feature is the thickening on the northeast coast, near Storstrømmen glacier in Kong Frederik VIII land, when the region north thereof shows the opposite pattern. The thickening is also observed by Thomas et al. (2009), who compared ATM SEC rates from repeat flights in 1994 – 1999 with those from 1999 – 2007, and by J. Nilsson, who estimated SEC from 2010 – 2014 CryoSat-2 data using both a XO and a plane-fitting module (Nilsson, 2015).
Figure 10.1 Comparison of repeat-track surface elevation changes over Greenland from ICESat (a) and Envisat (b), and the difference between the results (c). The observation period is 2003 – 2009. This is Fig. 4 in the journal paper. The regions labeled Z1 – Z4 indicate areas singled out for interpreting the different SEC signals. The interpretations are aided by modeled changes of accumulation rate and firn air content (Fig. 5 in the journal paper).
The above confirms the conclusion from the RR, namely the potential for using RA data to accurately resolve SEC throughout the ice sheet. However, as the Sørensen et al. (2015) study further shows, care must be taken when interpreting the SEC signal. This is concluded after comparing colocated 2003–2009 RT results from Envisat and ICESat; the latter data originate from the work by (Sørensen et al., 2011). The comparison is confined to observations above the equilibrium line altitude (ELA) as defined from the HIRHAM5 regional climate model (RCM) (Lucas-Picher et al., 2012). This serves to use snow parameters to explain potential differences in the SEC signal.

Fig. 10.1 illustrates the SEC estimates obtained from the two sensors while Fig. 5 in the journal paper presents two climatic parameters used for interpreting the differences: changes in the accumulation rate and in the firn air content. They are derived from the HIRHAM5 RCM and a firn densification model, respectively. Additional parameters were analyzed, such as the surface temperature and density, but none of them showed a clear correlation with the SEC differences. Four different zones (Z1–Z4) are singled out to focus the interpretation. An example here is provided from Z1: Envisat observes a smaller thinning than ICESat, which is consistent with a decreasing accumulation rate and firn air content. The former is likely to explain the ICESat signal, as a thinning already occurs, while the latter does the Envisat signal: When the firn air content is reduced, the density of the subsurface snow/firn increases, which increases the height of the reflecting layer seen by the radar.

The overall conclusion of the comparison is that no single parameter can fully explain the observed differences; this forms the basis for the conclusion of applying caution in RA-based SEC studies. However, when performing this comparison and interpretation, the following must be remembered:

- The uncertainties associated with changes in the accumulation rate and firn air content are as high as 20% and 40%, respectively,
- Due to ICESat’s limited data acquisition periods, the observations are not acquired simultaneously,
- The different footprints mean that the sensors resolve different surface signals,
- Relocation errors may have an influence: At the time the study was conducted, the relocation analyses (Appendix D; Levinsen et al. (2015b)) had not been completed. As the method described by Hurkmans et al. (2012) shifted the points upslope, which is in accordance with theory, this method was applied with the Bamber et al. (2001) DEM used for topography. Such a strategy resembles that in most RA-based studies
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over ice sheets. However, Table 1 in Appendix D shows that the approach used in Hurkmans et al. (2012) is associated with great uncertainties, and Section 3 and Tables 3 + 4 in Appendix C demonstrate that the Bamber et al. (2001) DEM contains errors much larger than those in other DEMs. Therefore, while this does not change the magnitude of the observed SEC signal, it does mean that the error of their distribution in space presumably has not been minimized to the degree possible. Although the largest errors are expected to occur below the ELA, it still does complicate the direct comparison with ICESat data.

All in all, RA data are indeed applicable for an ice sheet-wide SEC detection. However, we do need to further our understanding of the climatic signal in the subsurface to better understand what the radar actually sees. This requires the inclusion of climate models to better understand the changes in snow characteristics. Although none of the climatic parameters fully and singlehandedly explain the RA-LA SEC offsets, they do provide important information on the physics behind the differences.

11 The first merged RT and XO results

The following serves to present a preliminary merged RT and XO SEC product from Envisat data. As the long-term CCI SEC product consists of five-year running means (Sørensen, 2012), the period from 2006 – 2010 is chosen for this study. It provides a fair basis for comparison with the 2002 – 2010 RT data, while the observation period ends before Envisat was put into a drifting phase. The RT trend is produced in a manner similar to the above, again in 1000 m along-track segments. XO data are processed using the method by Khvorostovsky (2012), described in Section 3.1, and binned into $0.2^\circ \times 0.5^\circ$ lon grid cells. The observations are retracked with the ICE-1 rather than ICE-2. The reasoning is found in the processing of ERS data for the final product, which originate from the REAPER dataset (European Space Agency, 2014a): The REAPER data contain ranges derived with both an Envisat-style ICE-1 and the ICE-2 retrackers, and thereby contain all three waveform parameters. However, the ICE-2 results are currently subject to large biases and noise meaning that care must be taken when assessing the data quality (Steven Baker, pers. comm., September 2014). In order to minimize errors from retracking the ERS and Envisat data differently, the ICE-1 was preferred. The main difference between this dataset and that from the ICE-2 is that the ICE-1 product does not
contain all three waveform parameters. As such, the only correction performed in the LSq adjustment for both RT and XO data is for Bs. Building on the relocation analyses, the two SEC products are relocated using the POCA with the GIMP DEM regridded to a 2 km posting. They are then merged into a $0.05^\circ \text{lat} \times 0.125^\circ \text{lon}$ grid, i.e. approximately $5 \times 5$ km, using GRAVSOFT collocation (Appendix G) (Forsberg and Tscherning, 2008).

The results are presented in Fig. 11.1. Similarly to Fig. 1 in the Sørensen et al. (2015) paper, they show the large thinning on the west coast, particularly near Jakobshavn Isbræ and north hereof (a). The thinning over the Helheim glacier is clearly visible, while that over Kangerdlugssuaq is not as pronounced. This may reflect the less abrupt mass changes observed during that same period by Howat et al. (2011), who investigated the yearly changes over the period 2000 – 2011. As in the 2002 – 2010 RT changes, the southern GrIS appears to be thinning, whereas the interior and the area near Storstrømmen glacier are thickening. The region north of Storstrømmen is thinning. The SEC errors (b) are estimated as the mean residual between the model fit and input observations. They reach a maximum of $0.31 \text{ m yr}^{-1}$ with the highest values located on the west and northeast coasts. This is consistent with regions experiencing the largest SEC and hence reflect both the rapid surface changes as well as the dynamic topography captured by the RA footprint. Another noticeable feature in the error map is the overall higher errors in the south, arising from the increasing separation distance between ground-tracks, which decreases the availability of RT and XO points. Furthermore, XO errors at lower altitudes are typically higher than RT errors, potentially owning to the topographic variability within the grid cells. Reasons for XO errors are discussed in greater detail in Section 12 below.

As the overall spatial SEC pattern agrees with those observed with ICESat and Envisat (Section 10), this first merged solution therefore does resolve changes on both a basin- and ice sheet-scale. This serves as a promising start.

The final data product will be derived from merging the RT and XO estimates weighted by their corresponding errors. Hence, the interior will be covered by combined RT and XO data while the solution along the margin predominantly will consist of RT data. Another thing to note is the application of the ICE-1 retracker rather than the ICE-2. This means that the tracking point is found differently, which may result in a range offset. Furthermore, in spite of the REAPER data containing all three waveform parameters, the only parameter corrected for here is the Bs. The effect of this is elaborated upon in Section 13.
Figure 11.1 Preliminary SEC results (a) and corresponding error map (b) from Envisat when merging separate repeat-track and cross-over results using collocation. The observation period is 2006 – 2010. Please note the different scales on the colorbars.
12 Relocation methods’ impact on volume changes

As discussed earlier, relocation methods can be associated with great uncertainties. In order to explore potential consequences, an analysis is made where the RT and XO solutions from 2006 – 2010 are relocated separately in three different ways after which the estimates are converted into volume changes, \( \frac{dV}{dt} \). The focus area is that over the Jakobshavn Isbræ drainage basin as it was also used in the Round Robin exercise.

More specifically, a 100 × 100 km area is chosen near the glacier outlet. The RT and XO estimates within this region are selected and relocated separately. The latter occurs with the POCA based on the GIMP regridded to 500 m and 2 km postings, respectively, as well as the Hurkmans et al. (2012) method, also using the GIMP at 2 km. The POCA method demonstrates the effect of applying a high, respectively, low resolution model of surface topography to RA data; the Hurkmans et al. (2012) method using the GIMP at the otherwise optimal spatial resolution still produces an offset.

Following relocation, the RT data are interpolated onto a 1 × 1 km grid cf. the size of the along-track segments. Similarly, XO data are interpolated onto a 15 × 20 km grid corresponding to the 0.5°lon × 0.2°lat resolution. Using SI units, the volume change estimate is derived and converted into km\(^3\) yr\(^{-1}\): 

\[
\frac{dV}{dt} = \left( \sum_{i=1}^{N} A_i \frac{dH_i}{dt} \right) \times 10^{-9}
\]

\(A_i\) corresponds to the area of the respective grid cell as mentioned above. The location and estimation values of the input SEC data are shown in Fig. 12.1. As in the remaining figures in this section, both solutions are plotted as point values rather than 1 × 1 km or 15 × 20 km cells. This is done to better illustrate the range of the SEC estimates as well as the effect of the relocation. Fig. 12.1 shows that only 11 XO points are available, which is far less than the 320 RT points. XO data are mostly confined to higher altitudes rather than the drainage basin, and the SEC values range from \(-4.4\) to 0 m yr\(^{-1}\). Most signals are more positive than \(-1.5\) m yr\(^{-1}\). RT data cover greater parts of the fast-moving drainage basin. The SEC signals span \(-7.2\) to 0 m yr\(^{-1}\) with most values higher than \(-4.5\) m yr\(^{-1}\). Fig. 12.2 shows the position of all relocated XO points, while a subset is presented for RT. The subset is made as plotting of all the RT points would make it difficult to obtain a clear image of the displacements.
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Figure 12.1 Original location of surface elevation change estimates derived using the repeat-track (a) and cross-over (b) methods. The observation period is 2006 – 2010.

Figure 12.2 Relocated location of surface elevation changes derived using the repeat-track (a) and cross-over (b) methods. The observation period is 2006 – 2010. Due to the large amount of repeat-track points, (a) only shows every fifth observation. This makes it easier to visualize the effect of the relocation.
### Table 12.1

<table>
<thead>
<tr>
<th>Method</th>
<th>Volume change [km³ yr⁻¹]</th>
<th>Deviation from mean (method) [%]</th>
<th>Deviation from mean (total) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Hurk (2 km)</td>
<td>-24.02</td>
<td>-6.15</td>
<td>-48.01</td>
</tr>
<tr>
<td>RT POCA (500 m)</td>
<td>-21.93</td>
<td>3.08</td>
<td>-35.13</td>
</tr>
<tr>
<td>RT POCA (2 km)</td>
<td>-21.93</td>
<td>3.07</td>
<td>-35.14</td>
</tr>
<tr>
<td>XO Hurk (2 km)</td>
<td>-8.91</td>
<td>9.36</td>
<td>45.10</td>
</tr>
<tr>
<td>XO POCA (500 m)</td>
<td>-10.27</td>
<td>-4.49</td>
<td>36.71</td>
</tr>
<tr>
<td>XO POCA (2 km)</td>
<td>-10.31</td>
<td>-4.87</td>
<td>36.48</td>
</tr>
</tbody>
</table>

Volume changes are derived for all datasets, and deviations from the mean value are calculated both relative to the specific method (either RT or XO) and to the combined estimate. The results are presented in Table 12.1. All values of volume change are negative, signifying a volume loss. The RT method produces the highest loss. It has a mean value of 22.63 km³ yr⁻¹ and reflects the ground-tracks crossing parts of the fast-moving basin. The XO values are lower, with a mean of 9.83 km³ yr⁻¹. This is due to two of things: The location of the points at higher altitudes where smaller surface changes occur, and the large grid cells, which result in part of the SEC signal being lost when averaging the observations. The same observation was made in the Round Robin exercise. Additional errors may arise from the fact that the XO points are relocated during post-processing, not pre-processing, such that grid cells may be wrongly located, and that these locations may do not necessarily correspond to the exact XO point location. The mean volume loss for the two methods is 16.23 km³ yr⁻¹.

When considering the volume losses with respect to the mean for each method (second column, Table 12.1), the two POCA relocations yield similar results for both RT and XO; the former estimate is, however, more than twice that of the latter. Similarly, the RT result based on the Hurkmans et al. (2012) method is approximately three times as high as that for XO. Within the RT segment, variations of \( \frac{dV}{dt} \) reach 9.23% while those for XO data reach 14.23% (column 2). When compared with the combined mean, the numbers change to 12.88% and 8.62%, respectively (column 3). Hurkmans et al. (2012) lowered the volume change error by 14% relative to
ICESAT/ATM data by applying this relocation method to Envisat data. Assuming the rates from the 2 km RT POCA approach to be more realistic (Appendix D: Table 1), this study suggests that the volume change error can be reduced even further. The choice of relocation method therefore has a significant impact on the estimation accuracy.

Whereas deviations from the separate RT or XO mean values are typically around 10% percent, those with respect to the combined mean range from ±35% to ±48%. Particularly the latter numbers are very high. Fig. 12.3 shows the SEC values from Fig. 12.1 overlain elevation changes derived by co-registering stereoscopic imagery from SPOT-5 to contemporary ATM and ICESat data. This reduces horizontal and elevation-dependent errors in the imagery and allows for resolving the changes with a resolution of 100 m. The observation period is 2007 – 2008 (Levinsen et al., 2013). It is clear that the RT and XO locations do not cover the fastest-changing parts of the glacier, and this indicates that the full volume loss cannot be resolved even with RT data. Therefore, the percentile deviations send a highly important signal: That we need to tread carefully when interpreting volume changes from altimetry data. In case the volume changes are used to infer mass changes, a similar ‘warning’ applies here.

The issue is highlighted by Simonsen et al. (2015), who compared volume and mass changes from ICESat data with those from combined ICESat and airborne laser-scanner data. The studied region was the Godthåbsfjord drainage basin on the west coast of Greenland. The airborne campaigns covered the outlet glaciers, unlike the ICESat ground-tracks at higher altitudes. The inclusion of airborne data doubled the estimated mass loss and thereby made a substantial contribution to the observed changes. This indicates that the combination of data allowed for a more realistic change detection than that from ICESat data alone.

In order to put the values estimated in this work into a perspective, published values of volume and mass losses are presented in the following: Helm et al. (2014) estimated an ice sheet-wide volume loss of 146 km$^3$ yr$^{-1}$ using 2003 – 2009 ICESat data, while Nilsson (2015) found 224 km$^3$ yr$^{-1}$ from 2011 – 2014 CryoSat-2 data. Howat et al. (2011) published mass changes from combined discharge and SMB estimates and found Jakobshavn Isbræ’s total mass loss to vary between 25 Gt yr$^{-1}$ and 34 Gt yr$^{-1}$ in the years 2006 – 2010. Shepherd et al. (2012) found a GrIS mass loss of 263 Gt yr$^{-1}$ from 2005 – 2010. The studies indicate that the changes over Jakobshavn Isbræ represent
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approximately 10% of the total ice sheet. It supports the finding that the RT estimates are the ones best representing the truth, however that they underestimate the total change. This underlines the effect of the number and spatial distribution of RT and XO points: Errors are introduced when interpolating the point values to the 100 × 100 km observation area; these are largest for the 11 XO points, which simply cannot reproduce a realistic pattern of changes. In conclusion, care must be taken in analyses of volume and mass changes from altimetry data, and the choice of relocation method will affect the resulting accuracy when using RA data.

Figure 12.3 Original location of Envisat surface elevation changes from 2006 – 2010 derived using the repeat-track (a) and cross-over (b) methods. The values are overlain elevation changes from 2007 – 2008 derived from SPOT-5 imagery co-registered to ICESat and ATM data. They are obtained from the study by Levinsen et al. (2013). Please note the different color scale compared to Fig. 12.1.
13 Perspectives and future work

Following the estimation of a 2002–2010 SEC trend from Envisat data, the next step is to make a similar study of 2010–2012 data from the satellite’s drifting phase. A brief description of the applied along-track method is provided in Section 4.1. The model requires a DEM to subtract a topographic signal from the elevations. As the RL-DEM developed in this study (Part II) has a $2 \times 2$ km resolution, and the final SEC product is gridded to $5 \times 5$ km, the respective resolution is sufficient for accurately aiding the SEC estimation. It will therefore be included in the process. Cf. the relocation study (Appendix D) and the RL-DEM’s 2010 reference epoch, an additional benefit is its applicability in relocating the Envisat data. As such, it will be applied for this purpose as well.

Given the availability of a routine for Envisat RT estimation using both ICE1 and ICE2 retracked data, a straightforward study would be to analyze the effect of waveform parameters on SEC when using either retracker. Khvorostovsky (2012) investigated the effects from Bs and all three waveform parameters combined using 1992–2008 ERS and Envisat data, retracked using a 10\% threshold algorithm provided by NASA/GSFC (Davis, 1997). He found a mean correction for all waveform parameters of $0.9 \pm 1.7$ cm yr$^{-1}$. The range of the correction was $\pm 10$ cm yr$^{-1}$. As such, the effect on the SEC signal is relatively small. It does, however, provide important information for furthering our understanding of the physical signal inherent in radar data, such as regarding surface penetration. Therefore, one study could involve separate investigations of Bs, LeW, and TeS on the ICE-2-derived SEC signal. In case of a future REAPER ICE-1 release containing all three waveform parameters, a similar study could be carried out on those data. Additionally, a comparison of ICE-1 with ICE-2 while only correcting for Bs would provide information on potential differences between the signal in each dataset.

Another step is to correlate SEC with climatic signals, such as changes in the firn air content and accumulation rate, surface density and temperature, etc. Direct comparisons are complicated due to different spatial resolutions and uncertainties of the data and models, as was e.g. highlighted by Lucas-Picher et al. (2012). They compared regional climate model output calculated at different spatial resolutions over the GrIS. HIRHAM5 simulations of summer and winter temperature and precipitation patterns at 0.05° and 0.25° resolutions were compared with ERA-Interim reanalysis model output interpolated onto a 0.75° grid. They found a good overall agreement between large-scale patterns
from all outputs, however that the high-resolution model more accurately reproduced the expected spatial weather patterns relative to topography: Snow accumulation peaks over the coasts were better captured, and an intensification of precipitation over fjord systems was observed. Furthermore, the mountains along the coast were higher than in lower-resolution models resulting in a colder climate. At the same time, however, particularly a winter warm temperature bias was found when compared with automated weather station data. The source may be located in the model specifications, as e.g. a poor vertical resolution of an input model would prevent it from accurately representing the katabatic winds prevailing over the ice sheet, or the cloud cover affecting the amount and distribution of incoming radiation.

However, with today's availability of observations and model output, a comparison of RA SEC trends with climatic data might still yield important information aiding the interpretation of the RA signal.

When working with RA data, the margins may be poorly resolved due to the satellite losing lock and the large footprint. In this case, a number of methods exist for preventing a reduced spatial coverage of SEC estimates. Zwally et al. (2005) supplemented ERS-1 and -2 data with ATM data, while Hurkmans et al. (2014) found the gradient of changes in ice velocities (IV) to correlate with the gradient of SEC. Both studies cover the GrIS, and the advantage of the latter is the inclusion of another output parameter from the Ice Sheets CCI project, namely IV.

Hurkmans et al. (2014) found the highest correlation over dynamically thinning regions, such as those containing Jakobshavn Isbræ, Kangerdlugssuaq, Helheim and, to a lesser degree, the Upernavik glacier. In those cases, space-time kriging with an external drift (ST-KED) was applied for deriving the SEC. The method thus was confined to margin regions. In ST-KED, a semi-variogram was fitted both in space and time, and the two were combined by assuming a linear relationship between the SEC rate and IV. It was applied for ice velocities exceeding 70 m yr$^{-1}$ and regression slope lower than $-2$. Over other regions, ordinary kriging was applied.

The external drift component is ideal over regions with sparse altimetry data or strong velocity gradients. Drawdowns of the method are the lack of accounting for the gradient in accumulation as this may affect the SEC pattern, and that one cannot assume a constant correlation over such large basins as those implemented here. It works well when the main reason for SEC is dynamic thinning, but this pattern may change during the observation period, hence lowering the accuracy of the output. However, given the grand availability of
IV produced in the CCI project, merging of the two parameters is ideal for increasing the spatial coverage of SEC estimates. At present stage, winter IV from Phase 1 of the project cover:

- The northern basins using 1991/1992 ERS-1 data,
- The margin using 1995/1996 ERS-2 data,
- The margin using 2006–2010 ALOS/PALSAR data,
- The Upernavik glacier using 1992–2011 ERS-1 and -2, ALOS/PALSAR and Envisat/ASAR data, whenever available,

The IV maps have a spatial resolution of 500 m. More information on the temporal and spatial distribution of IV estimates can be found in Shepherd (2012); Sørensen (2012). The work mentioned above is carried out during Phase 1 of the project, which runs from March 2012 to February 2015. Phase 2 will take place from March 2015 to February 2018. In this latter project phase, IV estimates will be generated for the entire GrIS as well as nine specific, major outlet glaciers. The computations will be based primarily on Sentinel-1 (launched April 2014) and 2012/2013 Radarsat data, combined with ERS-1 and -2 and Envisat data when necessary. Therefore, with CryoSat-2’s continued operation, the expected launch of Sentinel-3A in late 2015 (European Space Agency, 2015), and the repeated IV maps over the margin, the foundation is formed for exploiting the high-resolution IV data for SEC mapping over regions with lacking altimetry data.

14 ECV parameters for surface change detection

Following on from the SEC results in Section 11 and the production of IV maps mentioned above, the focus of this section is a comparison of results over time to consider the change in trends. All values are generated in the Ice Sheets CCI project and are applicable for detection of surface changes over ice sheets. The observation area covers Jakobshavn Isbræ, and the results confirm why this region was chosen for the Round Robin exercise (Part I).
Based on the IV data availability, and the first, five-year running means from RT and XO estimates being available for the years 1996 – 2000, the following is considered: IV maps from 1995/1996 ERS-2 and 2008/2009 ALOS/PALSAR data, and RT and XO solutions from 1996 – 2000 ERS-2 and 2006 – 2010 Envisat data. The results are presented in Figures 14.1 – 14.2, which also show a change in trends over the period. The SEC values from 1996 – 2000 are generated in the same way as those in Section 11, i.e. by separately relocating the RT and XO measurements and merging them onto a 0.05°lat × 0.125°lon grid.

For IV (Fig. 14.1), it is clear that a major speed-up over the main trunk has occurred and that velocities have increased with up to 800 m yr⁻¹. The velocities have increased throughout most of the area, particularly over the region covering and surrounding the trunk. A few negative values are found, indicating a slow-down. This may be attributed to errors resulting from a lack of coherence due to snowfall, decreasing the image-to-image correlation. The significant speed-up is consistent with results from Joughin et al. (2010), who found a more than doubling of the speeds over Jakobshavn when comparing 2000/2001 and 2005/2006 velocities from RADARSAT data.

The SEC results (Fig. 14.2) show an increased thinning throughout the region. During the first five-year period, only slightly negative values are found, which decrease to yielding a stronger thinning with time. The negative pattern does not reflect the specific location of the glacier outlet and trunk, as does the IV maps. This is likely due to the 1 × 1 km RT and 0.2°lat × 0.5°lon XO measurements being regridded onto an approximately 5 × 5 km map, thus preventing the resolution of features with smaller horizontal scales.

Overall, however, the pattern of an increased thinning correlates with an increased speed-up. The change in trends reflects an increased dynamic mass loss. This could not be concluded from altimetry data alone and hence illustrates the need for both datasets to better interpret the changes. The timing is consistent with periods of warming leading to the disintegration of the glacier’s floating tongue in 2003 and thus to increased flow speeds (Joughin et al., 2004, 2010). Furthermore, it is in agreement with the study by Howat et al. (2011) as well as other results from the CCI project: The former showed an increased ice discharge resulting from a significant change in ice flow rate (2000 – 2011), while the latter demonstrated rapid retreats of the calving front (Fig. 14.3). The calving front locations are derived from Envisat Advances Synthetic Aperture Radar (ASAR) imagery acquired in the summers 2003 to 2010; they make
Figure 14.1 Ice velocities over Jakobshavn Isbræ for the winters 1995/1996 (a) and 2008/2009 (b) as well as the difference in trends (c). They are derived from ERS-2 and ALOS/PALSAR data, respectively, and generated in the Ice Sheets CCI project.
Figure 14.2 Surface elevation changes over Jakobshavn Isbræ for the periods 1996 – 2000 (a) and 2006 – 2010 (b) as well as the difference in trends (c). They are derived from RT and XO solutions from ERS-2 and Envisat data merged onto a 5 × 5 km grid. The values are generated in the Ice Sheets CCI project.
out a third parameter to be derived in the Ice Sheets CCI project (Sørensen, 2012).

The above demonstrates a dynamic mass loss and thereby that the method described by Hurkmans et al. (2014) is indeed applicable for SEC detection when few or no altimetry data are available. It further documents the significant surface changes having occurred by Jakobshavn Isbræ over the past nearly two decades, and that these are observable using a number of techniques and datasets. Any further analyses of the observations are beyond the scope of this Ph.D. study. The mass loss consists of a SMB and a dynamic component (Andersen et al., 2015), and particularly the latter is not yet well understood (Joughin et al., 2012; Straneo and Heimback, 2013). Therefore, finally, the above explains why the region is the subject of a great many studies, such as the Round Robin, to comprehend the complex nature of the change signal.

![Figure 14.3](image-url)

**Figure 14.3** Calving front locations over Jakobshavn Isbræ derived from Envisat ASAR imagery acquired in the summers 2003 – 2010. The estimates are generated in the Ice Sheets CCI project.
15 Outlook and conclusions

The focus area of this Ph.D. study is the GrIS. It was carried out as part of the Ice Sheets CCI project, where one goal is to derive continuous, ice sheet-wide SEC time series starting in 1992. The time series will be based on merged ESA radar altimetry data from ERS-1 and -2, Envisat, CryoSat-2, and, in the future, Sentinel-3. This is made possible after the recent release of ERS REAPER data, which significantly increased the accuracy of the observations (European Space Agency, 2014a,d). The time series generated in the CCI project will be provided as five-year running means gridded to a $5 \times 5$ km resolution (Sørensen, 2012).

In this Ph.D. study, a so-called Round Robin exercise was carried out to find the optimal approach for the elevation change detection. Ten different solutions submitted by the scientific community were inter-compared relative to the choice of altimeter and method. Through validation against contemporary SEC trends from ATM data, two important conclusions were drawn: Repeat-track solutions from radar altimetry can be used for resolving ice sheet-wide elevation changes, and a combined repeat-track and cross-over module yields the most accurate results. The latter results from the exploitation of the high spatial coverage of repeat satellite ground-tracks, while errors from slope effects are reduced in intersections between ascending and descending orbits. Therefore, the first, ice sheet-wide repeat-track result from Envisat’s repeat orbit (2002 – 2010) is presented here along with a repeat-track and cross-over result from the period 2006 – 2010. The latter is also based on Envisat data and consists of a direct merging of the two datasets. Both RT and XO results reveal a thinning, which is mostly distinct along the west coast, and a thickening of the interior. This is in accordance with the pattern observed by e.g. Sørensen et al. (2011). Locations of the maximum errors agree with regions with steep topography, indicating that they reflect both the rapid surface changes with time as well as the dynamic topography within the area illuminated by the radar.

When the space-time distribution of radar echoes is random, the repeat-track method has to be replaced by a different approach. This is the case for both CryoSat-2 SARIn and 2010 – 2012 Envisat data. One solution is the application of an along-track algorithm where the elevation changes are derived relative to a reference track. A DEM can then be used to correct the radar heights for topography. Acknowledging the need for an up-to-date reference DEM, such one is de-
15 Outlook and conclusions

veloped here. It is based on Envisat and CryoSat-2 radar data from 2010 combined with ICESat, ATM, and LVIS laser data; the RL-DEM. Laser data are acquired in 2009 and 2010, and observations from the first year are adjusted to the latter by accounting for the elevation changes. This increases the spatial data coverage and reduces the RL-DEM errors. Vertical errors in radar data are corrected by assuming laser data to span the true surface and adjusting the radar heights relative hereto; this accounts for subsurface penetration of the echoes. Horizontal errors are reduced by relocating the Envisat, LRM, and SARIn data separately. This is done to achieve the highest accuracy possible for each dataset. The result is a $2 \times 2$ km DEM referenced to the WGS-84 ellipsoid and with a reference epoch in 2010. The use of a short observation period provides the RL-DEM with a strong advantage over other models, particularly those built from radar data: They are usually developed from observations acquired over longer time periods, hence introducing vertical errors from intermediate elevation changes, or a short time period, which compromises the amount of resolved surface detail. The RL-DEM instead exploits the advantages of each dataset to increase the accuracy in both time and space.

The Round Robin exercise showed that elevation change maps with a $5 \times 5$ km resolution is sufficient for an ice sheet-wide elevation change detection from radar altimetry. This indicates that the RL-DEM is suitable for application in such analyses. During the process related to the DEM development, a number of things became clear, two of which are mentioned here: That the relocation of radar data is highly dependent on the applied method, and that the RL-DEM is suitable for relocating radar data with measurement characteristics similar to Envisat’s.

The above was found in an elaborate study of relocation methods to account for slope-induced errors in conventional radar altimetry data. A number of approaches were tested on Envisat data over Jakobshavn Isbræ and on CryoSat-2 LRM data over the interior ice sheet. The observations were acquired in 2010, and all methods relocated the points horizontally to ensure agreeing locations and measured ranges. The analyses revealed significant inconsistencies both with respect to the direction and distance of the displacement: Some points were shifted down-slope to locations closer to the glacier outlet and ice margin, while other displacement vectors intersected in spite of the observations lying within the same footprint. Validation against contemporary ATM data revealed the Point of Closest Approach (POCA) method to yield the optimal results, and that this required a model at a 2 km resolution for both datasets to generate the surface topography. This resolution therefore is applicable over
regions with a steep as well as smooth surface topography. The main conclusion of the study was that a number of relocation methods are associated with significant errors, which will reduce the accuracy in the respective analyses of, e.g., surface elevations or derived volume and mass changes. Caution therefore is necessary when selecting the technique.

When converting the relocated repeat-track and cross-over estimates from 2006 – 2010 into volume changes, a number of things were found: The choice of relocation method affected the volume changes, and depending on the approach, variations of approximately 10% to 50% occurred. Furthermore, as the repeat-track locations do not necessarily coincide with regions subject to the largest surface changes, not even these data alone can fully resolve the signal of change. Repeat-track estimates therefore underestimate the volume changes. This issue is even larger for cross-over data as they represent averages over larger regions, and because the points are typically located at higher altitudes. As additional offsets in elevation change estimates, and thereby volume changes, result from the radar echoes being subject to e.g. surface penetration and volume scatter, care therefore must be taken when using altimetry data for surface-based analyses over ice sheets.
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A Derivation of method for Greenland Ice Sheet elevation change detection

Multiple methods exist for surface elevation change detection of ice-covered regions, e.g. the repeat-track or cross-over techniques (Khvorostovsky, 2012; Moholdt et al., 2010; Sørensen et al., 2011; Zwally et al., 2005, 2011).

This study focuses on arriving at the optimal method for an ice sheet-wide estimation over the Greenland Ice Sheet. It is achieved through an inter-comparison of ten solutions provided by the scientific community. The solutions cover the Jakobshavn Isbræ drainage basin and are based on either repeat-track or cross-over analyses using either Envisat or ICESat data. Inter-comparisons across datasets and techniques demonstrated that a combination of the two is preferred, and that radar altimetry data are applicable for elevation change detection even over margin regions. Thus, it is possible to exploit the large spatial data coverage in repeat-track analyses and the high accuracy in cross-over points to obtain highly accurate SEC maps from radar altimetry data.

The work leading to this conclusion is described in the paper below:


Title: ESA Ice Sheets CCI: Derivation of the optimal method for surface elevation change detection of the Greenland Ice Sheet – Round Robin results


Publication date: January 19th 2015

DOI: 10.1080/01431161.2014.999385
International Journal of Remote Sensing

Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/tres20

ESA ice sheet CCI: derivation of the optimal method for surface elevation change detection of the Greenland ice sheet - round robin results

J.F. Levinsen\textsuperscript{a}, K. Khvorostovsky\textsuperscript{b}, F. Ticconi\textsuperscript{cd}, A. Shepherd\textsuperscript{c}, R. Forsberg\textsuperscript{a}, L.S. Sørensen\textsuperscript{a}, A. Muir\textsuperscript{e}, N. Pie\textsuperscript{f}, D. Felikson\textsuperscript{f}, T. Flament\textsuperscript{c}, R. Hurkmans\textsuperscript{g}, G. Moholdt\textsuperscript{h}, B. Gunter\textsuperscript{ij}, R.C. Lindenbergh\textsuperscript{i} & M. Kleinherenbrink\textsuperscript{i}

\textsuperscript{a} DTU Space, National Space Institute, Technical University of Denmark, 2800 Kongens Lyngby, Denmark
\textsuperscript{b} NN, Nansen Environmental and Remote Sensing Centre, 5006 Bergen, Norway
\textsuperscript{c} School of Earth and Environment, University of Leeds, Leeds LS2 9JT, UK
\textsuperscript{d} Remote Sensing and Product Unit, EUMETSAT, 64295 Darmstadt, Germany
\textsuperscript{e} Department of Earth Sciences, University College London, London WC1E 6BT, UK
\textsuperscript{f} Center for Space Research, University of Texas, 3925 West Braker Lane, Suite 200, Austin, TX 78759-5321, USA
\textsuperscript{g} Bristol Glaciology Centre, School of Geographical Sciences, University of Bristol, Bristol BS8 1SS, UK
\textsuperscript{h} Scripps Institution of Oceanography, Institute of Geophysics and Planetary Physics, La Jolla, CA 92093-0225, USA
\textsuperscript{i} Department of Geoscience & Remote Sensing, Delft University of Technology, 2600 GA Delft, the Netherlands
\textsuperscript{j} School of Aerospace Engineering, Georgia Institute of Technology, Atlanta, GA 30332-0150, USA

Published online: 19 Jan 2015.

To cite this article: J.F. Levinsen, K. Khvorostovsky, F. Ticconi, A. Shepherd, R. Forsberg, L.S. Sørensen, A. Muir, N. Pie, D. Felikson, T. Flament, R. Hurkmans, G. Moholdt, B. Gunter, R.C. Lindenbergh & M. Kleinherenbrink (2015) ESA ice sheet CCI: derivation of the optimal method for
ESA ice sheet CCI: derivation of the optimal method for surface elevation change detection of the Greenland ice sheet – round robin results

J.F. Levinsen\textsuperscript{a*}, K. Khvorostovsky\textsuperscript{b}, F. Ticconi\textsuperscript{c,d}, A. Shepherd\textsuperscript{c}, R. Forsberg\textsuperscript{a}, L.S. Sørensen\textsuperscript{a}, A. Muir\textsuperscript{e}, N. Pie\textsuperscript{f}, D. Felikson\textsuperscript{f}, T. Flament\textsuperscript{g}, R. Hurkmans\textsuperscript{g}, G. Moholdt\textsuperscript{h}, B. Gunter\textsuperscript{ij}, R.C. Lindenbergh\textsuperscript{i}, and M. Kleinherenbrink\textsuperscript{i}

\textsuperscript{a}DTU Space, National Space Institute, Technical University of Denmark, 2800 Kongens Lyngby, Denmark; \textsuperscript{b}NN, Nansen Environmental and Remote Sensing Centre, 5006 Bergen, Norway; \textsuperscript{c}School of Earth and Environment, University of Leeds, Leeds LS2 9JT, UK; \textsuperscript{d}Remote Sensing and Product Unit, EUMETSAT, 64295 Darmstadt, Germany; \textsuperscript{e}Department of Earth Sciences, University College London, London WC1E 6BT, UK; \textsuperscript{f}Center for Space Research, University of Texas, 3925 West Braker Lane, Suite 200, Austin, TX 78759-5321, USA; \textsuperscript{g}Bristol Glaciology Centre, School of Geographical Sciences, University of Bristol, Bristol BS8 1SS, UK; \textsuperscript{h}Scripps Institution of Oceanography, Institute of Geophysics and Planetary Physics, La Jolla, CA 92093-0225, USA; \textsuperscript{i}Department of Geoscience & Remote Sensing, Delft University of Technology, 2600 GA Delft, the Netherlands; \textsuperscript{j}School of Aerospace Engineering, Georgia Institute of Technology, Atlanta, GA 30332-0150, USA

(Received 27 June 2014; accepted 28 October 2014)

For more than two decades, radar altimetry missions have provided continuous elevation estimates of the Greenland ice sheet (GrIS). Here, we propose a method for using such data to estimate ice-sheet-wide surface elevation changes (SECs). The final data set will be based on observations acquired from the European Space Agency’s Environmental Satellite (ENVISAT), European Remote Sensing (ERS)-1 and -2, CryoSat-2, and, in the longer term, Sentinel-3 satellites. In order to find the best-performing method, an intercomparison exercise has been carried out in which the scientific community was asked to provide their best SEC estimates as well as feedback sheets describing the applied method. Due to the hitherto few radar-based SEC analyses as well as the higher accuracy of laser data, the participants were asked to use either ENVISAT radar or ICESat (Ice, Cloud, and land Elevation Satellite) laser altimetry over the Jakobshavn Isbræ drainage basin. The submissions were validated against airborne laser-scanner data, and intercomparisons were carried out to analyse the potential of the applied methods and to find whether the two altimeters were capable of resolving the same signal. The analyses found great potential of the applied repeat-track and cross-over techniques, and, for the first time over Greenland, that repeat-track analyses from radar altimetry agreed well with laser data. Since topography-related errors can be neglected in cross-over analyses, it is expected that the most accurate, ice-sheet-wide SEC estimates are obtained by combining the cross-over and repeat-track techniques. It is thus possible to exploit the high accuracy of the former and the large spatial data coverage of the latter. Based on CryoSat’s different operation modes, and the increased spatial and temporal data coverage, this shows good potential for a future inclusion of CryoSat-2 and Sentinel-3 data to continuously obtain accurate SEC estimates both in the interior and margin ice sheet.

1. Introduction

As the climate is changing, a need has arisen for scientists and space agencies across the globe to combine their efforts into establishing long-term data records to observe the
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changes. This has led the European Space Agency to establish the Climate Change Initiative (ESA CCI) in which 13 essential climate variables are analysed, such as sea ice, ozone, fire, and ice sheets (ESA 2011a). This work is part of the ice sheet CCI for which the focus area is the Greenland ice sheet (GrIS). The motivation is an increased mass loss, e.g. demonstrated by Zwally et al. (2011), who used laser and radar altimetry and found an increase of \(164 \pm 5 \text{ Gt year}^{-1}\) from 1992–2002 to 2003–2007. Shepherd et al. (2012) compared mass balance estimates from the input–output method, laser altimetry, and gravimetry, and for reconciled estimates for 1992–2000 and 2000–2011, respectively, found that the mass loss rose from \(-51 \pm 65 \text{ Gt year}^{-1}\) to \(-211 \pm 37 \text{ Gt year}^{-1}\).

In order to increase our understanding of the changes, the goal of this work is to develop a method for creating ice sheet-wide maps of surface elevation changes (SEC) based on ESA radar altimetry from the European Remote Sensing (ERS) satellites, Environmental Satellite (ENVISAT), CryoSat-2, and Sentinel-3. This will enable the construction of time series running from 1992 until the present date. In order to find the optimal method for SEC production, a broad collaboration between relevant cryospheric and climate-related research groups is carried out. This is done in a so-called round robin (RR) exercise where members of the scientific community are contacted and encouraged to submit their best estimates as well as in-depth descriptions of the applied method. Here, we present the outcome of this exercise. The submitted results are intercompared and validated against airborne laser-scanner data, and the resulting conclusions form the basis for the final GrIS SEC production.

2. Surface elevation change studies from altimetry

Observations from both laser altimetry (LA) and radar altimetry (RA) are used in several SEC studies of the ice sheets, e.g. by Zwally et al. (2005, 2011), Sørensen et al. (2011), Flament and Rémy (2012), Khvorostovsky (2012), and Helm, Humbert, and Miller (2014). Common approaches are the repeat-track (RT) and cross-over (XO) techniques, where measurements along repeated ground-tracks or in XO locations between ascending and descending satellite passes are explored. The different methods are described by Slobbe, Lindenbergh, and Ditmar (2008), Moholdt et al. (2010), and Gunter et al. (2014).

For a number of reasons, the altimeters resolve the surface signal to varying degrees and precisions: laser data from the National Aeronautics and Space Administration (NASA) Ice, Cloud, and land Elevation Satellite (ICESat) illuminate about 60 m-wide ellipses, while echoes from ENVISAT have pulse-limited footprints of 2–10 km. Hence, RA signals reflect greater amounts of topography, reflected by slope-induced errors (see below). Furthermore, the echoes are subject to surface penetration and volume scatter, which introduce elevation errors. Nghiem et al. (2005) found penetration depths to exceed 1 m for Ku-band data over Greenland, while Forsberg, Keller, and Jacobsen (2002), for C-band data, found 15–20 m in the dry accumulation zone near the Geikie plateau, which decreased to zero towards lower altitudes. Such errors are not found in LA as the echoes reflect directly off the surface (Brenner et al. 1983, 2007; Ridley and Partington 1988; Bamber 1994). This explains the findings by Brenner, DiMarzio, and Zwally (2007) in a comparison of ICESat and ENVISAT surface elevations over Greenland and Antarctica. They found a laser elevation precision of 14–50 cm depending on the surface slope, and elevation differences ranging from \(9 \pm 52 \text{ cm}\) for slopes less than \(0.1^\circ\) to \(2.7 \pm 26 \text{ m}\) for slopes up to \(0.9^\circ\). The effect therefore varies when moving from the sloping, often
specular coastal margin to the smoother interior with smaller surface roughness (Legresy et al. 2005; Remy et al. 2012, Sørensen et al. 2014).

Slope-related errors can be attributed to two things: for RA, the large footprint means that the reflecting point over a sloping surface rarely coincides with nadir but rather somewhere up-slope. In this case, one can either correct the range measurement to the sub-satellite point, or the elevation measurement by e.g. adding a term based on the surface slope. For a 1° surface slope and a satellite altitude of 800 km, this error can shift measurement locations up to 14 km from nadir and introduce a vertical offset of approximately 120 m (Brenner et al. 1983; Hurkmans, Bamber, and Griggs 2012).

In RT analyses, an error results from the footprint rarely being exactly repeat. It is, however, larger for RA as e.g. ICESat is capable of performing off-nadir manoeuvres to better repeat previous ground-tracks (Schutz et al. 2005). In any case, the local surface topography in-between ground-tracks must be considered. This can be done by estimating the slope bias from the distance between ground-tracks as well as the surface slope between them, the latter derived from an external digital elevation model (DEM) (Slobbe, Lindenbergh, and Ditmar 2008).

RT analyses from RA therefore suffer from two types of slope-induced errors, which significantly increase data errors. Advantages are thus given to LA-based analyses, or to XO studies where measurements in overlapping ground-track locations are explored; hence, effects from the local topography can be ignored.

3. The round robin exercise

The ice sheet CCI RR was announced through personal invitations, postings on the CCI website (www.esa-icesheets-cci.org/), and on the e-mailing list for snow and ice related research, CRYOLIST (www.cryolist.org/). In order to establish a basis for intercomparing the results, the participants were given an observation area and instructions on which data to use. They were asked to submit their best SEC estimates, errors, and feedback sheets describing pre- and post-processing steps, estimation specifications, computational time, etc. This allowed for intercomparing the applied approaches.

The focus area was the Jakobshavn Isbræ drainage basin (68–71° N; 39–52° W), and the participants could use either ICESat or ENVISAT data. Laser data were included due to their high elevation accuracy and the sparsity of recent RA SEC studies of the GrIS. If a DEM was needed, the Greenland Ice Mapping Project (GIMP) model by Howat, Negrete, and Smith (2014), originally posted at a 90 m resolution, was recommended.

In total, 11 submissions were received, one of which was discarded as the results were not comparable with the remaining data sets. Table 1 shows the sensor and method used by the participants as well as the submitted output parameters; a more elaborate description of the methodologies is given in Section 3.2 and by Scharrer, Levinsen, and Ticconi (2013). In order to anonymize the results, the participants are referred to as SEC-1, SEC-2,…, SEC-10, the order in which they are named being random. Three participants used ENVISAT data and the remaining seven used ICESat. Of these, five groups applied the XO technique and the remaining five RT.

Some groups submitted both elevation time series and SEC estimates. In the former, the formation of time series is first made, e.g. one for each grid cell, after which typically linear least-squares regression is used to fit a trend to the surface elevations. The direct estimates are made when fitting a trend to elevation differences (dH) versus the temporal difference between the data acquisition times (dt).
The submissions are validated against airborne laser-scanner data acquired from NASA’s Airborne Topographic Mapper (ATM). Such data are used due to their high accuracy and spatial data coverage (Krabill et al. 2002). Finally, a number of submissions are intercompared to analyse the applied techniques and sensors. Thus, analyses of crossover versus repeat-track results and radar versus laser altimetry are carried out, to test the validity of the applied methods and investigate the performance of RA relative to LA. On the basis of the extensive amount of submissions across sensors and methods, the final conclusions form the basis for the optimal RA SEC solution for the GrIS.

### 3.1. Temporal extent and spatial resolution

Table 2 lists the spatial resolution and temporal extent of the submissions. The observation periods are mainly based on the operational period of the given sensor. Two ENVISAT data sets span the period from 2002 to 2010 corresponding to the 35-day repeat cycle, while the third covers the ICESat observation period from 2003 to 2009. The remaining submissions are based on ICESat and also cover 2003–2009. The laser acquisitions are, however, limited by the period of active altimeters and thus are carried out in two or three 35-day intervals per year.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Observation period</th>
<th>Spatial density</th>
<th>Spatial resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-1</td>
<td>Sep 2002–Oct 2010</td>
<td>Along ENVISAT tracks</td>
<td>5.0 km along-track segments</td>
</tr>
<tr>
<td>SEC-2</td>
<td>Oct 2003–Oct 2009</td>
<td>Along ICESat tracks</td>
<td>0.7 km along-track segments</td>
</tr>
<tr>
<td>SEC-3</td>
<td>Feb 2003–Oct 2009</td>
<td>Along ICESat tracks</td>
<td>1.0 km along-track segments</td>
</tr>
<tr>
<td>SEC-4</td>
<td>Oct 2003–Oct 2009</td>
<td>Along ICESat tracks</td>
<td>0.5 km along-track segments</td>
</tr>
<tr>
<td>SEC-5</td>
<td>Sep 2003–Oct 2009</td>
<td>Along ICESat tracks</td>
<td>1.0 km along-track segments</td>
</tr>
<tr>
<td>SEC-6</td>
<td>Feb 2003–Oct 2009</td>
<td>Grid cells covering 100% of area</td>
<td>8.0 km × 8.0 km grid cells</td>
</tr>
<tr>
<td>SEC-7</td>
<td>Oct 2003–Oct 2009</td>
<td>Grid cells covering about 93% of area</td>
<td>0.5° lat × 0.1° lon grid cells</td>
</tr>
<tr>
<td>SEC-8</td>
<td>Feb 2003–Oct 2009</td>
<td>Grid cells covering about 95% of area</td>
<td>1.2 km × 1.2 km grid cells</td>
</tr>
<tr>
<td>SEC-9</td>
<td>Sep 2003–Oct 2009</td>
<td>Grid cells covering about 97% of area</td>
<td>0.5° lat × 0.1° lon grid cells</td>
</tr>
<tr>
<td>SEC-10</td>
<td>Oct 2002–Oct 2010</td>
<td>Grid cells covering about 90% of area</td>
<td>10.0 km × 10.0 km grid cells</td>
</tr>
</tbody>
</table>
year (NASA 2013a, 2013b). No ENVISAT solutions cover the period from the lowering of the orbit in October 2010 until it ceased operation in March 2012. The spatial resolution and density of prediction points depend on the method, and thus RT has a higher spatial coverage than XO due to the better ground coverage. The RT solutions are estimated for along-track segments, while the remaining solutions are given for grid cells centred on each XO location; the size of both, and thus the measurement spacing, varies from hundreds of metres to several kilometres. While most RT results cover the entire observation area, that from SEC-3 is confined to the drainage basin.

### 3.2. Methodology

The feedback sheets reveal that the ICESat data processing is very similar, with common data rejection criteria for the saturation index, the incident beam co-elevation angle, the return signal’s gain value, and the return waveform having only one peak. Table 3 lists the details of the RR product generation, and it is found that all RT groups apply linear least-squares (LSq) techniques, namely weighted, unweighted, and multivariate LSq. SEC-2 fits a plane to near repeat-tracks, solving for both surface slope and $dH/dt$.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Processing specifications</th>
<th>External data</th>
<th>Error estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-1</td>
<td>LSq; relocation: POCA; backscatter correction: inherent in LSq solution</td>
<td>GIMP DEM</td>
<td>Standard error of the trend</td>
</tr>
<tr>
<td>SEC-2</td>
<td>LSq; plane fitting</td>
<td>N/A</td>
<td>RMS of plane fits</td>
</tr>
<tr>
<td>SEC-3</td>
<td>Multivariate LSq</td>
<td>Basin mask InSAR velocities*</td>
<td>Standard error of the trend</td>
</tr>
<tr>
<td>SEC-4</td>
<td>Weighted LSq; assumes SEC to vary linearly with position</td>
<td>Ice mask</td>
<td>Standard error of the trend</td>
</tr>
<tr>
<td>SEC-5</td>
<td>Unweighted LSq</td>
<td>N/A</td>
<td>Error from LSq covariance matrix + RMS of elevation difference residuals</td>
</tr>
<tr>
<td>SEC-6</td>
<td>Linear-sinusoidal fit to elevation differences</td>
<td>N/A</td>
<td>Standard error of $dH/dt$ values within each cell</td>
</tr>
<tr>
<td>SEC-7</td>
<td>Linear-sinusoidal fit to elevation difference time series</td>
<td>N/A</td>
<td>Standard error of the trend</td>
</tr>
<tr>
<td>SEC-8</td>
<td>Unweighted LSq fit to elevation difference time series</td>
<td>N/A</td>
<td>Error from LSq covariance matrix + RMS of elevation difference residuals; Standard error of the trend</td>
</tr>
<tr>
<td>SEC-9</td>
<td>Linear-sinusoidal fit to elevation difference time series; backscatter correction for $dH/dt$, $d\sigma_0$ correlation $&gt;0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEC-10</td>
<td>Linear-sinusoidal fit to elevation difference time series; backscatter correction for $dH/dt$, $d\sigma_0$ correlation $&gt;0.5$</td>
<td>ECMWF ERA-Interim surface pressure derived dry troposphere correction†</td>
<td>Standard error of the trend</td>
</tr>
</tbody>
</table>

Notes: ‘LSq’ abbreviates linear least-squares regression and ‘POCA’ the point of closest approach method. *Ice velocities are obtained from the work of Joughin et al. (2010). †The European Centre for Medium-Range Weather Forecasts Interim Reanalysis (ECMWF ERA-Interim) correction is described in the work of ESA (2011b).
SEC-3 solves for $dH/dx$, $dH/dy$, and $dH/dt$, whereas SEC-1 also solves for the waveform parameters, i.e. backscatter, trailing edge slope, and leading edge width (Legresy et al. 2005). Only one group relocates the RA points: SEC-1 who uses a point of closest approach (POCA) method (Gray et al. 2013; Hawley et al. 2009). The errors from SEC-1, SEC-3, and SEC-4 are given as the standard errors of the LSq fit. SEC-2 uses the one from the plane fitting and SEC-5 that from the unweighted LSq covariance matrix combined with the RMS of the elevation estimation residuals within each along-track segment.

The SEC estimation is carried out similarly for SEC-7, SEC-9, and SEC-10, who apply a linear-sinusoidal fit to time series of elevation differences. SEC-9 filtered observations with noise levels of the waveforms exceeding five counts. SEC-6 submitted the median $dH/dt$ signal from all values within each grid cell, whereas SEC-8 applies an unweighted LSq fit, in which data errors are included through data covariance matrices (e.g. Gunter et al. 2014; Khvorostovsky 2012; Zwally et al. 2005). The error estimates from SEC-7, SEC-9, and SEC-10 are given as the standard errors of the time series trends, while SEC-6’s errors represent the standard deviations (STDs) of the SEC values in each grid cell. Finally, SEC-9 and SEC-10 have corrected the SEC estimates for backscatter effects when the correlation between elevation differences ($dH$) and changes in the received backscatter power ($d\sigma^0$) is either positive or exceeds 0.5, respectively. The relation between the two is given by $dH = dH - d\sigma^0 \times (dH/d\sigma^0)$ (Arthern 1997; Khvorostovsky 2012). SEC-9 applies additional corrections for the leading edge width and trailing edge slope.

The RA data sets are based on three different retrackers, namely ESA’s ICE-1 and ICE-2 as well as a 10% threshold retracker (Davis 1997; ESA 2011b). However, cf. Khvorostovsky (2013), although SEC estimates do differ prior to correcting for waveform information, they agree afterwards. Hence, in spite of the retrackers applying different corrections, comparable results are obtained.

3.3. Validation

The RR results are validated against SEC trends derived from ATM data. The campaigns are carried out yearly, except for in 2004, in the months April, May, and August. In order to ensure temporal consistency, two separate trends are derived for 2003–2009 and 2002–2010, respectively. The focus area is the main trunk of Jakobshavn (68.5–70° N; 47–50.5° W), where the largest surface changes are observed (Joughin et al. 2014; Liu et al. 2012; Nielsen et al. 2013). The ATM trends are derived by fitting a linear trend as well as cyclic terms to the observations. In order to make a proper ground truth, only values based on a minimum of three observation periods are used.

The validation is carried out by subtracting the ATM $dH/dt$ trend from the RR values. This is done by, for each RR point, finding all available ATM observations within a polygon surrounding the point. The size of the polygon is determined by the spatial resolution used in the respective submission (Table 2). The given ATM values are averaged to find the mean, which is subtracted from the RR value to give $dH/dt_\Delta = dH/dt_{RR} - dH/dt_{ATM}$. Finally, the mean and STD of $dH/dt_\Delta$ are estimated. The method of averaging the ATM values within each grid cell is chosen to account for: (1) the respective measurements not necessarily being conducted in the exact coordinate of the grid cell centres, and (2) the spatial resolutions applied by the RR participants.
This is typically not a problem for small search areas such as the along-track segments used in RT analyses, which are confined to the ground-track and limited by the altimeter’s footprint. For larger spatial resolutions, however, correspondingly larger variations in the SEC signal may occur, thereby affecting the statistics.

4. Results

The following sections present the RR results along with their validation and intercomparison.

4.1. The round robin exercise

Figures 1 and 2 show the participants’ elevation change estimates and corresponding errors. The results are presented according to the use of RT and XO, respectively. The errors are derived in various ways, such as from the standard error of the trend, or by including covariance matrices. Therefore, the values are not directly comparable. They do, however, provide important information on the accuracy of the different methods and thus are included after all.

The RT results are given in dense grids covering the entire observation area, and both RA and LA resolve the SEC values quite well. SEC-1’s ENVISAT results are particularly interesting as they illustrate the possibility of using radar altimetry to observe surface changes throughout the area and thus also along the coastal and ice margins. The estimates from both sensors agree well in the interior, whereas a small offset is found by the coastal margin where ICESat data (SEC-2–SEC-5) show a larger thinning.

The associated errors decrease with an increasing elevation and are near-zero in the interior ice sheet. Therefore, the errors are described relative to their respective altitude, i.e. for locations above and below 2000 m (Table 4). Where no elevations are submitted, the GIMP DEM is used as a reference. For RT measurements below 2000 m, the LA results from SEC-2 and SEC-4 reveal maximum errors of 3 and 3.8 m year\(^{-1}\), respectively, while the values from SEC-3 and SEC-5 reach approximately 0.5 m year\(^{-1}\). SEC-1’s RA errors are larger and reach 39 m year\(^{-1}\). For measurements above 2000 m, the errors generally decrease due to the smoother surface exposed to smaller changes (Sørensen et al. 2011). Thus, SEC-1’s errors have decreased to a maximum of 0.9 m year\(^{-1}\), SEC-2’s to 1.9 m year\(^{-1}\), SEC-3’s to 0.2 m year\(^{-1}\), and SEC-5’s to 0.1 m year\(^{-1}\). The maximum error from SEC-4 is similar for both areas although more values are closer to zero (99% less than 1 m year\(^{-1}\) over high elevation area against 97% at lower elevations).

SEC-1’s ENVISAT results are particularly interesting as they illustrate the possibility of using RA to observe surface changes even along the coastal margin, where surface topography, due to high slopes and undulations, and penetration of the radar echoes distort the measurements. The results contain the largest errors, however still provide an important insight into the surface changes. Additional differences between the measured SEC signals from RA and LA result from ENVISAT’s footprint, preventing it from resolving small ice streams, the fact that the satellite cannot be pointed cross-track to ensure precise repeat-tracks, as well as the ICESat observation period being shorter by 2 years.
Figure 1. Surface elevation change estimates derived using repeat-tracks (participants SEC-1 to SEC-5) and cross-overs (SEC-6 to SEC-10).
Figure 2. Surface elevation change errors from repeat-track (participants SEC-1 to SEC-5) and cross-over (SEC-6 to SEC-10) analyses.
The XO results, SEC-6 to SEC-10, do not fully resolve the large thinning observed along the drainage basin and coastal margin using RT. This can be explained by the XO estimates being found by gridding the observations into cells, thereby losing part of the SEC signal due to the applied smoothing. As the RR participants have used differently sized grid cells, observations from the same sensor do not agree in space; the only overlap is found for SEC-7 and SEC-9 due to the submissions coming from the same research institution. Interior dH/dt estimates agree well for the two sensors, thereby illustrating the capabilities in this region regardless of the applied method and type of altimeter. The data errors (Table 4) for LA measurements below 2000 m reach a maximum of 3.5 m year$^{-1}$ for SEC-6, 0.4 m year$^{-1}$ for SEC-7, and 0.9 m year$^{-1}$ for SEC-8. The maximum errors of the radar-based submissions are 0.1 m year$^{-1}$ and 0.7 m year$^{-1}$, respectively. As was observed using RT, estimates over higher elevations have smaller errors: SEC-6’s errors have decreased to 1.5 m year$^{-1}$ while those for SEC-7 and SEC-8 decreased to 0.1 and 0.6 m year$^{-1}$. The RA errors are 0.0 m year$^{-1}$ for SEC-9 and 0.4 m year$^{-1}$ for SEC-10, respectively.

When comparing the values estimated using a similar method (column 4, Table 3), i.e. SEC-1, 3, 4, 7, 9, and SEC-10, giving the standard error of the trend, it is clear that the XO errors are typically lower. The reason for SEC-6 deviating from this is the estimation of the standard error of the dH/dt values instead. The lower XO errors indicate that such analyses produce the highest accuracy as slope effects from the local topography can be ignored. The method does, however, for RA require an initial slope correction of data. Because of the spatial distribution of ground-tracks, XO points are limited in space, particularly along the coastal margin. The opposite is found with RT, which has a high spatial coverage, however, a lower accuracy due to the lack of exact repeat ground-tracks.

In the following, results from SEC-7 and SEC-9 are given for the validation exercise; they are, however, not considered in detail neither here, nor in the intercomparison. This is due to the size of the grid cells (0.5° lat × 0.1° lon, i.e. approximately 50 km × 50 km) relative to the respective footprint sizes: the spatial resolution cannot accurately reproduce the changes visible with neither sensor.

Table 4. Mean and maximum errors for repeat-track (SEC-1 to SEC-5) and cross-over (SEC-6 to SEC-10) analyses.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Number of points</th>
<th>Below 2000 m</th>
<th>Above 2000 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Mean error</td>
<td>Max. error</td>
</tr>
<tr>
<td></td>
<td>of points</td>
<td>(m year$^{-1}$)</td>
<td>(m year$^{-1}$)</td>
</tr>
<tr>
<td>SEC-1</td>
<td>3394</td>
<td>2.52</td>
<td>38.88</td>
</tr>
<tr>
<td>SEC-2</td>
<td>10,186</td>
<td>0.68</td>
<td>3.03</td>
</tr>
<tr>
<td>SEC-3</td>
<td>1213</td>
<td>0.09</td>
<td>0.49</td>
</tr>
<tr>
<td>SEC-4</td>
<td>6697</td>
<td>0.20</td>
<td>3.84</td>
</tr>
<tr>
<td>SEC-5</td>
<td>3113</td>
<td>0.02</td>
<td>0.42</td>
</tr>
<tr>
<td>SEC-6</td>
<td>94</td>
<td>1.28</td>
<td>3.45</td>
</tr>
<tr>
<td>SEC-7</td>
<td>43</td>
<td>0.09</td>
<td>0.35</td>
</tr>
<tr>
<td>SEC-8</td>
<td>59</td>
<td>0.09</td>
<td>0.93</td>
</tr>
<tr>
<td>SEC-9</td>
<td>46</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>SEC-10</td>
<td>137</td>
<td>0.21</td>
<td>0.67</td>
</tr>
</tbody>
</table>
4.2. Validation using airborne laser-scanner data

Validation is carried out using ATM data. Two SEC trends are derived for 2003–2009 and 2002–2010, respectively; Figure 3 provides an example of the former. The mean and STD of the RR minus ATM SEC trends, \( \Delta H / \Delta t \), are estimated (Table 5). Due to the observation area being confined to the lowest part of the glacier and consequently the relatively small data sampling, the validation is not split up relative to the altitude.

The statistics for the RT measurements confirm the advantage of the validation method for the relatively small along-track segments: near-zero means indicate very good agreements with validation data. For SEC-2 to SEC-5, this results from the high accuracy of LA data as well as the spatial resolutions consistent with the ICESat footprint. For SEC-1, whose results are based on ENVISAT RA and a spatial resolution of 5 km × 5 km, the agreement is quite remarkable: this data set has the smallest mean and STD of all RT measurements, namely 0.01 m year\(^{-1}\) and 1.57 m year\(^{-1}\), respectively. The statistics are, undoubtedly, affected by the highest amount of validation points. However, the validity of SEC-1’s results is further confirmed in an intercomparison below, where scatter plots of LA and RA RT measurements reveal a coefficient of determination, \( R^2 \), of 0.84. Both results confirm the capability of using RA data to resolve SEC estimates even in margin regions of the ice sheet.

In spite of the low RT mean values, the STDs are generally higher than for XO. A possible explanation is that the validation points used for the RT comparison are located...
close to and along the coastal margin, whereas those for XO typically have only a few observations in this region and most at high altitudes. As the margin region is subject to the largest surface changes, a varying surface topography means that these patterns can change even within hundreds of metres (Levinsen, Howat, and Tscherning 2013). This may explain the relatively high RT STD.

This topographic difference also clarifies the smaller STD for XO measurements. Their respective means are generally higher, which is a result of the different RR SEC routines as well as the typically larger grid cells. The latter may complicate the process of obtaining agreeing ATM and RR results as any variations in the $dH/dt$ trends are smoothed out in the averaging. The typically larger spatial resolutions in XO analyses reduce the number of validation points and increase the mean difference, namely from 0.41 m year$^{-1}$ for RT to 1.73 m year$^{-1}$ for XO. Therefore, when considering the XO results, it should be noted that the average number of observations for the comparison is 14 against 275 for the RT analyses.

The higher mean values are exactly observed for the remaining XO observations, where SEC-6 has a spatial resolution of 8 km $\times$ 8 km while that for SEC-7 and SEC-9 is as large as 50 km $\times$ 50 km. SEC-8 has the smallest cells and thus should reveal the optimal agreement with ATM data; however, given such a small spatial resolution, only five validation points are available, and hence the respective mean and STD are not believed to fully represent the data set.

SEC-10 has the largest mean of 2.42 m year$^{-1}$; the STD is 2.86 m year$^{-1}$, i.e. second-highest after SEC-6. Similarly to SEC-1, the work is based on ENVISAT data. However, although the size of the grid cells agrees well with the RA footprint, no relocation of the estimation points has been carried out. This introduces errors when compared with a laser-based data set and hence explains the large offset.

As mentioned above, SEC-6 has the highest XO STD of 3.01 m year$^{-1}$. Comparing Table 4, the data set also has large errors; see Section 5 for more details on the reason.

Table 5. Results obtained from the validation of the round robin datasets using $dH/dt$ trends derived from ATM data.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Number of points</th>
<th>Mean $(dH/dt)_\Delta$ (m year$^{-1}$)</th>
<th>STD $(dH/dt)_\Delta$ (m year$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-1</td>
<td>670</td>
<td>0.01</td>
<td>1.57</td>
</tr>
<tr>
<td>SEC-2</td>
<td>296</td>
<td>0.56</td>
<td>3.78</td>
</tr>
<tr>
<td>SEC-3</td>
<td>140</td>
<td>0.81</td>
<td>2.20</td>
</tr>
<tr>
<td>SEC-4</td>
<td>104</td>
<td>0.13</td>
<td>3.89</td>
</tr>
<tr>
<td>SEC-5</td>
<td>165</td>
<td>0.56</td>
<td>3.78</td>
</tr>
<tr>
<td>SEC-6</td>
<td>26</td>
<td>1.89</td>
<td>3.01</td>
</tr>
<tr>
<td>SEC-7</td>
<td>11</td>
<td>1.29</td>
<td>1.31</td>
</tr>
<tr>
<td>SEC-8</td>
<td>5</td>
<td>1.54</td>
<td>1.38</td>
</tr>
<tr>
<td>SEC-9</td>
<td>13</td>
<td>1.53</td>
<td>1.27</td>
</tr>
<tr>
<td>SEC-10</td>
<td>17</td>
<td>2.42</td>
<td>2.86</td>
</tr>
</tbody>
</table>

Notes: The search radius used for overlapping grid cells is given by the spatial resolution of the respective submissions, just as the temporal coverage of the validation trends corresponds to that of the submissions (Table 2). $dH/dt_\Delta$ gives the $dH/dt$ difference between the round robin and ATM values, and the mean and STD hereof are presented.
Based on the above, the validation has shown the following:

- RT measurements provide the best validation results with near-zero means. This supports the application of a high spatial resolution and the exploitation of the large data coverage to be achieved with RT; both contribute to a high agreement with validation data.
- RT measurements are, however, subject to larger STD due to more of the observations being located at lower altitudes with a greater spatial SEC variability.
- SEC-1’s RT results are based on RA and a 5 km \times 5 km resolution. In spite of slope-induced errors, the data set has illustrated the capabilities of RA to accurately resolve SEC trends both inland and in margin parts of the ice sheet, although with errors exceeding those from LA, particularly at lower altitudes.
- Validation points for XO measurements are few in space, which bias the statistics. This is due to the larger grid cells in which parts of the SEC signal are lost due to smoothing of the observations. The result is generally higher mean differences.

### 4.3. Intercomparison of round robin results

In order to thoroughly analyse the applied methods, a number of intercomparisons are made. As before, only observations within similar spatial domains are compared. This is achieved by using search radii based on the spatial resolutions of the data sets in question. The given methods are then assessed by finding overlapping estimation points and differencing the SEC values herein ("diff"). The mean and root mean square errors (RMSEs) of these differences are calculated, and scatter plots are used for estimating the coefficient of determination and the slope of the regression (Figure 4 and Table 6).

The following analyses are carried out.

1. **Laser: repeat-track versus cross-overs – SEC-3 versus SEC-8**
   The results from SEC-3 proved to be very accurate, the spatial resolutions are similar, and both data sets cover the period February 2003–October 2009. This analysis opens the way to testing the capabilities for ICESat change detection using XO.

2. **Laser: repeat-track versus cross-overs – SEC-5 versus SEC-8**
   The observations from SEC-5 span September 2003–October 2009, i.e. one summer less than SEC-8. The data sets do, however, have similar spatial resolutions.

3. **RT: laser versus radar altimetry – SEC-1 versus SEC-3**
   Both data sets proved to be highly accurate in the validation.

4. **XO: laser versus radar altimetry – SEC-8 versus SEC-10**
   SEC-7 and SEC-9 are not representative due to the large grid cells, and the method for deriving \( dH/dt \) estimates is most similar to that for SEC-8 and SEC-10.

5. **Radar: repeat-track versus cross-overs – SEC-1 versus SEC-10**
   The two data sets are the most similar considering spatial and temporal resolutions.

The first analyses are based on the highly accurate LA data to validate the outcome, and hence quality, of the RT and XO methods. Both types of altimeters are then tested for RT
and XO observations separately to see whether RA performs equally well as LA. A final intercomparison based on RA is made to test whether RT and XO are capable of resolving the same SEC signal. In the analyses involving SEC-3, it should be noted that those observations are limited to the drainage basin. As SEC-1’s and SEC-8’s results become

and XO observations separately to see whether RA performs equally well as LA. A final intercomparison based on RA is made to test whether RT and XO are capable of resolving the same SEC signal. In the analyses involving SEC-3, it should be noted that those observations are limited to the drainage basin. As SEC-1’s and SEC-8’s results become

Figure 4. Scatter plots from intercomparing the selection of the round robin results: cross-overs versus repeat-tracks for radar and laser altimetry and radar versus laser altimetry for both methods. The x-axis depicts the first-mentioned submission in the legend and the y-axis depicts the latter. See Table 6 for the corresponding statistics.

Table 6. Results obtained from the intercomparison of the selection of the round robin results.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Method</th>
<th>Sensor</th>
<th>Search radius (km)</th>
<th># of points</th>
<th>Mean (diff) (m year$^{-1}$)</th>
<th>$R^2$</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-3–SEC-8</td>
<td>RT versus XO</td>
<td>Laser</td>
<td>1</td>
<td>226</td>
<td>−0.03</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>SEC-5–SEC-8</td>
<td>RT versus XO</td>
<td>Laser</td>
<td>1</td>
<td>493</td>
<td>−0.13</td>
<td>0.39</td>
<td>0.49</td>
</tr>
<tr>
<td>SEC-1–SEC-3</td>
<td>RT</td>
<td>Radar versus laser</td>
<td>5</td>
<td>3935</td>
<td>−0.07</td>
<td>0.84</td>
<td>0.77</td>
</tr>
<tr>
<td>SEC-8–SEC-10</td>
<td>XO</td>
<td>Radar versus laser</td>
<td>10</td>
<td>76</td>
<td>0.08</td>
<td>0.53</td>
<td>0.46</td>
</tr>
<tr>
<td>SEC-1–SEC-10</td>
<td>RT versus XO</td>
<td>Radar</td>
<td>5</td>
<td>2050</td>
<td>−0.05</td>
<td>0.66</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Note: The search radius used for finding overlapping grid cells is based on the spatial resolution given in Table 2, while ‘diff’ holds the $dH/dt$ difference for the groups in question.
more noisy outside this area, intercomparisons with SEC-3 may be biased to give better agreements than those obtained for other comparison exercises.

The two laser analyses yield $R^2$ of 0.98 and 0.39 and slopes of the regression of 0.96 and 0.49, respectively. This indicates that both RT and XO measurements from ICESat are capable of resolving SEC trends within the drainage basin, but that they are indeed affected by the more noisy SEC-5 signal. This data set covers a larger region, making it more exposed to spatial changes in the SEC trend, which are lost in the averaging of XO estimates. This naturally introduces an offset.

The analyses of RA versus LA data show an offset in the resolved SEC signal. As neither of the compared data sets is based on the same temporal or spatial resolution, firm conclusions cannot be drawn. It is, however, clear that the altimeters resolve the rate of thinning differently. The RT measurements – based on the highly accurate SEC-1 and SEC-3 – agree well, which are positive considering the different types of altimeters as well as the geographical constraint to the quickly changing drainage basin. Thus, RT analyses from RA provide comparable results with those from LA. The XO measurements show a poorer correlation, with SEC-8 resolving a greater variation in the SEC signal. This is partly due to the different altimeters and spatial resolutions, and partly to the lack of relocation of the SEC-10 measurements, the latter thus demonstrating the necessity for doing so.

Hence, the above also explains the observed disagreement in the final analysis, namely that of RT and XO for RA data. The observations from SEC-1 proved to be highly accurate, and therefore the observed difference is believed to result from the methods used for obtaining the results – not the use of either RT or XO.

To summarize, the best SEC results for the given sensors and techniques arise from LA: SEC-3’s RT solution and SEC-8’s XO method; RA: SEC-1’s RT solution and SEC-9’s XO method. The latter is based on the lack of relocating SEC-10, the smaller SEC-9 errors, and the corresponding better validation results. Therefore, it is believed that the lowering of the spatial resolution to better agree with the RA footprint will significantly improve the results. The respective data sets are further discussed below.

5. Discussion

Figure 5 illustrates the relationship between the RR elevations and $dH/dt$ values. A random subset has been plotted to optimize the visualization. Where elevations have not been supplied, they have been derived from the GIMP DEM. Generally agreeing, near-zero $dH/dt$ values are found in the interior while disagreements occur nearer the coastal margin. This pattern follows that of the error estimates, which increase with a lowering altitude. The observed changes in the interior are small, and both LA and RA perform well, regardless of the method. The largest offsets are found for SEC-10 due to the missing relocation. Closer to the coastal margin, a disagreement arises due to data errors, different data locations, and different routines applied for the SEC estimation. Most XO results are near-zero due to the data locations typically being on higher elevations, far from the glacier outlet, as well as averaging of the observations over larger grid cells. Collaborations with one of the XO participants demonstrated the effect of the latter: a simple experiment in which the results were downscaled to $1 \text{ km} \times 1 \text{ km}$ grid cells revealed a much better agreement with validation data and hence a significant improvement of the data accuracy. This further illustrated the advantage of applying a spatial resolution corresponding to the given footprint size (B. Gunter, pers. comm.).
RA and LA not being able to resolve the same SEC signal means that differences will arise when converting the results to estimates of mass balance changes. The statistics for the respective intercomparisons are indicative of this difference. Since the SEC-1 and SEC-3 RT estimates exhibit a higher accuracy, and due to the few XO points, the RT analysis is investigated further. The focus lies on the coastal region, i.e. observations below 2000 m altitude. This yields 713 estimation points with a mean(diff) of $-13 \text{ cm year}^{-1}$, i.e. a larger difference than for the whole area, $-7 \text{ cm year}^{-1}$. For mass balance estimates, assuming only ice and an ice density of $\rho_{\text{ice}} = 917 \text{ kg m}^{-3}$, this corresponds to an additional mass loss of 20 Gt year$^{-1}$ for an area, $A$, of $1.7 \times 10^5 \text{ km}^2$. The change rate has been estimated cf. $dM/dt = \rho_{\text{ice}} \times (A \times dH/dt)$, i.e. without accounting for SEC changes due to firn compaction and surface mass balance variability as in the work of Hurkmans et al. (2014). Considering a total GrIS mass loss of $263 \pm 30 \text{ Gt year}^{-1}$ for the period 2005–2010 (Shepherd et al. 2012), the SEC offset corresponds to a difference of 7%, i.e. a relatively small contribution. The above is a crude estimate for the specific observation area and based on observations with different spatial resolutions and observation periods. A more in-depth investigation of the RA-LA SEC differences was done by Sørensen et al. (2014), who compared 2003–2009 SEC trends derived from ICESat and ENVISAT data, respectively, and sampled to a similar spatial resolution. They found a correlation with changes in the accumulation rate and firn air content, and that the specific pattern is highly complex as it varies for different climatic zones and conditions. A full understanding of the changes therefore requires in-depth analyses of accumulation, air content of the firn, surface temperature, melt, etc. This indicates that the offsets found in the RA versus LA intercomparisons only represent this specific region.

Part of the RA-LA SEC differences is due to backscatter of the RA echoes, an effect that varies throughout the ice sheet and is at a maximum in the interior (Legresy et al. 2014). The SEC offset in the coastal region deviates from the GrIS mass loss, and the pattern is complex as it varies for different climatic zones and conditions. Further investigation is required to fully understand the causes of these offsets.
Several studies have demonstrated that it has a large seasonal cycle and varies greatly with the length of the observation period, however that it makes a small contribution to elevation change rates: Wingham et al. (1998) found an average SEC correction of 1.1 cm year\(^{-1}\) with variations of approximately ± 30 cm year\(^{-1}\) for 1992–1996 ERS data over Antarctica; over Greenland, Zwally et al. (2005) found a mean and STD of 0.02 ± 2.36 cm year\(^{-1}\) from 1992–2002 ERS data, while Khvorostovsky (2012) found a mean correction of 0.35 cm year\(^{-1}\) with variations exceeding ± 3 cm year\(^{-1}\), for 1992–2008 ERS and ENVISAT data. The correction therefore provides an important, however small, contribution to the final SEC estimates.

The fact that the adjustment does indeed affect the change detection has led to a deeper investigation of the correction’s impact on the RA submissions and the potential conversion of these into estimates of mass balance changes; all participants accounted for backscatter, and one participant agreed to submit additional results for analyses covering both given observation area and entire GrIS. For the Jakobshavn Isbræ basin, the mean \(dH/dt\) signal changed by 1 cm year\(^{-1}\) while variations ranged from −19 cm year\(^{-1}\) to +11 cm year\(^{-1}\). For the ice sheet, the mean was 6 cm year\(^{-1}\) with variations from −77 cm year\(^{-1}\) to +39 cm year\(^{-1}\). Converting a 1 cm year\(^{-1}\) backscatter correction into mass balance changes, and using a GrIS area of \(2.166 \times 10^6\) m\(^2\), yields mass losses of approximately 2 Gt year\(^{-1}\) and 20 Gt year\(^{-1}\), respectively, for the two areas. The latter corresponds to a <10\% adjustment of the GrIS volume rate and therefore makes a relatively small improvement. This confirms that the adjustment for backscatter does make a small contribution to the SEC estimation and, therefore, the conversion hereof into mass balance changes.

An interesting observation in the ICESat data sets is that in spite of the participants using the same data release (R33) and some the same method, e.g. RT with LSq, the results differ. This is partly due to varying processing and estimation schemes, such as slightly different data rejection criteria and LSq techniques, i.e. weighted, unweighted, and multivariate approaches, respectively. An additional reason is the inter-campaign biases, which vary with time, thus affecting the accuracy of the ICESat elevation measurements. Different groups have obtained different bias estimates for the same data set, and none of them have applied the Gaussian-centroid part of the bias as discussed by Borsa et al. (2014). In spite of this, SEC-3’s results are found to be highly accurate and thus demonstrate an optimal solution for change detection using LA. The group that provided these data solved for the surface slope and elevation changes using a multivariate LSq technique, and residual elevations from the regression exceeding 5 m were iteratively discarded to ensure each estimation value to be based on ≥ 10 footprints from at least four epochs covering a minimum of 2 years. Furthermore, the method rejected SEC estimates when the standard error exceeded 0.5 m year\(^{-1}\), ensuring the inclusion of estimates with a high accuracy only.

Minimizing the errors is important. However, in order to ensure confidence in the final results, it is equally important for the errors to reflect the nature of the observation area. This is possible when using the methods by SEC-5, SEC-6, and SEC-8: the estimates from SEC-5 and SEC-8 are based on contributions from the \(dH/dt\) trend as well as the observations themselves, the data errors being included by adding a data covariance matrix into the least-squares fit. SEC-6’s errors are computed as STDs of the \(dH/dt\) values within any given grid cell, thereby providing more of a measure of the surface variability within each grid cell than an assessment of the accuracy of the technique. As such, an observed SEC variability translates into the error estimates, hence explaining the generally higher XO values particularly near the coastal margin. Thus, both methods yield
larger errors mainly in highly dynamic and topographically rough areas, and this presumably makes the estimates more realistic.

In spite of all RR contributions not being directly comparable, several intercomparisons across methods and altimeters were possible. Thus, the unique value of the round robin exercise is the ability to evaluate the submissions regarding methodology, pre- and post-processing steps, etc. The main outcomes of the round robin are the great potential of both RT and XO analyses, best visible for LA due to the higher data accuracy, and, most importantly, also clear for RA RT analyses: investigations of SEC-1’s results demonstrate RA’s capabilities of resolving SEC throughout the GrIS, albeit with larger errors than in LA studies. Therefore, an iterative linear least-squares approach applied to RA RT data in which e.g. surface slope and backscatter parameters (leading edge width, trailing edge slope, and backscatter) are solved for is promising. The XO analyses show that LA accurately resolves the SEC signal, and that RA is capable of the same given relocation of the measurements and the spatial resolution corresponding to the altimeter footprint. Therefore, SEC-9’s linear-sinusoidal fit with the application of a backscatter correction and for smaller grid cells is expected to provide the best RA XO results.

Thus, a combination of RT and XO modules will allow for exploiting the respective high spatial coverage and high accuracy to precisely map SEC throughout the ice sheet, i.e. both in interior and margin regions. Based on the results from SEC-1, a spatial resolution of 5.0 km × 5.0 km is a sufficient trade-off between the resolution achievable with RA and the final SEC accuracy. This shows great potential for the creation of an extensive SEC data set based on RA from ERS, ENVISAT, CryoSat-2, and, in the longer term, Sentinel-3. Not only will it yield a time series based on more than two decades of observations; the greater amounts of observations overlapping in time and space will also help in reducing estimation errors.

Due to different observation periods and flight times, completely agreeing acquisition times of the data used in the RR analysis cannot be achieved. This will introduce a difference between the RR and ATM validation $dH/dt$ trends, which, if not accounted for, affects the comparison of the two types of data. The airborne campaigns are typically conducted in April/May or August, whereas ICESat data are only available in the periods of active lasers. Thus, when comparing a trend based on ATM data obtained in May with the one derived from altimetry data acquired in e.g. October/November, the intermediate surface elevation changes must be accounted for. This elevation difference can, theoretically, be corrected for using a positive degree day model such as that of van den Broeke et al. (2010). It is based on the RACMO2/GR regional atmospheric climate model for Greenland (van Meijgaard et al. 2008) as well as observations from three automatic weather stations located in Jakobshavn’s ablation zone. It calculates the degree day factors for snow and ice, respectively, i.e. a measure of the melt per positive degree-day. Given the knowledge on what is melting, an estimate of the vertical surface change can be found. Problems with such a model are e.g. the sparsity of weather stations throughout the ice sheet, and the lack of observations of the exact composition of the surface material (e.g. ice, firn, or snow). Further complications arise as it does not account for precipitation, for which the rates are the highest in the southern parts of the GrIS (Ettema et al. 2009; Sasgen et al. 2012). As the precipitation pattern changes both in time and space, the exact rates at which this occurs are needed. They are, however, unknown. The lack of observations also distort mass balance approaches, where flux-balance and surface mass balance estimates can be used to infer the vertical surface change. Additional error sources are the poorly known density needed for such estimates as well as the seasonal variability of all of the above.
This indicates the difficulty in estimating an accurate vertical correction term to be applied to the ATM SEC trends. However, when applying the model and using a threshold temperature of $T_0 = -5^\circ C$ in order to include (nearly) all melt days, it is found that the largest elevation difference from either snow or ice is a few metres, i.e. less than the dynamical thinning observed in the area.

### 6. Conclusions

Several studies have been performed on the estimation of SEC of the Greenland ice sheet using altimetry, e.g. Zwally et al. (2005, 2011), Sørensen et al. (2011), Khvorostovsky (2012). The most commonly applied methods are the repeat-track (RT) and cross-over (XO) techniques based on either laser or radar altimetry. In order to assess the quality of the respective SEC solutions, an intercomparison exercise was conducted with contributions from the scientific community. Based on the findings, the best-performing SEC solution for ESA radar altimetry was identified. Ten data sets were analysed covering the Jakobshavn Isbørø drainage basin and derived using either radar (ENVISAT) or laser altimetry (ICESat). Intercomparisons of RT versus XO studies and laser versus radar data were performed, and the solutions were validated against SEC trends from temporally consistent and spatially collocated NASA ATM data. The conclusions can be summarized as follows.

- The spatial resolution of SEC estimates is higher with RT than with XO. Thus, RT allows for better resolving the surface changes along the coastal margin, such as along narrow ice streams.
- The XO method is advantageous as slope-induced errors from local topography can be ignored, however at the cost of a lower spatial data coverage. Validation shows a systematic bias, likely due to the spatial resolutions exceeding the altimeter footprint size. Smoothing of the data thereby removes part of the SEC signal, particularly in margin regions. Therefore, using grid cells consistently sized relative to the footprint, the method is most suitable in the smooth interior ice sheet.
- In spite of the differences between the surface signals resolved using laser and radar altimetry, validation and intercomparisons have revealed that radar data, particularly in RT analyses, can be used for accurately mapping SEC even in regions with high surface gradients.

For the ESA CCI SEC generation, we therefore propose a hybrid method in which RT and XO results are merged in order to maximize the spatial coverage and minimize the estimation errors. The merging will be carried out using geostatistical interpolation tools, i.e. the optimal gridding procedures known from collocation/simple kriging (Dermanis 1984; Goovaerts 1997; Hofmann-Wellenhof and Moritz 2005). The final SEC product will have a spatial resolution of $5 \text{ km} \times 5 \text{ km}$, which is a good compromise between the resolution obtained with radar altimetry, the spatial data availability, and data errors. This is e.g. demonstrated by SEC-1 who used the same resolution to map elevation changes both in margin and interior regions. When to use RT, XO, or combined results is based on a weighting of the error variances. The grid will predominately consist of RT results near repeat ground-tracks and along the coastal margin, the latter due to their higher spatial coverage, while XO estimates are found where ascending and descending ground-tracks intersect. Due to steep slopes along the margin, displacing measurement locations up-
slope from nadir, XO locations are mostly confined to higher grounds. Results obtained from this method are, however, used over as large a region as possible.

The RT and XO algorithms are already implemented among the CCI project partners and the effort for merging them into a transparent and fully operational set up is ongoing. Thus, a prototype of ENVISAT SEC is currently available at the ESA website (http://products.esa-icesheets-cci.org/), and the 2002–2010 results are demonstrated by Sørensen et al. (2014). The implementation of ERS and CryoSat-2 data has begun, the latter to bridge the gap between ENVISAT and Sentinel-3. The launch of Sentinel-3 is expected to take place in mid-2015 (ESA 2013). The production of the final SEC grids is thereby underway.
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B Envisat derived elevation changes of the Greenland Ice Sheet

The Round Robin exercise showed that a combination of the repeat-track and cross-over techniques provide the optimal elevation change estimates throughout the Greenland Ice Sheet. Here, one part of the results are published, namely a repeat-track analysis of Envisat data from 2002 – 2010. The model is based on model 3 in Sørensen et al. (2011), which has been adapted to radar altimetry data by adjusting for the waveform parameters: The backscatter coefficient, leading edge width, and trailing edge slope, cf. Flament and Rémy (2012); Legrésy et al. (2006).

Separate surface elevation change results have been derived for the ICESat period 2003 – 2009 (Sørensen et al., 2011) to enable a comparison of results over the accumulation zone. Furthermore, four five-year running mean segments are estimated for two locations on the ice sheet to better understand the more local changes in the signal. The periods are 2003 – 2007, 2004 – 2008, 2005 – 2009, and 2006 – 2010, and the observation areas cover Jakobshavn Isbræ and Kong Frederik VIII land.
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Abstract

We show, for the first time over the Greenland ice sheet, that an along track method for deriving rates of elevation change can successfully be applied to Envisat radar altimetry data (2003–2010). The results provide improved resolution and coverage compared to previous results obtained from cross-over methods. Also, we find that temporal changes in the elevation change rate can be derived from Envisat data, and show clear examples of this by generating five-year running means for selected areas of the Greenland ice sheet. For a period between 2003 and 2009, the elevation of the ice sheets was measured by both the laser altimeter on board ICESat and the radar altimeter on board Envisat. We compare rates of elevation change derived from ICESat and Envisat for this time span in which both sensors were operating. We focus on the area above the equilibrium line altitude, in order to specifically derive information on snow parameters. A comparison of the elevation changes observed by the two sensors shows a complex pattern, which can be explained regionally by model output describing the changes in both firn air content and accumulation rates.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Satellite altimetry has proven to be a valuable tool for assessing the changes of the Greenland ice sheet (GrIS), and results that agree with other geodetic methods are obtained (Sasgen et al., 2012, Shepherd et al., 2012). The repeated elevation measurements from altimeters can be used to estimate the change in snow or ice volume, and this volume can be converted into a mass change involved (Pritchard et al., 2012, Sørensen et al., 2011, Zwally et al., 2011).

Both radar altimetry and laser altimetry have been used for studying the changes of GrIS (e.g. Johannessen et al., 2005; Khan et al., 2014; Khvorostovsky, 2012; Legresy et al., 2005; Li and Davis, 2008; Pritchard et al., 2009; Shepherd and Wingham, 2007; Sørensen et al., 2011; Thomas et al., 2008; Zwally et al., 2011). Laser and radar altimetry measurements of ice-covered regions are associated with different strengths and weaknesses; radar altimetry covers the longest time series, started by the launch of the European Remote-Sensing satellite, ERS-1, in 1991, which was followed by ERS-2, Envisat and currently, CryoSat-2. Prior satellite missions only monitored parts of the GrIS due to the inclination of the satellites (Davis et al., 1998, Zwally et al., 1989).

Satellite laser altimetry is available solely from the Ice, Cloud and Land Elevation Satellite (ICESat) mission which was operational in the period 2003–2009, and limited to two to three campaigns of approximately one month duration per year (Abshire et al., 2005). Because of the short wavelength of the laser instrument, the signal is reflected from the air–snow interface while the radar signal, with the longer wavelength, might penetrate into the snow pack (Arthern et al., 2001, Ridley and Partington, 1988). The radar reflecting surface depends on the ratio between the surface and the volume backscatter which is a function of several different properties such as snow density, crystal structure and surface roughness. This complicates the conversion of elevation changes observed with radar altimetry into mass changes.

In some early studies by Zwally et al. (2005) and Johannessen et al. (2005), ERS1 and ERS2 radar data were used for the periods 1992–2002 and 1992–2003, respectively, to estimate the rate of elevation changes from a cross-over (XO) analysis (using points where ascending and descending tracks cross). In a more recent study, Khvorostovsky (2012) includes additional data from Envisat in the XO analysis, extending the time period up to 2008. Both Khvorostovsky (2012) and Johannessen et al. (2005) found a general...
pattern of interior thickening and thinning near the edges of the ice sheet.

Repeat-track (RT) methods, which are often applied in the analysis of ICESat data, use all available data and not only data from XO locations, resulting in an unprecedented level of details in the pattern of the observed elevation change (Pritchard et al., 2009). The measurements used in the RT analyses are actually rarely exactly repeated, meaning that the underlying topography must be estimated in order to evaluate \( \frac{dH}{dt} \). With tracks of similar orientation being processed separately, it is not necessary to account for the elevation bias between ascending and descending tracks, as it is for the XO method. Flament and Rémy (2012) successfully used a RT method on Envisat radar data over Antarctica, and to our knowledge no such results have so far been published for GrIS. Levinsen et al. (2014) do compare XO and RT results over the Jakobshavn drainage basin though.

The aim of this paper is to derive and investigate rates of elevation change \( (\frac{dH}{dt}) \) from Envisat data over the GrIS, by applying a RT method. We compare the Envisat results with temporally overlapping, previously published results from ICESat (Sasgen et al., 2012, Sørensen et al., 2011), in the area above the equilibrium line altitude (ELA), to investigate the different natures of the two sensor types.

2. Envisat data

Envisat was launched by the European Space Agency (ESA) in 2002, and was operating until April 2012 (Batoula et al., 2011). The Envisat Radar Altimeter 2 (RA-2) data used in this study cover the time period from November 2002 to October 2010 (corresponding to cycles 11–93); in which period Envisat was in a 35-day repeat orbit. Hereafter, the orbit was changed and this repeat orbit was abandoned.

The RA-2 was a dual frequency nadir-looking radar altimeter, with a pulse limited footprint of varying size (2–10 km), depending on the local ice sheet topography. The along-track distance between each measurement is 370 m.

The level-2 (L2) Envisat data provide geolocated height estimates from both the use of the ICE2 (Legrésy et al., 2005) and ICE1 (Wingham et al., 1986) waveform retrackers, together with several geophysical corrections and waveform shape parameters. The results presented in this study are based on heights retracked with the ICE2 retracker. The data were obtained directly from ESA in the form of the Envisat Level-2 Radar Altimetry Geophysical Data Record (GDR) product.

2.1. Preprocessing

The Envisat L2 data have to be preprocessed prior to the elevation change analysis. During the retracking process, ESA assigns data a “valid” or “invalid” flag. The invalid data can be caused by a number of scenarios, including lack of tracking record, waveform filters set to 0, if the radar return signal is not received in a predefined time window, or if the leading edge, or power is smaller than noise (Batoula et al., 2011). In this work, only “valid” data were used. Several geophysical corrections were applied, including the corrections for atmospheric delay caused by the dry and wet troposphere as well as the ionosphere, and those for the geocentric pole and solid Earth tides (Batoula et al., 2011). The sum of corrections was subtracted from the retracted height. In addition, only data from ice covered areas are used.

3. Method for deriving elevation changes

The RT method is used to estimate elevation changes \( (\frac{dH}{dt}) \) along the Envisat ground track, with a resolution of 1000 m. The method resembles the third method of Sørensen et al. (2011, M3) According to Flament and Rémy (2012) and Legrésy et al. (2006), the method has been adapted to radar altimetry, by performing a least-squares regression on all data in 1000 m along-track segments of the satellite track. The regression parameters are given by

\[
H(x, y, t) = H_0(x, y, t) + \frac{dH}{dt}(t - T) + dBs(Bs - B0) + dLeW(LeW - LeW) + dTeS(TeS - TeS) + sx(x - x) + sy(y - y) + \alpha \cos(\omega t) + \beta \sin(\omega t) + e(x, y, t) \tag{1}
\]

\( H_0 \) is the mean altitude of a given track segment, \( dBs \), \( dLeW \) and \( dTeS \) are the model parameters for the backscatter coefficient \( (Bs) \), leading edge width \( (LeW) \), and trailing edge slope \( (TeS) \) from the ICE2 retracker. These are waveform parameters and are included in the adjustment because it has been shown that variations in these waveform shape parameters are correlated with variations in the elevation (Davis et al., 2005; Legresy et al., 2005; Legrésy et al., 2006; Wingham et al., 1998; Zwally et al., 2005), and \( sx \) and \( sy \) describe the surface topography by its slope. We include a term describing the seasonal variations in surface elevation, \( S(t) \), and assume that this can be represented by the following expression, with \( T = 365 \) days being the period and \( \varphi \) being the phase,

\[
S(t) = D \cos(\frac{2\pi}{T} + \varphi)
= \alpha \cos(\omega t) + \beta \sin(\omega t) + e(x, y, t) .
\]

The overbar indicates the mean of the measurements in the given segment, and \( \varepsilon \) is the residual (the difference between the model and the observation values).

We apply a 3σ outlier rejection similar to that of Flament and Rémy (2012) based on the residuals, but do so in an iterative procedure. When outliers have been rejected, the standard deviation of the segment residuals is calculated again and the remaining data are evaluated against this. This is done repeatedly until no further observations are rejected. To ensure a robust solution, we only provide a \( \frac{dH}{dt} \) estimate for track segments in which more than 130 data points are available for the fitting procedure after the outlier rejection (Flament & Rémy, 2012).

In areas with sloping topography, a radar signal will not be reflected from nadir but from the closest point to the satellite within the (beam-limited) satellite footprint (Brenner et al., 1983, Brenner et al., 2007). We therefore apply a slope-induced error correction to relocate the \( \frac{dH}{dt} \) estimate to the actual location of the radar returns (Hurkmans et al., 2012). This is done using an independent DEM (Bamber et al., 2001), representing the local topography for each \( \frac{dH}{dt} \) estimate.

4. Elevation change results

Fig. 1 shows \( \frac{dH}{dt} \) over GrIS, derived from Envisat data in the period 2002–2010 by applying the algorithm described in Section 3. A clear pattern of thinning (blue) along a large fraction of the ice margin is seen, and especially near large outlet glaciers, such as Jakobshavn Isbræ located on the west coast of Greenland, great thinning is observed. In the interior of the ice sheet Fig. 1 shows only modest deviations from \( \frac{dH}{dt} = 0 \).

Temporal variations in the elevation change pattern for the area around Kong Frederik VIII Land in Northeast Greenland and Jakobshavn Isbræ in West Greenland, are shown in Figs. 2 and 3. These two areas were chosen as examples because they represent areas which are currently changing. Jakobshavn has been extensively studied throughout the past decade and has undergone major changes (Howat et al., 2011, Joughin et al., 2014), while the glaciers in Kong Frederik VIII Land has been studied recently by Khan et al. (2014). The four plots for each location show the results for the partly overlapping five-year

\[
\frac{dH}{dt} = \alpha \cos(\omega t) + \beta \sin(\omega t) + e(x, y, t) .
\]
periods; 2003–07, 2004–08, 2005–09 and 2006–10, respectively. The latter time period is shorter than the others by two months because of the change in orbit in October 2010. The thinning rate in Kong Frederik VIII Land becomes increasingly larger as time progresses (Fig. 2), while near Jakobshavn the temporal changes show a more complex behavior (Fig. 3).

5. Comparison of Envisat and ICESat results

Sørensen et al. (2011) used a RT algorithm similar to the one used in this study to estimate rates of elevation change derived from ICESat laser altimetry. The mean annual surface elevation change from ICESat data above the equilibrium line altitude (ELA), which is defined by the HIRHAM5 regional climate model (RCM) (Lucas-Picher et al., 2012), is shown in Fig. 4a for the period from September 2003 to October 2009 (Nielsen et al., 2014, Sasgen et al., 2012). For comparison, a result based on Envisat data for the same time period is generated and is shown in Fig. 4b. Both RT results have been interpolated onto a 5 km grid and a Gaussian filter with a radius of 25 km has been applied to suppress short wavelength features to ease the comparison of the two.

In terms of rate of elevation change above the ELA, ICESat shows a thinning of the southeastern and northwestern margins of the GrIS and a slight thickening in the interior (Fig. 4a). The thickening is most pronounced in Northeast GrIS and also northwest of the South Dome. A similar pattern is found in the Envisat results, however here a band of thinning is observed across the GrIS from the catchment area of Jakobshavn Isbræ in the west to the catchment area of the Kangerdlussuaq glacier in the east. Fig. 4c shows the difference between the rate of elevation change based on Envisat and ICESat data above the ELA, given by

$$\frac{dH}{dt}_\Delta = \frac{dH}{dt}_\text{ICESat} - \frac{dH}{dt}_\text{Envisat}.$$ (2)

Fig. 1. Rate of elevation change [m/yr] of GrIS derived from 2002 to 2010 Envisat radar altimetry.

Fig. 2. Rate of elevation change [m/yr] in Kong Frederik VIII Land in northeast Greenland, for four different five-year time spans: (a) 2003–2007, (b) 2004–2008, (c) 2005–2009, and (d) 2006–2010.
In the interior of the ice sheet a predominately positive $\frac{dH}{dt}/C_{12}/\Delta$ is observed, indicating a faster rate of elevation change seen from ICESat than from Envisat. A difference in the observed rate of elevation change from the two satellites implies a temporal change in the physical properties of the subsurface snow/firn in the accumulation area, which affects radar penetration (Ridley & Partington, 1988). Here, the rate of change in surface temperature, accumulation, melt and surface mass balance modeled by the high resolution HIRHAM5 RCM (Lucas-Picher et al., 2012) have been investigated, and so have the surface density and firn air content modeled by an off-line coupled firn densification model (Sørensen et al., 2011). None of the fields showed a clear correlation with the observed difference in elevation change from the two satellites. It was, however, found that especially the change in air content of the firn column and the change in accumulation rate can help to interpret the pattern of $\frac{dH}{dt}/C_{12}/\Delta$. The change in accumulation for the ICESat period 2003–09 is shown in Fig. 5a while the modeled change in firn air content is shown in Fig. 5b. The uncertainty of the change in firn air content is assumed to be 40%, while the uncertainty in the

![Fig. 3. Rate of elevation change [m/yr] near Jakobshavn Isbræ, for four different five-year time spans: (a) 2003–2007, (b) 2004–2008, (c) 2005–2009, and (d) 2006–2010.](image)

![Fig. 4. Rate of elevation change [m/yr] of the GrIS above the ELA derived from 2003 to 09 ICESat (a) and Envisat (b) data, respectively. (c) The difference between the rate of elevation change seen from ICESat and Envisat (Eq. (2)). The areas Z1–Z4 indicate zones of interest for the interpretation of the results. All data sets have been smoothed by a Gaussian filter with a radius of 25 km to suppress short wavelengths.](image)
change in accumulation is 20% (Simonsen et al., 2013). The uncertainties on the Envisat and ICESat elevation changes are the means of the uncertainties in each zone, derived through the least-squares fit. The complex pattern in Fig. 4c is difficult to summarize and therefore the following discussion will focus on four specific zones, each representing different $\frac{\Delta H}{\Delta t}/C_{12}$ scenarios. The locations of the four zones are already shown in Figs. 4 and 5.

In zone 1, located close to the ELA, both satellites observe a downward movement of the surface elevation. The downward movements observed by ICESat (−22.3 ± 6.1 cm/yr) is faster than the one from Envisat (−16.4 ± 5.6 cm/yr), leading to negative $\frac{\Delta H}{\Delta t}$ values. At least part of the thinning observed by ICESat is caused by a decrease in accumulation rate (see Fig. 5a), and the fact that Envisat observes a smaller thinning rate can be explained by a negative trend in firm air content in the area, meaning higher densities and shallower penetration depth. The mean change in accumulation rate in zone 1 is $−5.3 ± 1.1$ cm/yr, while the mean change in firm air content is $−5.4 ± 2.2$ cm/yr. In this zone, which is located close to the ELA, one might suspect the inclusion of ice lenses to play a critical role in the location of the reflective surface seen by Envisat, especially in a warming climate (Box, Yang, Bromwich, & Bai, 2009).

Zone 2 in northeast Greenland is characterized by positive $\frac{\Delta H}{\Delta t}/C_{12}$ values, with a mean value of 7.0 ± 2.2 cm/yr. Here, Envisat observes an almost zero ($−0.5 ± 0.2$ cm/yr) rate of elevation change, and ICESat observes the physical surface to move upwards with a mean velocity of $6.5 ± 1.6$ cm/yr. An explanation of this scenario is that even though the physical surface moves upwards caused by an increase in accumulation rate apparent in the area, the radar reflection surface remains constant due to lighter firm, causing the penetration depth increases. The model predictions do show this pattern with an increasing accumulation rate and firm air change, but the mean values of $0.7 ± 0.1$ cm/yr and $0.3 ± 0.1$ cm/yr, respectively, are not sufficient to fully explain the observations.

Zone 3 is located high on the ice sheet in the northern part of Greenland. In zone 3, negative $\frac{\Delta H}{\Delta t}/C_{12}$ values of on average $−3.5 ± 1.8$ cm/yr are found, caused by ICESat observing only a small elevation change, almost zero, while Envisat observes a positive rate of change. This scenario is consistent with the model results presented in Fig. 5. The upward movement of the reflective surface suggests denser firm conditions, which is supported by the negative trend of $−2.5 ± 1.0$ cm/yr in firm air content seen in Fig. 5b. The upward movement of the Envisat reflective surface could also be explained by a sudden introduction of a strong reflective surface, i.e. ice lenses, with the penetration depth of the radar signal.

The largest positive values of $\frac{\Delta H}{\Delta t}/C_{12}$ on the GrIS (12.8 ± 2.5 cm/yr) are found within zone 4, located high on the ice sheet, east of the Jakobshavn Isbræ. Here, ICESat observes an average increase in surface elevation of $7.3 ± 1.8$ cm/yr while Envisat observes the opposite, with an average of $−5.4 ± 3.2$ cm/yr. The positive $\frac{\Delta H}{\Delta t}/C_{12}$ could be explained by an increase in accumulation rate causing the physical surface to move upwards. An increase in air content in the firm making the radar easily penetrated by the radar could result in a smaller $\frac{\Delta H}{\Delta t}/C_{12}$ value. However, it would hardly be negative as the observations show. The model results also contradict the observations by predicting a negative trend in accumulation rate ($−2.0 ± 0.4$ cm/yr) and a firm air change close to zero within zone 4. This inconsistency suggests other sources of elevation changes, such as ice dynamics.

6. Discussion and conclusion

We find that the presented RT method provides robust Envisat-derived $\frac{\Delta H}{\Delta t}$ estimates covering a larger fraction of the GrIS with a higher resolution than what has previously been provided by X0 methods (e.g. Khorrostovsky, 2012).

The radar system onboard Envisat might lose track when the satellite moves from ocean to the steep topography, which is typical for the coastal areas of Greenland. This means that generally more ICESat results than Envisat results will be available in these regions. We compare ICESat and Envisat results above the ELA only, where the data coverage is more comparable, but the difference in coverage between the two missions might explain the fact that ICESat observes a larger area of thinning in southeast Greenland that Envisat. Another distinct feature visible in the difference patterns is the thin blue line in Fig. 4c along the eastern side of the ELA on the west coast, could be partly explained by a non-perfect relocation and preferential sampling of high points of the radar returns. In this lower altitude (wetter) area, Envisat should not suffer as much from penetration variability.

The high spatial resolution Envisat RT results enable investigations into variations in elevation change for smaller areas than previously
studied. We have presented the area of Kong Frederik VIII Land and the catchment area of Jakobshavn Isbræ. In Kong Frederik VIII Land, the GrIS regime drainage is governed by outlet glaciers of the North Greenland ice stream; Nioghalvfjerdsfjorden (79°25'N, 22°8'W), Zachariae Isstrøm (78°53'N, 21°8'W) and Storstrømmen (77°10'N, 22°45'W). The area shows a decrease in positive surface elevation change with time, and also a significant increase in thinning. This may be related to actual elevation changes, or be a result of changes in penetration depth of the Envisat radar. The elevation change of the outlet glaciers is more easily interpreted, where changes in the thinning can be neglected. Both Nioghalvfjerdsfjorden and Storstrømmen follow the pattern of changing from a thickening regime to thinning over the four time spans, whereas Zachariae Isstrøm shows elevation loss for all the four time spans.

The rate of elevation change in the catchment area of Jakobshavn Isbræ, as shown in Fig. 3, shows a complex pattern of the relationship between elevation decrease and increase, and further investigations into radial penetration of the area have to be carried out before conclusions can be drawn. In general, the extent of thinning appears to be increasing over the four time spans.

The least-square regression used to derive elevation changes from Envisat data includes information about the waveform parameters: the backscatter, leading edge width and trailing edge slope. This information can be used to suppress the influence of changes in the reflective properties of the surface on elevation changes. Despite the inclusion of the additional terms in the regression, we find that the rate of elevation change seen from Envisat and ICESat, respectively, differs. Part of the difference between the ICESat and Envisat results could possibly be attributed to the fact that ICESat measures only three months per year, but since what we compare are longer term trends, this should only have minor influence.

The pattern of difference is not uniform, and we explain some of the differences on a regional level if we include information about the surface on elevation changes. Despite the inclusion of what we compare are longer term trends, this should only have minor influence.
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The pattern of difference is not uniform, and we find that we can explain some of the differences on a regional level if we include information of changes in air content as well as accumulation rates in the analysis.
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A Digital Elevation Model of the Greenland Ice Sheet

Digital Elevation Models (DEMs) provide key information for assessing the state of the cryosphere, and are e.g. used in repeat-track analyses, for constraining SAR interferometry for ice velocity mapping, or in glaciological modeling. In the recent years, the Greenland Ice Sheet has been subject to temporally and spatially variable changes in ice thickness, ice velocity, mass balance, etc. (Sasgen et al., 2012; Shepherd et al., 2012; Sørensen et al., 2011). Therefore, an updated DEM is necessary in order to accurately correct recent observations. Such one is developed during this Ph.D. study.

In order to maximize the spatial data coverage and DEM accuracy, contemporary Envisat and CryoSat-2 LRM and SARIn radar data from 2010 are merged with ICESat, ATM, and LVIS laser data agreeing in time and space. Surface penetration of the radar echoes introduce vertical errors, which are corrected with laser data. Slope-induced errors introduce horizontal offsets as the reflecting point location is displaced from nadir to the Point of Closest Approach (POCA). Such errors in SARIn data are corrected by assuming a $2-\pi$ phase ambiguity and relocating the observations up-slope; the conventional radar data (Envisat, LRM) are adjusted by relocating the observations to the POCA. This approach uses a-priori knowledge on the surface topography, in this case obtained from the Greenland Ice Mapping (GIMP) DEM (Howat et al., 2014) regridded to a 2 km resolution. The specific resolution was determined in a study of relocation methods (Appendix D), where, however, additional work after submission of the paper revealed the preferred resolution for CryoSat-2 LRM data to be 2 km rather than 500 m as otherwise stated. The resulting model is referred to as the RL-DEM. It is referenced to the WGS-84 ellipsoid and is posted in two projections: In WGS-84 as a 0.02°lat $\times$ 0.05°lon equi-angular grid, and a 2 $\times$ 2 km equi-distant Polar Stereographic grid. The model, validation hereof, and comparisons with previous DEMs are all described in the following paper:
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Abstract. This work merges contemporary laser and radar data to develop a Digital Elevation Model of the Greenland Ice Sheet. The reference epoch is 2010 and the DEM is posted in two grids, 0.02°lat × 0.05°lon and 2×2 km. Radar data are acquired with Envisat and CryoSat-2, and elevation errors due to surface penetration are corrected with observations from the Ice, Cloud, and land Elevation Satellite (ICESat), Airborne Topographic Mapper (ATM), and Land, Vegetation, and Ice Sensor (LVIS). Methods for relocating radar data have been investigated and the optimal method has been applied. Validation of the DEM against 2011 ATM and CryoVEx data yields elevation differences of 0.1 ± 7.9 m above 2200 m altitude and 0.1 ± 59.9 m below. Thus, a radar-based, laser-adjusted DEM has been developed, which is specific to the year 2010, and which is applicable for e.g. relocation or elevation change detection of radar altimetry data.
1. Introduction

Monitoring the ongoing changes in the polar ice sheets is important for understanding the physical processes and their global impacts. This can be done, e.g., by analyzing ice velocities from SAR interferometry [Joughin et al., 2010], through glaciological and climatological modeling [Ettema et al., 2009], or through surface elevation change detection from altimetry [Sørensen et al., 2011]. Common to the methods is the application of a Digital Elevation Model (DEM) to constrain the observations. SAR-based ice velocities require a removal of the topographic signal to isolate ice movements [Joughin et al., 1996]. High-resolution DEMs input to Greenland climate models show more precipitation near the coast than in the interior. This opposes results with lower-resolution DEMs, however better agrees with automatic weather station data [Lucas-Picher et al., 2012]. In elevation change studies, a DEM can be used to remove topography in-between repeat ground-tracks [Qi and Braun, 2013], or to correct for slope-induced errors, which shift the reflecting point up-slope from nadir. For example, Envisat’s Radar Altimeter-2 (RA-2) has a half-power beamwidth of 1.3°. In combination with its altitude of 800 km, significant measurement relocations of up to 18 km may occur. Footprints from laser altimeters are up to 70 m wide and hence do not suffer from such offsets [Hurkmans et al., 2012].

Observed surface changes of the Greenland Ice Sheet (GrIS) occur on spatial scales of meters to kilometers, and outlet glaciers such as Jakobshavn Isbræ, Kangerdlugssuaq, and Helheim are subject to significant changes in elevation and mass balance [Korona et al., 2009; Pritchard et al., 2009; Levinsen et al., 2013; Howat et al., 2011]. An accu-
rate modeling process therefore requires the availability of a contemporary DEM. Current
DEM{s} are based on a variety of data sources and have different reference epochs. One
[Howat et al., 2014] combines data from different sensors, accumulated over roughly ten
years. Another [DiMarzio, 2007] uses only ICESat observations, limited to two to three
35-day acquisition periods per year between 2003 and 2005. A third [Helm et al., 2014]
uses 2012 CryoSat-2 data. As for many others, the DEM{s} suffer from either a reduced
spatial coverage or intermediate surface changes during data acquisition and relative to
the present day.

Pulses from radar altimeters penetrate clouds and are acquired more continuously in time
than laser observations, which are sensitive to cloud cover. Radar altimetry is, however,
subject to vertical errors due to penetration into the subsurface snow/ firn, volume scatter,
and shifted measurement locations [Ridley and Partington, 1988]. Thanks to CryoSat-2’s
operation mode over rough terrain as well as its smaller footprint compared to Envisat,
slope-induced errors in such data are reduced so CryoSat-2 better detects, e.g., ridges
and edges of ice caps. On the basis of concurrent observations from airborne and space-
borne laser and radar missions, this study focuses on the combination of 2010 Envisat and
CryoSat-2 data with colocated laser data to develop a DEM of the GrIS. The laser data
are acquired with the NASA Ice, Cloud, and land Elevation Satellite (ICESat), Airborne
Topographic Mapper (ATM), and Land, Vegetation, and Ice Sensor (LVIS). The different
ground-tracks and flight paths increase the spatial data coverage, and a correction of the
radar heights using laser data reduces elevation errors. Thorough tests of slope correction
methods yield significantly improved relocations of radar data relative to those in previous
studies. The result is an absolute DEM, referenced to a specific epoch in 2010. The model
exploits the high elevation accuracy in laser data and the large laser-radar data coverage
to resolve both large- and small scale topographic features. This is ideal for analyses of
observations acquired in or near 2010.

2. Observations

Based on data availability and to reduce effects from intermediate surface changes, the
observation period is April – September 2010. CryoSat-2 data were available from July
to September, while the Envisat data in the study start in April. This ensures a temporal
overlap with the airborne campaigns. Laser data are acquired before the onset of the melt
season, and the short observation period minimizes seasonal changes in the radar-laser
elevation offsets.

2.1. Radar altimetry

Envisat operated from 2002 – 2012. It followed a 35-day repeat cycle until October
2010 where an orbit lowering put the satellite into a drifting phase. The RA-2 instrument
functioned at a nominal frequency of 13.575 GHz (Ku band). The footprint had a diameter
of 18 km while the pulse-limited footprint (PLF) ranged from 2 to 10 km depending on
the surface topography [European Space Agency, 2011].

CryoSat-2 was launched into a 369-day repeat cycle in 2010. It orbits at a mean altitude of
730 km. The satellite’s main payload is SIRAL (Synthetic Aperture Interferometric Radar
Altimeter), which operates in one of three modes depending on the surface: The Low
Resolution Mode (LRM) is used over flat interior ice sheets where it acts as a conventional
radar altimeter. The nominal PLF is 1.65 km. The SAR mode is used over sea ice, while
a combination with interferometry (SARIn) is applied over the sloping ice and coastal
margins. Both SAR modes have a PLF of 1.65 km across-track vs. 300 m along-track. In the LRM and SAR modes, return signals are received by one antenna, while two antennae displaced by about 1 m are used in SARIn. Thus, in case of a sloping surface, a return pulse will arrive at the antennae at different times, and the phase difference can be used to derive the true reflecting point location [European Space Agency, 2012a; Wingham et al., 2006]. CryoSat-2's strength for our purposes lies in its SARIn mode.

The observations are downloaded from ESA, and the geodetic datum is the WGS-84 ellipsoid. Envisat cycles 88–92 (April to September 2010) are implemented in conjunction with CryoSat-2 Baseline B L2i (Level-2 Intermediate) data from July to September 2010 [University of Leeds, 2013]. L2i is preferred over L2 as the L2i product contains additional information, which allows for relocating the measurement locations. This allows for a consistent relocation of LRM and Envisat data and for correcting for phase ambiguities in SARIn data [European Space Agency, 2012a]. Additional Envisat cycle 77 (March-April 2009) data are included for an analysis of radar penetration depths.

2.2. Laser altimetry

In February 2003, NASA launched ICESat carrying on-board the Geoscience Laser Altimeter System (GLAS). ICESat operated until October 2009, initially with an 8-day repeat cycle, which was changed to a 91-day orbit after seven months of operation. Each laser pulse illuminated an ellipse approximately 60 m wide on the ground, and the along-track separation distance between footprints was approximately 170 m. Data from the GLAS/ICESat Antarctic and Greenland Ice Sheet Altimetry product (GLA12, release 33) are downloaded from the National Snow and Ice Data Center (NSIDC), and the geodetic datum is changed from TOPEX/Poseidon to WGS-84. The dataset provides geolocated
and time-tagged elevation estimates with vertical errors of approximately 15 cm [Zwally et al., 2002, 2014; Schutz et al., 2005]. Data rejection criteria and corrections are based on the study by Sørensen et al. [2011] and concern e.g. the removal of observations with more than one peak and the saturation correction based on the quality flag. Furthermore, the 2003 – 2009 surface elevation change trend derived from model 3 is added to 2009 ICESat heights to adjust them to 2010. The data are acquired in March – April 2009 and cover a period of 34 days.

2.3. Airborne laser-scanning data

The ATM and LVIS instruments are carried on board aircrafts and conically scanning the ground below. They are flown during the Operation IceBridge campaign, and GPS and inertial navigation systems allow for re-flying previous ground-tracks with a minimum overlap of 50%. The vertical accuracy is 10 cm.

ATM is typically flown at altitudes of 300 – 500 m with an off-nadir scan angle of 15°. This illuminates approximately 250 – 350 m wide swaths consisting of measurements with 1 – 3 m footprints. LVIS is a high-altitude instrument, and at an altitude of 10 km the 12° scan-angle allows for illuminating a 2 km swath with 10 – 25 m footprints. 2009 – 2010 ATM Level 1B Qfit and LVIS Level 2 releases are downloaded from the NSIDC. The observations are acquired in April and May and are referenced to the WGS-84 ellipsoid [Krabill et al., 2002; Krabill, 2013; Brooks et al., 2012]. The 2009 – 2010 elevation changes from ATM are estimated along repeat flight-lines to update the 2009 heights to 2010. Due to few repeat LVIS flights, and these often following ICESat ground-tracks, 2009 data are used where the ICESat elevation change trend is zero, i.e. mostly above 2000 m altitude.
3. Previous models

Several DEMs of the GrIS have been developed, and the first ones were published more than three decades ago [Brooks et al., 1978; Zwally and Bindschadler, 1983]. They were based on radar altimetry data from the Geodynamics Experimental Ocean Satellite (GEOS 3) and SEASAT, respectively. Newer models are developed by Bamber et al. [2001]; Sørensen et al. [2011]; Helm et al. [2014] and Howat et al. [2014]. As the latter are compared with the radar-laser model (RL-DEM) developed in this study, a short introduction to each follows below.

The Bamber et al. [2001] model is built from a combination of radar altimetry and airborne laser-scanner data and is posted at a 1×1 km resolution. Geosat and ERS-1 altimetry from the 1985 – 1986 and 1994/1995 geodetic phases are combined with ERS-1 and -2 tandem phase altimetry from 1995, 1991 – 1993 ATM data, aerial photography, and manually digitized maps from the Danish Geodata Agency (GST; previously the National Survey and Cadastre of Denmark, KMS). The digitized maps are used along large parts of the ice sheet margin and have RMS errors of at least 100 m. As the model is unable to resolve surface features with horizontal scales of less than 10 km, surface slopes are smoothed out or distorted [Scambos and Haran, 2002]. Thus, the DEM slopes and elevations do not meet the minimum accuracy required for modeling the GrIS state at present. Another model built from data from multiple sensors is the Greenland Ice Mapping Project (GIMP) DEM by Howat et al. [2014]. The GIMP is gridded to a 30 m resolution and is based on a combination of e.g. 2003 – 2009 ICESat data, 2000 – 2010 stereo-photogrammetric ASTER DEMs (Aster Global GDEM, Slater et al. [2011]), 1999 – 2002 Landsat-7 and RADARSAT-1 imagery. Validation against ICESat data shows RMS errors of elevation
differences of 8.5 m over ice-covered terrain and 18.3 m over ice-free terrain. The *Helm et al.* [2014] model is based on a 369-day cycle of CryoSat-2 LRM and SARIn data starting in January 2012. The posting is $1 \times 1$ km, and validation against 2012 ATM data shows mean elevation differences of $-0.01 \pm 45.0$ m above 2200 m altitude and $3.95 \pm 133.6$ m below. Finally, the *Sørensen et al.* (2011 Model 3) produced a mean surface topography in 500 m along-track segments, the center of each determined by averaging the observations in $500 \times 500$ m boxes along-track.

4. Method

The radar data are first relocated to reduce the effect of misallocation due to the surface slope. For LRM and Envisat, this is done with the Point of Closet Approach (POCA; *Gray et al.* [2013]; *Hawley et al.* [2009]), which relocates the observations to the closest, highest point within the footprint via local interpolation of the GIMP. This external DEM is chosen as its high resolution and accuracy allows for more accurately resolving the topography within the footprint than what is possible with, e.g., Envisat alone. The GIMP is re-gridded to 500 m (LRM) and 2 km postings (Envisat), respectively, cf. analyses of slope correction methods (see Discussion). Prior to its use, the GIMP is reprojected from the WGS-84 ellipsoid to the EGM2008 geoid [*Pavlis et al.*, 2012], negative elevations are edited out, and photoclinometry above 82N are replaced by GST photogrammetry to account for errors in this region. The geoid heights are then added back. SARIn data are slope-corrected using information from the CryoSat-2 L2i product. The relocation is based on the location and elevation of the satellite nadir point, as interpolated from the GIMP. If the nadir location is higher than the reported L2i location, the data point is assumed to be subject to a $2-\pi$ phase ambiguity. In this case, the position and height for the return
are recalculated from orbit data in the L2i product, assuming a $2-\pi$ interferometric phase shift that brings the return position uphill in the direction of nadir.

### 4.1. DEM conceptual algorithm and validation description

The Envisat, LRM, and SARIn profiles are corrected individually by adjusting the radar heights to the surfaces spanned by laser data.

1. For radar points with laser observations within a specific radius, apply Inverse Distance Weighting (IDW) to derive a laser height at the radar location. To minimize errors from surface changes within the radius and the steep topography along the margin, the radius is 500 m for radar points below 2000 m altitude and 2 km for points above.

2. Estimate the radar-laser elevation offset: $dH = H_{RA} - H_{LA}$.

3. Reject $dH$ values greater than two standard deviations (STD), $2\sigma$, of the mean. This reduces errors from the location of laser points relative to radar data.

4. Recalculate the mean and $\sigma$. Then reject outliers exceeding $3\sigma$.

5. Use the geostatistical interpolation tool *collocation* to spatially interpolate the $dH$ values onto a grid [Dermanis, 1984]: $dH_{intp}$ (prediction values) and $\sigma_{intp}$ (errors).

6. Correct the radar heights cf. $H = H_{RA} - dH_{intp}$.

*Collocation* is a linear, unbiased estimator built upon covariances and the spatial correlation between observations relative to their separation distance. Neighboring observations are assumed to be highly correlated and clustered observations are weighted less than single points. This makes the method ideal for transferring irregularly distributed observations onto a grid. Data errors are considered by adding a separate variance/covariance matrix, and if disregarding them, prediction to an observation point returns the measure-
ment value with a zero error. Collocation assumes the mean, variance, and covariances to depend only on the separation distance. Through minimizing the errors, a great spatial data distribution allows for accurately reproducing the spatial pattern of input values [Dermanis, 1984]. Given that the interpolation values are distributed above and below a given mean, and that laser data are available across the entire GrIS, collocation is a favorable tool. In addition, IDW is used to account for the spatial distribution of data, yet not their spatial correlation. All computations are carried out using GRAVSOFT GEOGRID [Tscherning et al., 2008].

The final DEM surface is derived by following the steps below:

7. In order to remove topography, thereby reducing potential interpolation errors, subtract the GIMP elevations from laser data and each corrected radar surface.

8. Use IDW to merge the residual surfaces into a grid. This yields $dH_{comb}$.

9. Finally, add the GIMP to $dH_{comb}$: $H_{RL-DEM} = H_{GIMP} + dH_{comb}$.

The GEOGRID routine produces equi-angular grids in WGS-84, in this case 0.02°lat × 0.05°lon, i.e. approximately 2 × 2 km depending on the latitude. This grid spacing is a good compromise between the spatial resolution of input data, and cf. Levin- sen et al. [2014] it is sufficient for use in elevation change analyses. A 2 × 2 km grid in Polar Stereographic projection is also produced; the standard parallel is 70N and the central meridian 45W. Both products refer to the WGS-84 ellipsoid. The RL-DEM errors are estimated by applying Gaussian quadratic summation to the interpolation errors, i.e. $\sigma_{RL-DEM} = \sqrt{(\sigma_{intp}^{EV})^2 + (\sigma_{intp}^{CS})^2}$. This is done because the interpolation errors not only represent the amount and spatial distribution of radar points; they also reflect topographic changes within the laser-radar search radius as this is contained in the $dH$ signal. The
respective pattern is analyzed by separating the \( dH \) values into 20 km bins and analyzing the spatial STD pattern.

Validation is carried out with 2011 ATM and ESA CryoVEx airborne laser-scanner data [Skourup et al., 2011]. This year is chosen as no CryoVEx flights were conducted in 2010, and other contemporary laser data are included in the analysis. A 500 m search radius between DEM and laser points is used, and the validation is split up into points above and below 2200 m altitude, similar to the study by Helm et al. [2014].

A separate study of penetration depths is carried out for contemporary ICESat and Envisat data from March/April 2009, and the analysis is constrained to points above 2000 m altitude. This confines observed elevation differences to reflect penetration effects rather than, e.g., temporal variations in the signal or surface climatology as well as surface melt.

5. Results

Fig. 1 shows the \( dH \) values and Table 1 the corresponding statistics. For CryoSat-2, SARIn data span ±8.8 m with a mean of −1.1 m and a STD of 3.4 m. For LRM data, the numbers are ±4.9 m, −0.5 m, and 2.3 m, respectively. The Envisat values over the SARIn region are ±6.5 m, −1.5 m, and 2.4 m, respectively, while corresponding values over the LRM region are ±6.5 m, −1.7 m, and 3.0 m. Overall, \( dH \) typically spans −3 – 0 m in the interior indicating that the surface height observed with the lasers is higher than that seen by the radars. This reflects penetration effects. Larger elevation offsets are found near the coast, particularly for SARIn where regions of \( dH = ±8 \) m occur.

The collocation operation reproduces the spatial pattern of \( dH \) values. Having done this
separately for the three observation types, the corrected CryoSat-2 surfaces are combined into one and merged with the Envisat heights. Adding laser data, Fig. 2 illustrates the resulting elevation model and Fig. 3 the surface slopes. A clear pattern in the distribution of elevation errors (Fig. 2b) arises due to $dH$: the high density of observations with similar radar-elevation offsets yield minimum errors of 0.4 m in the interior, which increase outward to a maximum of 4.0 m. Furthermore, an abrupt boundary between LRM and SARIn data exists due to the larger SARIn $dH$ variability. The RL-DEM reveals the topographic features of the ice sheet, as highlighted by Fig. 3: The ice divide, where the surface slopes are at a minimum, can be seen in the interior. Away from the ice divide, the slopes increase, following ice flow patterns over the bed as well as variations in the bed shear stress [Joughin et al., 2010; Rignot and Mouginot, 2012]. The maximum slopes are found along the coastal margins, indicating steep features caused by mountains, narrow ice streams, and outlet glaciers.

The validation results are presented in Table 2, which gives the mean and STD of the observed elevation differences ($dH_{valid} = H_{RL-DEM} - H_{valid}$). The largest disagreements occur at lower altitudes, while the agreement is slightly better with ATM than CryoVEx. This may be attributed to the repeat or near-repeat ATM flight lines, CryoVEx flights only covering margin regions, as well as the smaller CryoVEx data sampling in time and space. For this mission, the mean and STD are $0.1 \pm 59.9$ m below 2200 m, which decreases to $-1.6 \pm 13.8$ m above. For ATM, the corresponding values are $1.2 \pm 30.2$ m below 2200 m and $0.1 \pm 7.9$ m above, respectively.
Fig. 4 illustrates Envisat penetration depths in March/April 2009. The elevation offsets have a mean and STD of $-1.6 \pm 2.2$ m, with most penetration depths ranging from 1 – 4 m. The signal varies throughout the season and with the surface climatology. Therefore, the observed signal solely represents the specific period and region.

6. Comparison with other models

A comparison exercise against the models described in Section 3 is carried out to demonstrate not only how the RL-DEM performs relative to those, but also how the models inter-compare. This will clarify that the RL-DEM, in spite of being built from similar datasets and methodologies as previous models, contributes new knowledge concerning the GrIS surface topography. Each model is re-sampled to the $2 \times 2$ km posting, and elevation differences are given as $dH_{comp} = H_{RL-DEM} - H_{DEM}$. The mean and STD of $dH_{comp}$ are provided for observations below/above 2200 m altitude (Tables 3 and 4).

For both high and low altitudes, the RL-DEM vs. GIMP agreement is best. This is attributed to the use of the latter for the RL-DEM development so the model inherits the GIMP topography where few or no radar data exist. This mainly occurs along the margin and in the north due to the laser-radar search radii. The elevation offsets result from differing reference epochs and measurements as e.g. laser altimetry and photogrammetry are not subject to surface penetration. Based on the validation, however, confidence is provided in using the GIMP. The largest disagreements are found for inter-comparisons with the Bamber et al. [2001] model. Considering the elevation and slope errors and significant elevation changes between the mid-1990’s and 2010, large offsets between this and other DEMs are expected. The ICESat surface agrees best with the GIMP due to the DEMs used in the GIMP development being co-registered to ICESat data. Differences between
ICESat data and the RL-DEM are attributed to the 2006 ICESat reference epoch, errors due to the large ground-track separation distance and data gaps in time, as well as the smaller footprint relative to the RL-DEM posting. The Helm et al. [2014] model compares well with the others, particularly at higher elevations, where a small mean and STD is found. Differences increase with a lowering altitude, due to the 2012 reference epoch and the short observation period. The latter is advantageous as errors from elevation changes during data acquisition are reduced. However, the spatial data coverage is reduced, the impact of which is mostly seen by the margin: The model cannot accurately resolve the surface topography.

Thus, it is found that the RL-DEM differs from previous models and thus that it contributes with new knowledge of the GrIS topography, referenced to a specific epoch in time.

7. Discussion

Several methods for correcting radar data for slope-induced errors have been described in literature, e.g. by Brenner et al. [1983]; Bamber [1994]; Hurkmans et al. [2012]. In order to ensure an accurate correction of the points used in this study, two approaches are tested for Envisat and LRM data. Both are based on the GIMP at various spatial resolutions to account for surface topography, and both relocate the measurements horizontally. The methods are the POCA and the model by Hurkmans et al. [2012], which calculates the displacement from the satellite altitude and the surface slope and aspect. The tests are carried out over the highly dynamic Jakobshavn Isbræ drainage basin (Envisat) and the interior (LRM), and the results are validated against May 2010 ATM data. Envisat data are contemporary while LRM data are acquired in July 2010. The latter covers the
earliest available time period and are preferred to minimize surface changes relative to ATM. The GIMP is re-gridded to 500 m, 2 km, 4 km, and 8 km postings for Envisat data, and 90 m, 500 m, 1 km, and 2 km for LRM, respectively. The different grid postings result from Envisat data covering margin parts of the ice sheet with a high topographic variability. Validation shows the optimal methods to be the POCA with the GIMP at 2 km and 500 m postings, respectively. The different postings owe to the different test regions. The corresponding mean and STD of elevation differences are 1.0 ± 13.7 m and 0.6 ± 1.4 m. Thus, the 2 × 2 km RL-DEM makes out a strong tool for relocating conventional radar altimetry such as from Envisat and, in the future, Sentinel-3 over regions of little or no topographic changes [European Space Agency, 2012b]. An important finding was that for Envisat based on the 500 m GIMP, both approaches revealed intersecting relocation vectors rather than the points being shifted to the same location. Flament and Rémy [2012] used the POCA with the 90 m GIMP. According to this study, this indicates the occurrence of unphysical relocations and raises a question mark by Envisat’s ability to resolve topography at such a high posting. The Hurkmans et al. model uses the local topography and assumes a constant slope within the footprint. It is constrained to regions with slopes ≤ 1.5° as it breaks down over rough topography. However, this is also found with the higher resolution GIMP and for smaller slopes: points are shifted down-slope. Another flaw of the model is that it misses small-scale topography. The Hurkmans et al. study relocated Envisat data using a 1 × 1 km grid and lowered the error in volume change rates by approximately 10% relative to ICESat/ATM. This study suggests that a 2 km resolution could have improved the results further, and from the tests concludes that the radar data in this study have a greater horizontal accuracy than those previously
In the interior ice sheet, the radar vs. laser elevation offsets reflect penetration effects. At lower altitudes, these effects decrease, and the elevations offsets likely result from a combination of the following:

a) The spatial distribution of laser data relative to the respective radar point location;
b) Errors in the slope correction;
c) The different footprint sizes;
d) The physical properties of the subsurface snow/firn layer.

Element (a) explains the interchanging positive and negative $dH$ signals in neighboring locations and result from the applied method. This is concluded after dividing the elevation offsets into 20 km bins and analyzing the spatial STD pattern: in the interior, STD $\approx 0$ m. The STD increases with the proximity to the margin, as does the variation in the spatial distribution of positive/negative $dH$ signals. The variability can be reduced by decreasing the search radius, which will, however, lower the number of possible locations for $dH$ values. This is found in the northern GIS with the 500 m search radius over a low-altitude region extending far inland. Furthermore, (a) explains the larger range of SARIn $dH$ values due to the observations covering greater parts of the margin than Envisat. In the DEM production, the low number of overlapping radar-laser points is accounted for by merging laser and radar data. Effects from (b) are expected to be greatly reduced. However, as the exact surface seen by the radar is unknown, errors may still occur. (c) means that the topographic signal within the footprint may impact when comparing radar and laser elevations. The combined effect from (b,c) explains the larger mean and STD
values from Envisat than CryoSat-2 thereby demonstrating the advantage of CryoSat-2: the smaller SARIn footprint, and the SARIn technology, significantly improve the detection of the reflecting point location.

The varying $dH$ signals may also arise from a 2009–2010 elevation change not properly being accounted for. The laser points are mostly from ICESat, and as 2010 was a record melt year [Tedesco et al., 2011], the assumption of a constant elevation change trend fails. However, due to the few ATM and LVIS flight lines, the inclusion of ICESat data is a compromise between increasing the spatial data coverage and DEM accuracy, and introducing errors from physical surface changes. Such a surface change occurred during acquisition of the data used in this study. As discussed in [Sørensen et al., 2014], an increased accumulation rate will increase the elevation measured by ICESat while that seen by the radars might remain more stable if the snow added on top of the reflecting layer has a low density. This increases the penetration depth, and, therefore, $dH$.

### 8. Conclusions

Here, we present a combination of concurrent CryoSat-2 and Envisat observations with ICESat, ATM, and LVIS data to develop a contemporary DEM of the GrIS (RL-DEM). It is available in two grids referenced to the WGS-84 ellipsoid: 0.02°latitude $\times$ 0.05°longitude (WGS-84) and 2 $\times$ 2 km (Polar Stereographic projection). The RL-DEM is referenced to a specific time epoch, namely 2010.

The radar heights are corrected for elevation errors by shifting the points to the surface spanned by laser data using the radar-laser elevation offsets, $dH$. Laser data are acquired in 2009 and 2010, and 2009 data are adjusted to 2010 by adding the surface elevation changes over overlapping flight lines or satellite paths. This increases the spatial data.
coverage and decreases RL-DEM errors. The best radar-laser agreement is achieved with CryoSat-2’s LRM mode: Here $dH = \pm 4.9$ m, while for SARIn $dH = \pm 8.8$ m, and for Envisat $dH = \pm 6.5$ m. The larger range of SARIn values results from the larger data coverage along the margin where topography-induced elevation offsets between neighboring radar and laser points occur. Validation of the RL-DEM against 2011 ATM and CryoVEx data shows a good agreement in the interior ice sheet with larger offsets at lower altitudes: Above 2200 m altitude, ATM reveals means and standard deviations of elevation differences of $-0.1 \pm 10.1$ m and CryoVEx $-1.6 \pm 13.9$ m; below 2200 m the corresponding numbers are $2.0 \pm 39.3$ m and $0.8 \pm 61.0$ m, respectively.

Whereas high-resolution models, such as the GIMP, are applicable for processing of imagery with a similar resolution, the RL-DEM is ideal for accurately relocating conventional radar altimetry with a previously unachievable accuracy, and for using such data for surface elevation changes detection. With an increased CryoSat-2 data availability with time, Sentinel-3’s launch in 2015, and that of ICESat-2 in 2017, we can continuously develop updated GrIS DEMs to ensure accurate analyses of the GrIS.

**Acknowledgments.** The Envisat and CryoSat-2 data were available through ESA’s Earth Online (https://earth.esa.int/web/guest/data-access), while ICESat, ATM and LVIS data were downloaded from the NSIDC (http://nsidc.org/). The CryoVEx data are available in-house at DTU Space and may be available upon request.
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Figure 1. Elevation offsets between radar and laser data cf. $dH = H_{RA} - H_{LA}$, for Envisat (a) and CryoSat-2 LRM (b) and SARIn data (c), respectively.
Figure 2. The RL-DEM (a) and error estimates (b). Errors increase with the distance to observation points.

Table 1. Statistics for the radar-laser elevation offsets, $dH$, visualized in Fig. 1. The Envisat results are split up relative to the location of LRM/SARIn data to enable a comparison of values from the two sensors.

<table>
<thead>
<tr>
<th>Sensor</th>
<th># of points</th>
<th>mean [m]</th>
<th>$\sigma$ [m]</th>
<th>range [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-2: LRM</td>
<td>88,029</td>
<td>-0.5</td>
<td>2.3</td>
<td>$\pm$4.9</td>
</tr>
<tr>
<td>CS-2: SARIn</td>
<td>44,275</td>
<td>-1.1</td>
<td>3.4</td>
<td>$\pm$8.8</td>
</tr>
<tr>
<td>EV: RA-2 (LRM)</td>
<td>367,637</td>
<td>-1.5</td>
<td>2.4</td>
<td>$\pm$6.5</td>
</tr>
<tr>
<td>EV: RA-2 (SARIn)</td>
<td>122,128</td>
<td>-1.7</td>
<td>3.0</td>
<td>$\pm$6.5</td>
</tr>
</tbody>
</table>

Table 2. Validation of DEM elevations against 2011 ESA CryoVEx and ATM data, respectively. The search radius applied for neighboring observations is 500 m, and the elevation differences are given as $dH_{valid} = H_{RL-DEM} - H_{valid}$.

<table>
<thead>
<tr>
<th></th>
<th>Above 2200 m</th>
<th>Below 2200 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of points</td>
<td>mean [m]</td>
</tr>
<tr>
<td>CryoVEx</td>
<td>195</td>
<td>-1.6</td>
</tr>
<tr>
<td>ATM</td>
<td>3,860</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Figure 3. The surface slope. The ice divide and dynamic topography caused by ice flow over the bed topography and variations in the bed shear stress are visible.

Table 3. Inter-comparisons of the RL-DEM and previous models for observations below 2200 m altitude: The Helm et al. [2014] CryoSat-2 DEM, the Howat et al. [2014] GIMP, the Bamber et al. [2001] DEM, as well as the 2003 – 2009 mean ICESat heights [Sørensen et al., 2011]. Elevation differences are found as $dH_{\text{comp}} = H_{\text{column}} - H_{\text{row}}$, and the respective mean and STD hereof are given. All units are in m.

<table>
<thead>
<tr>
<th></th>
<th>RL-DEM</th>
<th>CryoSat-2</th>
<th>GIMP</th>
<th>Bamber</th>
<th>ICESat</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL-DEM</td>
<td>0</td>
<td>−52.1 ± 228.9</td>
<td>−0.4 ± 15.6</td>
<td>32.1 ± 66.2</td>
<td>−129.1 ± 289.6</td>
</tr>
<tr>
<td>CryoSat-2</td>
<td>0</td>
<td>50.6 ± 228.9</td>
<td>83.0 ± 239.3</td>
<td>−76.5 ± 295.2</td>
<td></td>
</tr>
<tr>
<td>GIMP</td>
<td>0</td>
<td>32.5 ± 65.1</td>
<td>−128.7 ± 290.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bamber</td>
<td>0</td>
<td>−161.2 ± 296.7</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICESat</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4. Envisat - ICESat elevation differences illustrating the penetration depth of Envisat echoes into the surface. The observation period is March/April 2009, and observations are constrained to points above 2000 m altitude.

Table 4. Inter-comparisons of the RL-DEM and previous models for observations above 2200 m altitude. Elevation differences are found as $dH_{comp} = H_{column} - H_{row}$, and the respective mean and STD hereof are given. All units are in m.

<table>
<thead>
<tr>
<th></th>
<th>RL-DEM</th>
<th>CryoSat-2</th>
<th>GIMP</th>
<th>Bamber</th>
<th>ICESat</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL-DEM</td>
<td>0</td>
<td>-1.8 ± 26.5</td>
<td>0.3 ± 7.2</td>
<td>47.0 ± 34.3</td>
<td>3.0 ± 37.9</td>
</tr>
<tr>
<td>CryoSat-2</td>
<td>0</td>
<td>2.1 ± 26.9</td>
<td>48.8 ± 34.6</td>
<td>4.8 ± 31.2</td>
<td></td>
</tr>
<tr>
<td>GIMP</td>
<td>0</td>
<td>46.7 ± 34.0</td>
<td>2.7 ± 34.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bamber</td>
<td>0</td>
<td>-44.0 ± 37.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICESat</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Relocation of radar altimetry data over ice sheets

As mentioned above, radar altimetry data acquired over ice sheets are subject to slope-induced errors due to a topographic variability within the footprint (Brenner et al., 1983). The outline of this paper is a comparison of two techniques for correcting for such errors. It is applied to Envisat and CryoSat-2 LRM near Jakobshavn Isbræ. The relocation is carried out by horizontally relocating the observations to the POCA to agree with the measured range, given a-priori knowledge on the surface topography.

More specifically, one technique, ‘the POCA’, uses the satellite altitude, \( H \), and position to relocate the radar echo from nadir to the nearest point within the footprint. The other, which is described by Hurkmans et al. (2012), uses \( H \) as well as the surface slope and aspect to estimate the horizontal displacement. A significant difference between the two techniques is that the former allows for a non-uniform slope within the footprint while the latter assumes the slope to be constant. The topography is generated from either Envisat or ATM data or the GIMP DEM (Howat et al., 2014) regridded to a number of spatial resolutions. This prevents errors from the inclusion of external data or reduces those inherent in radar data. It also allows for analyzing the relocation vectors’ sensitivity to different methods and DEM resolutions.

Significant differences between the size and orientation of the relocation vectors occur, and validation of the corrected observations against ATM show the preferred approach for both datasets to be the POCA using the GIMP regridded to a 2 km resolution. Therefore, the accuracy of the correction is highly dependent on the technique, which may translate into great errors in the respective analyses of, e.g., surface elevation changes or derived volume or mass changes.

This work is described in the paper below:
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Abstract. Beam-limited footprints from conventional satellite radar altimeters have diameters of tens of kilometers. Therefore, topography within the footprint may cause the reflecting point to differ from nadir, and displacements can be up to 18 km. Several techniques exist for correcting for such mispointing errors. Here, two methods are compared using Envisat and CryoSat-2 Low Resolution Mode data near Jakobshavn Isbrae. The correction is proven to be highly dependent on the applied method, and may be associated with significant errors, which lowers the accuracy in analyses of ice sheet changes from radar altimetry.

1 Introduction

At present, more than two decades of continuous satellite radar data are available from European Space Agency (ESA) missions. Several studies have used such observations to map changes in ice sheet elevation, volume, and mass (e.g. Zwally et al. (2005); Li and Davis (2008); Hurkmans et al. (2014); Helm et al. (2014); Sørensen et al. (2015)). Prior to doing so, it is necessary to correct the observations for slope-induced errors resulting from the large footprint: Topography within the illuminated area will relocate the radar echo from nadir to the Point of Closest Approach (POCA).

This prevents measurements of surface depressions such as the bottom of narrow outlet glaciers and troughs. As an example, the horizontal displacement for a satellite at an altitude of 800 km, typical for Envisat, and a uniform surface slope of 0.5° will be 7 km, corresponding to a range offset of 30 m. For 1° slopes, the offsets will increase to 14 km and 120 m, respectively (Brenner et al., 1983). Envisat’s altitude and 13.575 GHz Ku-band frequency yield beam-limited footprint diameters of 36 km resulting in maximum relocations of 18 km.

A number of methods exist for correcting for slope-induced errors. The 'direct method' corrects the
range to nadir (Brenner et al., 1983) while the 'intermediate method' relocates data from nadir to the
POCA to agree with the range (Remy et al., 1989). The 'relocation method' uses the surface slope to
find the POCA after which a corrected range estimate is derived (Bamber, 1994). All methods make
use of an a-priori surface model, i.e. a Digital Elevation Model (DEM). Furthermore, the first two
assume a constant slope within the illuminated area, while the latter allows for a non-uniform slope.
We consider two techniques to horizontally displace the observations: The intermediate method, in
the following referred to as the 'POCA', and that described by Hurkmans et al. (2012). The observ-
ations are acquired with Envisat and CryoSat-2 Low Resolution Mode (LRM). We vary the spatial
resolution of the DEM to investigate how different grid sizes impact the relocation. This provides
a minimum horizontal scale for topographic features, which the radar can resolve. The results are
validated against contemporary laser-scanner data from the Airborne Topographic Mapper (ATM).
The main contribution of the study is an important insight into the relocation vectors’ sensitivity to
different methods and DEM resolutions, which may translate into errors in derived surface elevation
changes or interpolated volume and mass changes.

2 Data

Envisat operated from 2002 – 2012. The Radar Altimeter 2 (RA-2) operated at Ku-band and reached
latitudes of $\pm 82^\circ$. CryoSat-2 was launched in 2010. Over the interior ice sheet, it operates in LRM
mode, which is a conventional Ku-band radar altimeter. It orbits at 730 km, reaching latitudes of
$\pm 88^\circ$ (European Space Agency, 2006, 2012). Observations from the two similar sensors are used to
illustrate the effect of relocating data over various types of terrain. The ATM is an airborne laser-
scanner, conically scanning the ground below the aircraft. At typical flight altitudes of 400 m and
with a scan angle of $15^\circ$, approximately 140 m wide swaths are illuminated. Footprints typically
range from 1 to 3 m (Krabill et al., 2002) making slope effects negligible. The Envisat and ATM
data were acquired in May 2010 while CryoSat-2 LRM data were acquired in July 2010, the period
closest in time for which observations were available.

3 Methodology

Jakobshavn Isbræ is the largest outlet glacier in Greenland. Envisat data acquired over this region
are relocated using the POCA and the method described by Hurkmans et al. (2012). The corrected
locations are obtained using a-priori topography generated from Envisat or ATM data or an external
Digital Elevation Model (DEM) regridded to various resolutions. Here, we use the Greenland Ice
Mapping Project (GIMP) DEM (Howat et al., 2014). Knowing the satellite altitude, $H$, and position,
the POCA relocates the radar echo from nadir to the point within the footprint, which is nearest to the
satellite. The method described by Hurkmans et al. (2012) assumes a constant slope and uses this and
a displacement factor, $D = H \sin(\alpha) \cos(\alpha)$, to calculate the displacement in the direction opposite
the aspect, \( \beta \): \( dX = D \sin(\beta - \pi) \), \( dY = D \cos(\beta - \pi) \). Observations with \( \alpha \geq 1.5^\circ \) are discarded, limiting the applicability over rapidly changing areas of the ice sheet where Størensen et al. (2015) otherwise have demonstrated Envisat data to be applicable for elevation change detection.

More specifically, we test the following techniques:

M.1 The method described in Hurkmans et al. (2012) using the GIMP regridded to 500 m, 2 km, 4 km, and 8 km resolutions.

M.2 The POCA using the GIMP regridded to 500 m, 2 km, 4 km, and 8 km resolutions.

M.3 Use Envisat data within an 18 km radius of each radar point to develop a local 1 \times 1 km DEM. Derive \( \alpha \) and \( \beta \), and apply the method described in Hurkmans et al. (2012).

M.4 The same as M.3, although ATM data are used in the 500 \times 500 m DEM formation.

M.5 The POCA based on ATM data within an 18 km radius of each radar point.

In M.3 – M.5, Envisat and ATM data are included to eliminate errors from external data or reduce those in radar data. The respective 1 km and 500 m resolutions are a compromise between the size of the footprints and topographic features in the region. The M.1 and M.2 techniques are applied to CryoSat-2 LRM data near Jakobshavn Isbræ.

4 Results and discussion

Fig. 1 presents a subset of the relocated Envisat data from M.1 (a), M.2 (b), and M.3 – M.5 (c), which demonstrates the significantly different size and orientation of the displacement vectors. Thus, the relocation is highly dependent on the technique and spatial resolution of a-priori data. M.1 – M.2 yield relatively consistent results for low spatial DEM resolutions (> 4 km) while the largest variations are found over lower altitudes with steeper surface gradients.

Fig. 1a shows a number of points being shifted down-slope to locations closer to the glacier margin, or intersecting relocation vectors within the illuminated area. Neither relocations are physically correct. Fig. 1b shows smaller and more consistent relocation vectors, and that points within the drainage basin are shifted up-slope or to the same position. In Fig. 1c, the Hurkmans et al. (2012) method again shifts points down-slope while the POCA more consistently relocates points up-slope. All methods show slope-induced errors to be significant in this region. As CryoSat-2 LRM data are available here (Helm et al., 2014), this study indicates the ideal geographical boundary for the LRM to be located further inland.

The validation is based on the median and standard deviation (STD) of elevation offsets between overlapping ATM and radar points as well as a slope error. The latter is given as the slope of the linear fit between the surface slope in the relocated point and the elevation offset; if the observations have been properly relocated, the slope error should be near-zero indicating that validation and radar
Figure 1: Relocated Envisat ((a) – (c)) and CryoSat-2 LRM data (d) near Jakobshavn Isbræ, respectively, overlain the Levinsen et al. (2015) DEM. The relocation is carried out using (a) the method described by Hurkmans et al. (2012), (b),(d) the POCA, and a combination of the two (c). The first two methods use the GIMP DEM to generate surface topography while the latter uses Envisat and ATM data, respectively. Please notice that similar relocation vectors for the 90 m and 500 m GIMP resolutions in (d) complicate visualization of all vectors.
Table 1: Validation of original (‘nadir’) and relocated Envisat points against ATM data over Jakobshavn Isbræ. The median and STD of elevation offsets are computed along with slope errors. The preferred method is highlighted in red. Numbers in parentheses show the spatial resolution of the external DEM/ dataset used to generate the surface topography.

<table>
<thead>
<tr>
<th>Method</th>
<th># points</th>
<th>median($dH$) [m]</th>
<th>STD($dH$) [m]</th>
<th>Slope error [m deg$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nadir</td>
<td>550</td>
<td>56.36</td>
<td>55.94</td>
<td>43.06</td>
</tr>
<tr>
<td>Hurk (500 m)</td>
<td>336</td>
<td>-0.51</td>
<td>91.42</td>
<td>27.15</td>
</tr>
<tr>
<td>Hurk (2 km)</td>
<td>320</td>
<td>-20.40</td>
<td>46.09</td>
<td>11.39</td>
</tr>
<tr>
<td>Hurk (4 km)</td>
<td>469</td>
<td>-26.16</td>
<td>49.08</td>
<td>-12.83</td>
</tr>
<tr>
<td>Hurk (8 km)</td>
<td>404</td>
<td>-26.03</td>
<td>45.36</td>
<td>6.04</td>
</tr>
<tr>
<td>POCA (500 m)</td>
<td>510</td>
<td>13.41</td>
<td>22.99</td>
<td>10.94</td>
</tr>
<tr>
<td>POCA (2 km)</td>
<td>508</td>
<td>6.41</td>
<td>22.76</td>
<td>5.89</td>
</tr>
<tr>
<td>POCA (4 km)</td>
<td>459</td>
<td>6.54</td>
<td>24.55</td>
<td>6.12</td>
</tr>
<tr>
<td>POCA (8 km)</td>
<td>436</td>
<td>7.77</td>
<td>28.02</td>
<td>3.47</td>
</tr>
<tr>
<td>Hurk (Envisat)</td>
<td>246</td>
<td>13.25</td>
<td>80.14</td>
<td>22.43</td>
</tr>
<tr>
<td>Hurk (ATM)</td>
<td>330</td>
<td>54.96</td>
<td>90.95</td>
<td>26.49</td>
</tr>
<tr>
<td>POCA (ATM)</td>
<td>2,536</td>
<td>-0.25</td>
<td>32.43</td>
<td>-5.65</td>
</tr>
</tbody>
</table>

Data have measured the same height. Larger values indicate that the correction has not fully reduced the horizontal error. One reason for the near-zero rather than zero slopes is that part of the elevation offset reflects surface penetration of the radar echoes. It is, however, believed to be constant in space and time due to the small observation area and the use of contemporary observations. Another reason is the observations’ significantly different footprint diameters. Table 1 provides the validation results. The POCA reduces elevation offsets to the highest degree possible and mostly for the method using the GIMP at a 2 km posting (M.1). The Hurkmans et al. (2012) approach produces elevation offsets of tens of meters, possibly due to the assumption of a constant slope within the footprint and a breakdown over regions with steep slopes as the method simplifies local topography. This is found in spite of the $\alpha > 1.5^\circ$ rejection criteria and explains the generally larger relocation vectors compared to the POCA results. The inclusion of Envisat or ATM data does not improve the outcome, likely due to biases from the spatial data distribution and error inherent in Envisat data. This demonstrates the necessity of an iterative approach, as was applied by Helm et al. (2014). In conclusion, none of the methods reduce horizontal errors sufficiently. The differing positive/negative slope errors reflect the large fluctuations in positive/negative elevation offsets, as indicated by the large STDs. An additional key point arises from the poor results with the 500 m GIMP, indicating that the RA-2 simply cannot
Table 2: Validation of original (‘nadir’) and relocated CryoSat-2 LRM points against ATM data near Jakobshavn Isbræ. The median and STD of elevation offsets are computed along with slope errors. The preferred method is highlighted in red. Numbers in parentheses show the spatial resolution of the external DEM used to generate surface topography.

<table>
<thead>
<tr>
<th>Method</th>
<th># points</th>
<th>median($dH$) [m]</th>
<th>STD($dH$) [m]</th>
<th>Slope error [m deg$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nadir</td>
<td>363</td>
<td>3.50</td>
<td>2.58</td>
<td>15.68</td>
</tr>
<tr>
<td>Hurk (90 m)</td>
<td>337</td>
<td>-5.64</td>
<td>4.81</td>
<td>-8.00</td>
</tr>
<tr>
<td>POCA (90 m)</td>
<td>352</td>
<td>0.85</td>
<td>1.41</td>
<td>3.54</td>
</tr>
<tr>
<td>POCA (500 m)</td>
<td>353</td>
<td>0.85</td>
<td>1.42</td>
<td>3.53</td>
</tr>
<tr>
<td>POCA (1 km)</td>
<td>359</td>
<td>0.70</td>
<td>1.48</td>
<td>4.00</td>
</tr>
<tr>
<td>POCA (2 km)</td>
<td>362</td>
<td>0.68</td>
<td>1.47</td>
<td>3.54</td>
</tr>
</tbody>
</table>

see small-scale topographic features over regions with steep surface gradients. The POCA takes into account local topography, and the 2 km resolution shows that the algorithm requires some level of surface detail to accurately relocate data. The Hurkmans et al. (2012) study applied a 1 km DEM and reduced errors in volume changes relative to ATM and Ice, Cloud, and land Elevation Satellite (ICESat) data by 14%. This study shows that a lower resolution and the POCA could further reduce the error.

The M.1 and M.2 experiments are duplicated for CryoSat-2 LRM data based on the GIMP regridded to 90 m, 500 m, 1 km, and 2 km resolutions. The lower DEM postings reflect the smoother topography. A subregion of the observation area is plotted in Fig. 1d. Table 2 contains all validation results for the preferred approach (found to be M.2) and the optimal solution for the other approach (M.1). It shows that the solution using the GIMP at a 2 km posting again is preferable. Therefore, applying this resolution over regions with both a steep and smooth topography is sufficient for ensuring a high accuracy.

5 Conclusions

Relocating radar altimetry data is important to correct for slope-induced errors. This study compares two techniques for horizontally relocating the observations to agree with the measured range. The methods use an a-priori knowledge on the surface topography. The observations are acquired with Envisat and CryoSat-2 LRM near Jakobshavn Isbræ. Significant differences between the direction and distance of displacement occur showing that the correction is highly dependent on the technique. Validation against airborne laser-scanner data shows the POCA method to be preferable. The highest accuracy for the two datasets is obtained with the Howat et al. (2014) GIMP DEM at a 2 km posting,
indicating this resolution to be sufficient over both the steep ice margin and the flat interior. An additional finding is the poor results when relocating Envisat data using the GIMP DEM at a 500 m posting, suggesting that the radar cannot resolve small-scale surface features over regions with steep topography. The choice of relocation method substantially affects the accuracy of the relocation, which may translate into significant errors in ice sheet elevation, volume-, or mass changes.
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E Posters

E.1 Inter-comparison exercise of surface elevation changes by Jakobshavn Isbræ

Presented at the 2013 EGU meeting in Vienna, Austria.
The poster presents an overview of the Round Robin exercise. This concerns elevation change solutions, validation hereof, and the conclusions leading to the development of the optimal method for an ice sheet-wide elevation change detection over the Greenland Ice Sheet. The Round Robin was conducted over the Jakobshavn Isbræ drainage basin, while the final dataset covers the entire ice sheet. This work led to the publications by Levinsen et al. (2015a) and Sørensen et al. (2015) – see Appendices A and B, respectively.

E.2 A digital elevation model of the Greenland Ice Sheet

Presented at the 2014 EGU meeting in Vienna, Austria.
This provides an overview of the method used for developing a Digital Elevation Model of the Greenland Ice Sheet as well as the preliminary results. The model is based on Envisat and CryoSat-2 radar altimetry data from 2010. Vertical errors in radar data have been corrected using contemporary laser data from ICESat, ATM, and LVIS.

E.3 A digital elevation model of the Greenland Ice Sheet

Presented at the 2014 AGU Fall Meeting in San Francisco, USA.
This poster presents the final outcome of the work described above. A major improvement consists in the final Digital Elevation Model being based on the corrected radar data merged with laser data. This exploits the high accuracy of laser data and the high spatial data coverage achieved when combining observations from both airborne and spaceborne, laser and radar missions. This work has led to the publication by Levinsen et al. (2015c) – see Appendix C.

E.4 Improving maps of ice sheet surface elevation changes

Presented at the SVALI Ph.D. course/ workshop 'Applications of radar data from ice sheets to understand flow processes' at the Center for Ice and Climate,
E.4 Improving maps of ice sheet surface elevation changes

University of Copenhagen, in March 2012. The work was conducted prior to commencing the Ph.D. study. The focus is a co-registration of high-resolution stereographic imagery from SPOT-5 to contemporary ICESat and ATM data. This corrected the SPOT-5 Digital Elevation Models for horizontal and elevation-dependent errors. The result is a more accurate elevation change detection, which is particularly applicable over ice-covered regions with a large topographic variability in time and space. Therefore, examples are presented for the two Greenland outlet glaciers Jakobshavn Isbræ and Kangerdlugssuaq. The method and results are published by Levinsen et al. (2013).
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Abstract:
In order to ensure long-term climate records, ESA has launched the Climate Change Initiative (ESA CCI), which puts focus on 13 different Essential Climate Variables, one of them being Ice Sheets. In this program, four selected key parameters will be determined for the Greenland Ice Sheet: Surface elevation changes (SEC), surface velocities, calving front locations, and grounding line locations. This work focuses on SEC, and the goal is to develop the best routine for estimating this by means of radar altimetry. In order to find the most optimal approach we have completed a Round Robin experiment (RR) in which researchers from various European and US institutions have provided SEC estimates derived from either Envisat radar or ICESat laser altimeter data. The test area was Jakobshavn Isbræ drainage basin, and by analyzing, inter-comparing and validating the results, we have found that a combination of repeat-track and cross-over analyses will result in SEC estimates with a high spatial resolution and low error estimates.

Results from Round Robin participants:
The RR participants are named SEC-1, SEC-2, ..., SEC-10, and their results (Table 1 and Figure 1) show that:
• SEC-1's Envisat results resolve SEC remarkably well demonstrating the possibilities of radar altimetry for such an analysis.
• Best agreement between ICESat and Envisat repeat-track results found inland. ICESat results best resolve SEC by outlet.
• Due to scarcity of cross-over points, these cannot be used to resolve SEC by outlet.
Validation of the SEC trends were performed with airborne lidar data from NASA's IceBridge and ESA's CryoVex campaigns. They showed (Figure 2):
• Generally good repeat-track results, however best inland where slope effects are smallest.
• Best cross-over results from laser rather than radar altimetry. Believed to result from ICESat's smaller footprint size → can better resolve the actual SEC trend.
• As slope-induced errors in cross-over points can be ignored using data from ascending and descending tracks → overall lowest errors found for cross-over data.
The following inter-comparisons of the RR results were carried out in order to find the most optimal way for estimating SEC throughout GIS:
• Radar vs. laser altimetry: Result: Difference only along ice stream due to slope effects.
• Repeat-track vs. cross-over: Result: RT has best spatial resolution and KD the lowest errors.
• Time series vs. direct estimation of dh/dt: Result: No difference.

Conclusions:
• Generally smaller ICESat than Envisat errors. Probably due to ICESat's smaller footprint size → more realistic resolution of actual SEC trend.
• SEC-1's radar results show large potential for the use of radar altimetry to derive SEC throughout the Greenland Ice Sheet including its margins.
• Most optimal SEC estimates can be obtained by combining repeat-track (high spatial resolution) with cross-over (low errors in cross-over points). This allows for obtaining reliable values both inland and in areas with a rough surface topography such as by the ice margin.

Table 1: Information on the Round Robin participants’ analyses and observation periods.

RR participant | Sensor | Method | Observation period | Output parameters
--- | --- | --- | --- | ---
SEC-1 | Envisat | Repeat-track | 2002 – 2010 | dh/dt, time series
SEC-2 | ICESat | Repeat-track | 2003 – 2009 | dh/dt
SEC-3 | ICESat | Repeat-track | 2003 – 2009 | dh/dt, time series
SEC-4 | ICESat | Repeat-track | 2003 – 2009 | dh/dt
SEC-5 | ICESat | Repeat-track | 2003 – 2009 | dh/dt
SEC-6 | ICESat | Cross-overs | 2003 – 2009 | dh/dt
SEC-7 | ICESat | Cross-overs | 2003 – 2009 | dh/dt, time series
SEC-8 | ICESat | Cross-overs | 2003 – 2009 | dh/dt
SEC-9 | Envisat | Cross-overs | 2003 – 2009 | dh/dt, time series
SEC-10 | Envisat | Cross-overs | 2002 – 2010 | dh/dt, time series

Figure 2: Results of the Round Robin analysis split up depending on the method and choice of altimeter: ‘ENVI’ refers to the use of Envisat data and ‘ICE’ to ICESat. See Table 1 for details on the method.
Columns: Left: Location of RR participants’ estimation points, middle: dh/dt, right: Standard errors.
Rows: Top + middle: Repeat-track method; Bottom: Cross-over method. The same colorbar applies for all dh/dt and error plots.

Figure 2: Validation with lidar data, i.e. scaled SEC differences between the lidar and RR dh/dt trends. The lidar trends cover the same time span as the observations, i.e. 2003 – 2009 and 2002 – 2010, respectively: SEC-1 (left), SEC-2 to SEC-5 (middle) and SEC-6 to SEC-10 (right).
A digital elevation model of the Greenland Ice Sheet derived from combined laser and radar altimetry data (ID #EGU2014-3063)
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Introduction:
When using radar altimetry to estimate elevation changes of ice-covered surfaces, correction for slope-induced errors is necessary. In case of topography, the closest point to the satellite may not be at nadir → the reflecting point of the radar pulse is moved up-slope → estimates are returned in the wrong set of coordinates. Slope-induced errors can be corrected for by introducing a Digital Elevation Model (DEM).

Previous DEMs (e.g., Bamber et al., 2001) and Howat et al., (2014) are based on approximately 10 years of observations. Large surface changes have been observed in that time span, particularly along the ice margin. Hence, updated topographic maps are necessary to continuously derive and correct accurate surface elevation change estimates.

Goal:
To develop a DEM of the Greenland Ice Sheet from a combination of Envisat and Cryosat-2 radar altimetry (RA) data, constrained by laser data (LA) from ICESat, ATM, and LVIS.

This work:
• Reference year: 2010
• Spatial resolution: 2 x 2 km. This agrees with the ESA Ice Sheets CCI project showing that a 5 x 5 km grid is reasonable for ice sheet-wide change detection (Levinse[n et al., 2013]).
• Temporally and spatially agreeing LA are used to correct radar elevations for e.g., surface penetration of the signal.
• Separate DEMs will be created for the RA data sets, and spatial interpolation method collocation will be used to merge them. This adjusts for potential inter-satellite biases.

Observations:
Cryosat-2: July + Aug. 2010 L2 LRM + SARin, baseline B,
Envisat RA-2: April – September 2010,
ICESat: April + Oct. 2009, 2003 – 2008 dh/dt trend (Sørensen et al., 2011) to update H_{EVSAT} to 2010,
ATM: April + May 2009, 2010; 2009 – 2010 dh/dt trend to update 2009 surface,

Method:

For each radar surface:
2. Find elevation difference, \( dh \), between RA and LA using LA within 2 km of each RA point: \( dh = H_{LA} - H_{RA} \).
3. Use collocation to spatially interpolate \( dh \) to observation area to get \( dh_{EVSAT} \).
4. Use interpolation values to correct RA surfaces: \( H_{RA} = H_{EVSAT} + dh_{EVSAT} \).

Merging into final DEM:
7. Grid resulting residual surfaces together using Inverse Distance Weighting. This yields \( dh_{Corrected} \).
8. Obtain final, merged DEM:

\( H_{Corrected} = H_{EVSAT} + dh_{Corrected} \).

Outlook and Conclusions:
• The availability of Cryosat-2 data, particularly SARin, has greatly improved our capabilities for DEM development and, hence, change detection using radar altimetry. This is seen through an increased spatial data coverage and accuracy, especially along the ice margin where previous altimeters (Envisat, ERS) are more affected by topography.
• Thus, radar altimetry can be used to develop a Digital Elevation Model of the Greenland Ice Sheet.
• The model is sensitive to the location of laser data as well as to local topography.

Future work:
• Validation with 2011 CryoVex data.
• Check inter-satellite bias adjustment through comparison of corrected Envisat and Cryosat-2 surfaces where \( dh/dt = 0 \) m/yr.
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Introduction
As the state of the cryosphere is constantly changing, it is highly important to continuously monitor the changes to understand the physical processes and their global impacts. Digital Elevation Models (DEMs) serve multiple purposes in such studies, e.g. for correcting radar altimetry data for slope-induced errors, or for adjusting for surface topography in along-track elevation change studies.

A contemporary DEM is required for ensuring a high accuracy in present-day cryospheric studies. Previous models of the Greenland Ice Sheet (GrIS) are based on observations from multiple sensors covering different time periods (e.g. Bamber et al. (2001), Howat et al. (2014)) or one year of data from one sensor (Helm et al., 2014). They are therefore affected by errors due to intermediate elevation changes or a limited spatial data sampling.

Goal
This work focuses on the development of a DEM of the GrIS based on merged radar and laser altimetry 2010 ESA Envisat CryoSat-2 data are relocated using the Howat et al., (2014) GIMP DEM, and elevation errors are corrected using contemporary laser data from NASA’s ATM (Airborne Topographic Mapper), LUIS (Land, Vegetation, and Ice Sensor), and ICESat (Ice, Cloud, and Land Elevation Satellite), respectively.

Merging the corrected radar data with laser data yields a DEM referenced to a specific time epoch and with a high horizontal and vertical accuracy.

The model
Observations:
Cryosat-2 = July – September 2010 LRM (Low Resolution Mode), SARIn (SAR Interferometry)
Envisat RA-2 = April – September 2010
ICESat = March – April 2009 + 2003–2009 elevation change trend (Sørensen et al., 2011)
LUIS = April & May 2009, 2010
ATM QF/P = April & May 2009, 2010

Strategy:
1. Perform in-depth analysis of relocation methods based on the GIMP gridded to different postings.
2. Use the optimal method for relocating Envisat and LRM data. SARIn data are relocated based on the 2n phase ambiguity.
3. Find elevation difference in overlapping observation points: \( d_H = H_{GA} - H_{LA} \).
4. Spatially interpolate dH to observation area using collocation: \( \hat{d}_{H_{GA}} \).
5. Correct radar heights using radar-laser elevation offsets: \( H = H_{GA} + \hat{d}_{H_{GA}} \).
6. Subtract GIMP DEM from laser data and corrected radar data.
7. Merge resulting residual surfaces using Inverse Distance Weighting: \( d_{H_{LS}} \).
8. Obtain final, merged DEM: \( H_{LS} = H_{GA} + \hat{d}_{H_{GA}} + d_{H_{LS}} \), and errors by applying Gaussian quadratic summation to the interpolation errors, \( \sigma_{LS} \).
9. Validate DEM against 2011 ATM and ESA CryoVex (Cryosat Validation Experiment) data.

Characteristics:
- Reference epoch: 2010
- Geodetic datum: WGS-84 ellipsoid
- Spatial resolution: 2 x 2 km (Polar Stereographic)
- 0.02°satt x 0.05° lon (WGS-84)

Validation
Validation against 2011 CryoVex and ATM data: Mean and standard deviation (STD) of elevation differences, \( d_{H_{LS}} = H_{LS} - H_{LS} \).

The validation is split up relative to observations above/below 2200 m altitude, similarly to Helm et al. (2014), who found -0.01±45 m and 3.95±133.6 m, respectively, using 2012 ATM data.

<table>
<thead>
<tr>
<th></th>
<th># of points</th>
<th>Above 2200 m [m]</th>
<th>STD [m]</th>
<th># of points</th>
<th>Below 2200 m [m]</th>
<th>STD [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>3,860</td>
<td>-0.1</td>
<td>10.1</td>
<td>15,093</td>
<td>2.0</td>
<td>39.3</td>
</tr>
<tr>
<td>CryoVex</td>
<td>195</td>
<td>-1.6</td>
<td>13.9</td>
<td>869</td>
<td>0.8</td>
<td>61.0</td>
</tr>
</tbody>
</table>

Outlook and Conclusions

- An absolute DEM of the Greenland Ice Sheet has been developed, which is referenced to a specific epoch in time: 2010.
- Elevation errors in Envisat and CryoSat-2 data have been corrected using contemporary, colocated ICESat, ATM, and LUIS laser data.
- Analyses of relocation methods have greatly improved the horizontal accuracy of radar data relative to previous studies.
- Combined with CryoSat-2’s smaller footprint and SARIn mode, the range of applications of radar altimetry for analyses of the ice sheet topography have significantly improved.
- The best validation results are found for higher surface elevations, consistent with smaller surface changes in time and space.
- Best agreement with ATM due to DEM being based on 2009, 2010 ATM data and the near-repeat flight lines.
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Abstract:

Ice surface elevation measurements from satellite and airborne laser altimeters have relatively low errors, but are spatially limited to satellite orbits and flight paths. Photogrammetric Digital Elevation Models (DEMs) have larger errors, but provide continuous surface elevations. We combine the complementary capabilities of these datasets to construct high-resolution (~100 m) maps of surface elevation and elevation change over rapidly changing outlet glaciers. Such a high resolution is needed to resolve the spatial variability of change over narrow ice streams and shear margins.

The basic principle of our method is to constrain the DEM surfaces to the altimeter flight lines where they overlap in space and time. This reduces the registration error in the DEM and fills the gaps between altimeter paths. We use laser altimeter data from ICESat and NASA ATM as well as DEMs from the SPOT 5 satellite. The observation areas are the Greenland outlet glaciers Jakobshavn Isbrae and Kangerdlugssuaq, and the elevation changes are estimated during the period 2007 – 2008.

Objective:

• To determine surface elevation changes by the Greenland outlet glaciers Jakobshavn Isbrae and Kangerdlugssuaq during period from 2007 – 2008.
• To combine satellite altimetry data (ICESat GLA12. ATM) with photogrammetrically derived DEMs (SPOT 5), which agree in time and space.

Method:

• Obtain data from observation areas. These are all acquired during spring/summer of 2007 and 2008. Fig. 1 – 2 provide examples of input elevations, while Fig. 3 illustrates the 2007 and 2008 elevation changes when differencing the input DEMs. All data are from Jakobshavn Isbrae.
• Register the DEMs to altimeter points using planimetric and elevation dependent corrections in order to correct the DEMs. This yields Z_{err}.
• Apply linear, unbiased geostatistical interpolation method to residuals between corrected DEM and altimeter surfaces: Optimal linear estimation (OLE). This yields interpolated values for the entire DEM surface, ΔZ_{ corrected} and variances of estimates, ΔZ_{err}.
• Derive maps of surface elevation changes and errors of the relation: Z_{corrected} = Z_{source} – (ΔZ_{altimeter} + ΔZ_{err}). Fig. 4 shows Z_{corrected} from Jakobshavn.
• Difference Z_{corrected} for 2007 and 2008, respectively, to get the elevation changes, ΔH/dt. Fig. 5 shows the estimates for Jakobshavn and Fig. 6 those for Kangerdlugssuaq. Table 1 gives the results in numbers.

Results:

<table>
<thead>
<tr>
<th>Glacier</th>
<th>ΔH/dt (terminus) [m/yr]</th>
<th>ΔH/dt (flow channel) [m/yr]</th>
<th>ΔH/dt (remaining surface) [m/yr]</th>
<th>Elevation change error [m/yr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jakobshavn Isbrae</td>
<td>-35 to -30</td>
<td>-20 to -10</td>
<td>0</td>
<td>0.3 – 5.2</td>
</tr>
<tr>
<td>Kangerdlugssuaq</td>
<td>-20 to -7</td>
<td>-15</td>
<td>+10</td>
<td>0.3 – 5.4</td>
</tr>
</tbody>
</table>

Table 1: Results from the two glaciers, i.e. approximate elevation changes and corresponding error estimates – the latter being based on dZ_{err}.

Fig. 1: Input DEM elevations from Jakobshavn Isbrae (August 4th 2007).
Fig. 2: Input altimeter elevations from Jakobshavn Isbrae (May 2007).
Fig. 3: Original elevation changes when differencing the 2007 and 2008 DEMs.
Fig. 4: Maps of Z_{corrected} from Jakobshavn Isbrae for the 2007 and 2009 data.
Fig. 5: Maps of ΔH/dt as well as estimation errors for Jakobshavn Isbrae.
Fig. 6: Maps of ΔH/dt as well as estimation errors for Kangerdlugssuaq.

Conclusions:

• The method is useful for using laser altimetry and photogrammetry to produce high-resolution maps of elevation changes with low errors.
• This method for unbiased minimum error prediction, i.e. OLE, is particularly applicable in areas of rapid surface changes.
• The magnitude of the errors largely depends on the altimeter data coverage: For tracks approximately 2 km apart, the error is 2 m/year. If the distance halves, the error approximately halves accordingly. Therefore, error maps can be used to improve airborne altimeter flight planning by minimizing the spatial density of the flights.
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Journal papers


**Contribution:** Performed analyses, wrote paper, and produced all figures. Organized discussions with co-authors regarding data interpretation, and structured the work.


**Contribution:** Participated in development of routine, discussions of how to fully understand the Envisat data, and in editing the paper.


**Contribution:** Performed analyses, wrote paper, and produced all figures. Organized discussions with co-authors regarding interpretation, and structured the work.


**Contribution:** Performed analyses, wrote paper, and produced all figures. Organized discussions with co-authors regarding data interpretation, and structured the work.

**Contribution:** Provided corrected Digital Elevation Models and an elevation change map over Jakobshavn Isbræ derived in the study by Levinsen et al. (2013). Participated in discussions on interpretation of the change signal.


**Contribution:** Performed analyses, wrote paper, and produced all figures. Organized discussions with co-authors regarding data interpretation, and structured the work.

**Technical reports**


**Contribution:** Co-wrote and edited Section 2 related to surface elevation change analyses.


**Contribution:** Composed Sections 2.3 and 2.4 related to repeat-track analyses and merging of such data with cross-over solutions. Co-wrote and edited Sections 2.1 and 2.2 related to cross-over analyses and providing a system overview.


**Contribution:** Composed Section 2 related to the Round Robin exercise.
Conference proceedings


**Contribution:** Performed analyses, wrote proceedings paper, and produced all figures. Organized discussions with co-authors regarding data interpretation, and structured the work.


**Contribution:** Performed analyses, organized discussions with co-authors regarding data interpretation, and structured the work. Edited proceedings paper.


**Contribution:** Provided elevation differences estimated from CryoSat-2 (2012 – 2013) and ATM (2011) data, and CryoSat-2 and mean ICESat (2003 – 2009) data, respectively, to detect errors in observations from CryoSat-2. These were mostly pronounced over sloping regions of the Greenland Ice Sheet.
Least-squares collocation

The spatial distribution of space- and airborne observations is far from regular. Not only can e.g. a drift of a satellite orbit prevent ground-tracks from being exactly repeated, but so can slope-induced errors in RA data, which can displace measurement locations by several km (Hurkmans et al., 2012). Observations from airborne laser-scanners, on the other hand, are constrained to flight lines, which in turn are limited by logistics and costs.

One way of accounting for the spatial data distribution is by applying a geostatistical interpolation tool such as collocation. It is a linear, unbiased estimator, which can be used for interpolating sparsely distributed observations onto a predefined grid. The method was originally developed for solving partial differential equations as the anomalous potential outside the Earth, $T$, satisfies Laplace’s differential equation $\Delta T = 0$ (Hofmann-Wellenhof and Moritz, 2005). The solution uses the spatial correlation between the measurements and prediction points, and thus the result depends on the measurement locations rather than the actual data values. The estimation variance is minimized, which explains the method also being known as optimal linear estimation.

A similar interpolation tool is called kriging, which is based on semi-variograms. By assuming that the value of such one depends solely on the separation distance between a set of observations, namely the lag $h$, rather than the direction of displacement, the two methods are related by (Fig. G.1(a)):

$$\gamma(h) = C(0) - C(h)$$ (G.1)

Here, $\gamma(h)$ is the semi-variogram for points displaced by $h$ and $C(h)$ the auto-covariance function. $C(0)$ is the variance, i.e. $\sigma^2$. The condition ensuring this relation is referred to as second order stationarity. Several types of kriging exist, all of which contain information on the input dataset. Fig. G.1(b) shows a spherical semi-variogram model and how the observations become decorrelated with an increasing lag. The sill denotes the variance and the range the corresponding lag; for lags greater than this value, observations are no longer correlated. The nugget effect provides the input data error by directly indicating that measurements acquired at the same location ($h = 0$) differ by a given offset.

The point to be made here is that the semi-variogram can be described using covariances, and that the mathematical system for simple kriging is identical to that for least-squares collocation. Hence, the literature used for describing collocation in the following refers to both approaches. As it is out of the
G.1 Implementation

Consider two measurements at points on a plane or in space, and separated by the lag distance, \( z(\mathbf{r}) \) and \( z(\mathbf{r} + \mathbf{h}) \). Assuming that

\[
z = [z(\mathbf{r}_1), z(\mathbf{r}_2), \ldots, z(\mathbf{r}_N)]^T = [z_1, z_2, \ldots, z_n]^T
\]

at the locations \( \mathbf{r}_i \), then \( \mathbf{r} \) is a vector containing the spatial coordinates, while \( \mathbf{h} \) is the lag distance between two points, \( \mathbf{r}_j \) and \( \mathbf{r}_k \). \( \mathbf{Z} \) is a signal vector given similarly to Eq. (G.2):

\[
\mathbf{Z} = [Z_1, Z_2, \ldots, Z_n]^T
\]

Both have an expected value equal to zero, i.e. the measurements are assumed to be unbiased. Optimal linear estimation is based on linear-least squares, and thus the known measurements, \( \mathbf{z} \), can be used to derive a linear estimate for the unknown \( \mathbf{Z} \) as:

\[
\hat{\mathbf{Z}} = \mathbf{A}\mathbf{z}
\]

where \( \mathbf{A} \) is a matrix containing the auto-covariance function between the measurements and prediction points. Assuming isotropy, i.e. that the auto-covariance function behaves similarly in all directions and hence depends only on \( \mathbf{h} \), and by minimizing estimation errors, i.e. \( \epsilon = \hat{\mathbf{Z}} - \mathbf{Z} \), the solution to the collocation system is:

\[
\hat{\mathbf{Z}} = \text{Cov}\{\mathbf{Z}_0, \mathbf{Z}\}^T \mathbf{C}^{-1} \mathbf{z}
\]

\[
= \begin{bmatrix}
C_{01} & \cdots & C_{0N} \\
C_{11} & \cdots & C_{1N} \\
\vdots & \ddots & \vdots \\
C_{N1} & \cdots & C_{NN}
\end{bmatrix}
\begin{bmatrix}
C_{11} & \cdots & C_{1N} \\
\vdots & \ddots & \vdots \\
C_{N1} & \cdots & C_{NN}
\end{bmatrix}^{-1}
\begin{bmatrix}
z_1 \\
\vdots \\
z_N
\end{bmatrix}
\]

(G.3)

Here, \( C_{0k} \), \( k = 1, \ldots, N \) describes the auto-correlation between a given prediction point and the \( k \)th measurement, while \( C_{ij} \), \( i, j = 1, \ldots, N \) denotes the
G.1 Implementation

(a) Covariances and semi-variogram

(b) Semi-variogram model

Figure G.1 (a) Semi-variogram and covariances. The inverse relationship in Eq. (G.1) is evident as the correlation between a given set of observations decreases when their separation distance, the lag, increases. The variance is referred to as the 'sill' for semi-variograms. (b) A spherical semi-variogram model illustrating the information about the observations contained herein: The sill, range, and nugget effect (Bohling, 2005).
auto-correlation between measurements $i,j$. 

The error on $Z$ is described by the variance/covariance matrix $\sigma^2_Z$:

$$
\sigma^2_Z = \sigma^2 - \text{Cov}\{Z_0, Z\}^T C^{-1} \text{Cov}\{Z_0, Z\}
$$

$$
= C(0) - \begin{bmatrix} C_{01} & \ldots & C_{0N} \\ C_{11} & \ddots & \vdots \\ \vdots & \ddots & \ddots \\ C_{N1} & \ldots & C_{NN} \end{bmatrix}^{-1} \begin{bmatrix} C_{01} \\ \vdots \\ \vdots \\ C_{0N} \end{bmatrix}
$$

(G.4)

The above solutions correspond to the scenario where no data errors exist. If wanting to account for such, the measurements, $z$, are expressed as $z = s + n$, where $s$ is the measured signal and $n$ the noise herein. Thus, a separate variance/co-variance function for the noise is added in the estimation process, so $C = C_s + C_n$ rather than, as now, $C = C_s$.

Different covariance models exist, and the one used here is the 2$^{nd}$ order Markov covariance model implemented in the GRAVSOFT GEOGRID routine (Forsberg and Tscherning, 2008). It is given as:

$$
C(r) = C(0) \left(1 - \frac{r}{\alpha}\right) e^{(-\frac{\pi^2}{\alpha})}
$$

where $r$ is the distance from the measurement to the estimation point, and $\alpha$ is a constant determined from the correlation length of the measurements. The correlation length is given as the lag distance at which half the variance is reached, i.e. $h_{1/2} = h(C(0)/2)$. Thus, the corresponding covariance is referred to as that of 50% correlation.

### G.2 Advantages

Several advantages follow when using least-squares collocation to spatially interpolate a set of inhomogeneously distributed observations, namely:

1. The method outputs both interpolation values and errors.
2. It takes the spatial distribution of the observations into account by weighing single observations higher than those in a cluster, and by weighing points closer to the prediction point higher than those further away. Thus, the interpolation error increases with the distance to observations.
3. The method is based on covariances, which, unlike some semi-variograms, always are positive definite. This is always the case when working with physical scenarios.
G.2 Advantages

4. Measurement noise can be added.
5. The collocation system uses information on:
   - Errors in the input data, for semi-variograms termed the nugget effect.
   - The correlation length.
6. Assuming no data errors, prediction to an observation point will return the observation value with a zero error.