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Resumé (in Danish)

Teoretisk og eksperimentel analyse af adsorption i overfladebaserede biosensorer

modeloverfladers der imiterer substrat, samt at studere kompetitiv adsorption af lipase og overfladeaktive molekyler (surfactant). En del af den eksperimentelle data målt under projektperioden præsenteres og diskuteres. Denne del tilvejebringes tilsyneladende kinetiske adsorptions- og desorptionkonstanter, og forsøger at give et overblik over de vigtigste elementer der udfordrer brugen af den eksperimentelle data til datadrevet teoretisk modellering. Vi fremhæver nogle vigtige betingelser som skal være opfyldt for at opnå en udførlig forbindelse mellem eksperimental data og teoretisk modellering.
Abstract

The present Ph.D. dissertation concerns the application of surface plasmon resonance (SPR) spectroscopy, which is a surface-based biosensor technology, for studies of adsorption dynamics. The thesis contains both experimental and theoretical work. In the theoretical part we develop the theory for convection, diffusion, and adsorption in surface-based biosensors in general. In particular, we study the transport dynamics in a model geometry of a Biacore SPR sensor. An approximate quasi-steady theory, which has been widely adopted in the SPR literature to capture convective and diffusive mass transport, is reviewed, and an analytical solution is provided. The important nondimensional Damköhler number, inherent in the quasi-steady theory, is derived in terms of the nondimensional adsorption coefficient (Biot number), the nondimensional flow rate (Péclet number), and the model geometry. Also, a two-component theoretical model, designed to capture competitive adsorption dynamics of two adsorbing species, is developed and presented. Transient dynamics is investigated numerically, and we quantify the error of using the quasi-steady theory for experimental data fitting in both kinetically limited and convection-diffusion-limited regimes. The results clarify the conditions under which the quasi-steady theory is reliable or not. In extension to the well known fact that the range of validity is limited under convection-diffusion-limited conditions, we also show how the ratio of the inlet concentration to the maximum surface capacity is critical for reliable use of the quasi-steady theory. Our theoretical results provide users of surface-based biosensors with a tool of correcting experimentally obtained adsorption rate constants, based on the quasi-steady theory. Finally, the consequence of adsorption on all surfaces present in the flow cell of the surface-based biosensor, in addition to the sensor surface, is investigated. In the experimental part of the thesis we use a Biacore SPR sensor to study lipase adsorption on model substrate surfaces, as well as competitive adsorption of lipase and surfactants. A part of the experimental data obtained during the project is presented and discussed. In particular, this part provides apparent kinetic adsorption/desorption rate constants, and gives an overview of the major challenges of basing theoretical modeling on this data. We emphasize the importance of some conditions, which necessarily have to be fulfilled in order...
to attain a comprehensive link between the experimental data and the theoretical modeling.
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Chapter 1

Introduction

1.1 Outline of the Ph.D. project

The present Ph.D. project was set up as a collaboration between the Technical University of Denmark (DTU) and Novozymes. The theoretical developments were primarily carried out at DTU under supervision of Professor Ole Hassager, DTU Chemical Engineering, and Professor Henrik Bruus, DTU Nanotech. All experiments analyzed during the project were designed in close collaboration with Senior Manager Thomas H. Callisen, Novozymes A/S, and were carried out with laboratory support from Lene Bjørg Cesar, and Diane Falk Rasmussen at Novozymes.

The aim of the project was to develop theoretical models of molecular transport to support interpretation of data from surface plasmon resonance (SPR) biosensor experiments. In this way, the project has been primarily data driven, and the effort put on interpreting data has been pronounced. In the majority of the project the typical working procedure was to obtain SPR data, and thereafter attempt to understand it by using theoretical calculations.

The aim of the Ph.D. project turned out to be challenging. As presented in chapter 5 the SPR experiments and the corresponding experimental protocols, albeit of good quality and at the level typically reported in peer-reviewed papers, were found not to be sufficiently developed for the purpose of forming the basis for rigorous theoretical analysis. Even though the experimental work has not yet been submitted for publication, it has been a fruitful process to link experiments and theory. The goal of combining rigorous theory with experiments on biological matter is hard, but the process of approaching that goal has implied experience and insight, which may be applied in future work. The theoretical work has spawned a manuscript submitted for publication, which concerns the
capabilities, as well as shortcomings, of a widely used model in the SPR literature.

Moreover, in addition to the Ph.D. courses followed and the teaching assistance done at DTU, I have co-authored two manuscripts written and published during the project period. Both are outside the scope of the main project defined in collaboration with Novozymes, and are therefore simply appended in the end of the dissertation.

1.2 Dissertation structure

The objective of this thesis is to provide both a general overview of the work done during the Ph.D. project period, as well as detailed descriptions of developed methods and obtained results. The main part of the thesis is directly related to the project scope of obtaining tools for better interpretation of data obtained from surface plasmon resonance (SPR) spectroscopy, with the ultimate goal of better utilization of the data in research and development.

Chapter 2: Introduction to SPR spectroscopy

This chapter provides background information related to the setup and application of SPR spectroscopy in the field of biomolecular interactions. The main principle of SPR spectroscopy and some fundamental physics related to its mode of operation are described. The chapter also provides a brief review of the use of SPR spectroscopy for interactions at lipid surfaces.

Chapter 3: Mathematical modeling of transport phenomena in surface-based biosensors

This chapter is concerned with the theory of mass transport, i.e. convection, diffusion, and adsorption in surface-based biosensors. A particular scope of the work presented in this chapter is to form a theoretical basis for analysis of data obtained from the Biacore apparatus. However, due to its fundamental and theoretical nature, the work in this chapter can be somewhat generalized to surface-based biosensors, and more broadly to similar transport problems in other technical fields.

Chapter 4: Numerical analysis

The mathematical models developed in chapter 3 are investigated numerically in a model geometry, designed to mimic the actual geometry used by Biacore in the
experimental SPR setup. A basis for physical intuition is provided by visualizing the evolution of the concentration field in the modeled geometry. This is followed by quantitative analysis and comparison of the mathematical models. Focus is on the typical quantifiers used in the application of SPR spectroscopy. The main results of this chapter have been summed up in a manuscript submitted for publication in *Langmuir*, see appendix [P1].

Chapter 5: SPR experiments of lipase adsorption

This chapter is concerned with SPR experiments. The experimental conditions and the experimental results are presented. The challenges of using the data for rigorous mathematical modeling are discussed.

Chapter 6: Concluding remarks

This chapter concludes the work. In addition to summing up the main theoretical results, some focus is on the lessons learned in relation to the SPR experiments. Some ideas for future work are presented in the end of this chapter.

1.3 Publications

Articles in peer reviewed journals written during the Ph.D.


Popular articles

1.3 Publications

Conference contributions


Chapter 2

Introduction to SPR spectroscopy

Surface plasmon resonance (SPR) spectroscopy is an advanced optical sensing method that enables label free monitoring of macromolecular interactions. The technique is now widely used in biomolecular research, medical diagnostics, food analysis, and environmental monitoring (Homola, 2008). The experimental part of this thesis investigates adsorption of a wild type and a mutant lipid-hydrolyzing enzyme to a hydrophobic surface. This was carried out using a Biacore SPR reader, which by far is the most common SPR platform (Besenicar et al., 2006). This chapter provides a general introduction to the principle of SPR spectroscopy and presents the main parts of SPR biosensors. Finally, the use of SPR for analyzing interactions between proteins and lipid surfaces is reviewed.

2.1 The overall principle of SPR

SPR sensors are used to study macromolecular interactions at the surface of a sensor chip, where so called ligand molecules have been immobilized. The overall principle of SPR is that binding of analyte molecules to the immobilized ligand changes the refractive index of the sensor chip surface, which is detected by an optical reader. SPR sensors are based on the generation of surface plasmons (SP), and a coupled light wave, at the interface between a metal surface and a dielectric substance. SPs arise when light is directed through a highly refractive medium at an incidence angle that establishes total internal reflection of the light at the metal surface. SPs propagate along the metal surface, and the electromagnetic field probes the adjacent medium, i.e. the sensor chip surface. Upon changes in the refractive index of the surface in close proximity to the metal surface, the velocity of surface plasmons changes. This change also alters the characteristics
of the coupled light wave, which is registered by the optical reader. Thus, interaction between the immobilized ligand, and the analyte molecule in solution, is monitored immediately and no tags are required.

Numerous different SPR readers are commercially available, but they all consist of: (a) an optical reader, (b) a sample preparation and delivery system, and (c) a biorecognition element (Piliarik et al., 2009), which are described in more details in the following sections.

2.2 The optical reader

This section provides the fundamentals of surface plasmons, and the optical detection, of SPR. Since design of SPR sensors varies considerably, focus is on the general principles common for SPR sensors. Surface plasmons (SPs) are electromagnetic waves that arise at metal-dielectric interfaces. In principle, several metals can generate SPs at optical frequencies, but the chemical stability of gold makes it particularly favorable. SPs propagate along the metal surface, and can be characterized by two parameters, the propagation constant and the electromagnetic field distribution. The propagation constant $\beta_{SP}$ is given by

$$\beta_{SP} = \frac{\omega}{c} n_{\text{eff}} = \frac{\omega}{c} \sqrt{\frac{\epsilon_M n_D^2}{\epsilon_M + n_D}},$$

where $\omega$ and $c$ are the angular frequency, and the speed of light in vacuum, respectively. Thus, the propagation constant is determined by the permittivity of the metal $\epsilon_M$, and the refractive index of the dielectric $n_D$. The effective refractive index of the surface plasmon is denoted $n_{\text{eff}}$. The electrical field of surface plasmons is transverse magnetic polarized, mainly localized to the dielectric, and decreases exponentially with a penetration depth of approximately $150 - 400$ nm, depending on the specific wavelength used.

Detection of SPR by optical readers in SPR sensors is based on coupling of a light wave to the surface plasmon. Upon changes in the effective refractive index of a surface plasmon, the characteristics of the coupled light wave changes, and the optical reader detects these changes. Coupling of light waves can be established several ways, most frequently by attenuation of total reflection (Piliarik et al., 2009). Fig. 2.1 illustrates the widely used Kretschmann geometry of the attenuated total reflection method (Homola, 2008). This method relies on a highly refractive prism, which is coated with gold at its base. A light wave is directed through the prism at an angle that ensures total reflection of the light wave at
2.2 The optical reader

Figure 2.1: Excitation of surface plasmons in the Kretschmann geometry of the attenuated total reflection method. - Figure taken from Piliarik et al. (2009).

the prism base. The incoming light evanescently tunnels though the metal film. If the incidence light wave is closely phase-matched to the SP, an SP is excited on the outer surface of the gold. The coupling conditions that must be met can be expressed as

\[ n_p \sin \theta = n_{\text{eff}}, \]

where the refractive index of the prism is denoted \( n_p \), and \( \theta \) is the incidence angle. When coupling of SP and a light wave occurs, energy is transferred from the light wave. Hence the characteristics of the reflected light are changed, which is visible as a SPR dip in the reflected light spectrum or intensity. SPR sensors can be classified based on the optical reader sensor output as seen in Fig. 2.2. SPR sensors with modulation of angle of incidence use a fixed monochromatic wavelength of the incidence light, and vary the angle of incidence in response to changes in the reflected light. SPR readers based on modulation of wavelength have a fixed angle of incidence and change the coupling wavelength, while readers with intensity modulation have both wavelength and angle of incidence fixed, and modulate the incidence light intensity. As evident from Eq. (2.2) a change in the effective refractive index of the SP changes the coupling conditions (Raether, 1997). In SPR sensors with wavelength or angular modulation this is recorded as a shift in the SPR dip of the angle (or wavelength)-dependent reflectance. In SPR sensors with intensity modulation a change in reflected light intensity is recorded.

Adsorption of analyte molecules to the SPR sensor surface gives rise to a
2.3 The sample preparation and delivery system

Figure 2.2: SPR sensors based on modulation of (a) wavelength, (b) angle of incidence, and (c) light intensity. - Figure taken from Piliarik et al. (2009).

change in the effective refractive index of the surface plasmon, hence the coupling conditions changes, and adsorption of analyte is detected as a change in the reflected light spectrum (wavelengths and angular modulating SPR sensors) or in the reflected light intensity (intensity modulating SPR sensors). A change in refractive index is commonly measured in resonance units (RU). The recorded signal has been demonstrated to be proportional to the surface concentration of macromolecules with 1 RU corresponding to approximately 1 pg mm$^{-2}$ (Stenberg et al., 1991). In this way, SPR sensors directly measure the mass concentration of adsorbed analyte, without the need for labeling of interaction partners.

2.3 The sample preparation and delivery system

The preparation and delivery system of SPR sensors ensure that the solubilized analyte molecules are delivered to the SPR sensor chip. In general, SPR sensors function either via a cuvette system or a flow cell system (Ward and Winzor, 2000). In cuvette-based SPR sensors, a fixed volume of sample is injected into a cuvette, where the analyte interacts with the ligand on the sensor surface under no-flow conditions. Stirring while measuring is typical to reduce the effect of mass transport on the data. In flow cell based sensors, the sensor surface is
2.4 The biorecognition element

The biorecognition element of SPR readers constitutes ligand molecules, which have been immobilized on the solid surface of the SPR reader. The biorecognition element is brought in contact with analyte molecules in solution via the delivery system to allow complex formations. The choice of ligand molecule (or biorecognition element), and the method of immobilization, have important consequences for the sensitivity and detection limit of the SPR sensor (Piliarik et al., 2009). They should be carefully chosen for the purpose of ones study, taking factors such as affinity and specificity for the analyte, and stability of biological function, into consideration. Antibodies are the most frequently used biorecognition element (Robelek, 2009), but numerous biosensor chips are commercially available with various immobilized ligands, including protein, low molecular weight molecules, membrane-associated molecules, carbohydrates, virus particles, and nucleic acids.

2.5 Analysis of interactions at lipid surfaces by use of SPR spectroscopy

Molecular interactions can be detected and analyzed by an array of techniques. SPR sensors hold the advantage that labeling of the interaction partners is not necessary. This is particularly important when studying proteins, where the attachment of labels can interfere with protein function (Kodoyianni, 2011). Moreover, the technique allows one to analyze the kinetics of molecular interactions, i.e. the association and dissociation (or similarly adsorption and desorption) constants. Two major fields where SPR sensors are widely used are the detection and identification of biological analytes, and the biophysical characterization of biomolecular interactions. The SPR technique has primarily been used to study interactions between proteins (Besenicar et al., 2006), but advances in preparation and commercialization of sensor chips now also allow studies of protein-membrane, protein-nucleic acid, protein-carbohydrate, and protein-small molecule interactions (Besenicar et al., 2006). This section focuses on presenting the use of SPR sensors in studies of protein-lipid interactions, which is the focus area of the experimental part of the thesis, presented in chapter 5. The quantitative analysis of SPR data is presented in detail later in the thesis.
Many biological processes, as well as technological applications, such as food digestion and detergent activity of proteins take place at lipid interfaces. Furthermore, important biological interactions often involve receptors embedded in membranes, and numerous important drug targets are in fact membrane proteins (Cooper, 2004). Accordingly, there has been an increasing interest for applying SPR in studies of protein interactions with lipid surfaces. Lipid surfaces on SPR sensor chips are generally made from one of three principles: 1) hybrid bilayer membranes (HBM), which can be made by applying lipid vesicles to a hydrophobic coating of the sensor chip gold surface (Plant, 1993; Plant et al., 1995; Terrettaz et al., 1993; Cooper et al., 1998). 2) Immobilization of lipid bilayers (Lang et al., 1994; Bunjes et al., 1997). 3) Immobilization of liposomes (Cooper et al., 2000; Granéli et al., 2004). The first commercially available sensor chip, designed for studying interactions with lipids, was the HPA chip launched by Biacore. The HPA chip design is based on depositing a monolayer of self-assembled alkanethiols onto the gold surface of a sensor chip. The self-assembled monolayer (SAM) enable HBM formation when the user applies lipid vesicles. The lipid vesicles spontaneously adsorb to the SAM by hydrophobic interactions between the SAM and the hydrophobic acyl chain. The polar head groups of the vesicle lipids thereby comprise the membrane/solution interface. The HBM surface has some desirable qualities, as it is very stable and homogenous with few defects in the lipid monolayer, and resists nonspecific binding of proteins like BSA (Plant et al., 1995; Terrettaz et al., 1993; Cooper et al., 1998). Cooper et al. (1998) thoroughly investigated the formation of lipid monolayers on the HPA chip, using different lipid vesicles preparation methods. They also demonstrated that the correlation between deposited lipid, and the observed response (number of response units, RU), was similar to that of proteins. A monolayer of lipids corresponds to a deposited mass of $2.0 \text{ ng} \text{ mm}^{-2}$, giving rise to a response of about 2200 RU. The HPA sensor chip constitute a very simple and robust membrane model (Cooper, 2004), but has some limitations in its membrane mimetic properties, as it only consists of a supported monolayer. Membrane mimetic properties are particularly desired in biological research, where understandings of protein interactions with (or in) cellular membranes or micelles are sought. A significant advantage of sensor chips with immobilized membrane bilayer or liposomes is that they allow reconstitution of functional transmembrane proteins within the lipid surface (Heyse et al., 1998; Lang et al., 1994; Stora et al., 1999). This is particularly important for studying interactions with membrane proteins, as they often require the lipid environment to retain their functional and structural integrity Cooper (2004). Various techniques for immobilization of membrane bilayers and liposomes have been developed and are reviewed by Besenicar et al. (2006); Cooper (2002). At present, the most frequently used sensor chip in protein-membrane studies is the
L1 chip from Biacore, which is designed to immobilize liposomes or membrane preparations from cell lysates (Besenicar and Anderluh, 2010). Studies of direct interaction between a protein and a lipid surface often seek information about either lipid specificity or about membrane binding motifs of the protein (Besenicar et al., 2006). Lipid specificity can be addressed by modulation of the lipid composition of the biorecognition element, and has been studied for instance for toxins (Bakrac et al., 2008; Kuziemko et al., 1996) and amyloid protein (Aguilar and Small, 2005). Identification of amino acids involved in the binding process of a protein to lipid surfaces has been identified for a number of proteins, using mutagenesis to generate genetically modified protein variants, which are then characterized using SPR sensors (Bakrac et al., 2008; Jones et al., 2005; Stahelin and Cho, 2001). Thus, Stahelin and Cho (2001) investigated the importance on ionic, aromatic, and aliphatic amino acids for the binding of phospholipase A2 to immobilized liposomes. They proposed a general model for protein attachment to membranes, where electrical interactions between aromatic amino acids and a zwitterionic membrane initially bring the protein to the membrane surface. Subsequent hydrophobic interactions between aromatic and aliphatic residues, and the hydrophobic lipids of the membrane, are responsible for a firm protein attachment. Other applications of SPR sensors within the field of protein-membrane interactions include analysis of initial binding of pore-forming proteins to membranes (Anderluh et al., 2003), binding of coagulation factor VIII to the phospholipid surfaces (Saenko et al., 2001), membrane binding of amyloid protein and amylogenic peptides (Aguilar and Small, 2005; Mozsolits and Aguilar, 2002; Mozsolits et al., 2003). Finally, numerous interactions with reconstituted transmembrane proteins have been studies with SPR sensors (Heyse et al., 1998; Stora et al., 1999; Cooper, 2004; Salamon et al., 1999; Besenicar et al., 2006; Cho et al., 2001).

2.6 SPR in the present thesis

In the experimental part of the present Ph.D. project surface plasmon resonance SPR spectroscopy (Biacore) is applied to study adsorption dynamics of lipase, and competitive adsorption dynamics of lipase and surfactants, on model hydrophobic surfaces established on the Biacore HPA chip (see chapter 5 for a more detailed description). While the Biacore SPR apparatus is capable of capturing qualitative adsorption behavior, quantitative studies of chemical rate constants and equilibrium constants are more challenging. Inconsistencies in derived rate constants have lead to both experimental and theoretical investigations of the effect of convection and diffusion of the binders in the microfluidic flow cell, i.e. mass transport, on the SPR signal (Schuck and Minton, 1996; Myszka et al., 2006; Stahelin and Cho, 2001).
1998 Aug). Significant progress was made by the application of a theoretical quasi-steady-state approximation. This approximation has been richly adopted for Biacore data analysis due to its simplicity (Schuck, 1996; Schuck and Minton, 1996; Mason et al., 1999; Noinville et al., 2010; Myszka et al., 1998 Aug; Goldstein et al., 1999 Sep-Oct). However, practice in the biochemical society still, to a large degree, consists of empirical and qualitative studies (Rich and Myszka, 2010, 2008, 2007). The next chapter provides an in-depth description of the theoretical modeling used for SPR data analysis.
Chapter 3
Mathematical modeling of transport phenomena in surface-based biosensors

This chapter presents a theoretical and computational investigation of convection, diffusion, and adsorption in surface-based biosensors. We study the transport dynamics in a model geometry designed to mimic the actual geometry used in the Biacore SPR apparatus. As a novel feature the finite distance from the inlet of the microfluidic flow cell to the sensor surface is included. The evolution equations are introduced, and subsequently made nondimensional, leading to a number of nondimensional parameters, which will be subject to an in-depth parameter study during the chapter. An approximate quasi-steady theory, which is widely adopted in the surface-based biosensor community, is reviewed. Additionally, an analytical solution, which to our knowledge has not been published before, is presented. A nondimensional formulation of the quasi-steady theory reveals the important nondimensional parameter, known as the Damköhler number, which is sometimes referred to as the limit coefficient. An expression of the Damköhler number is derived in terms of the Biot number, the Peclet number, and the model geometry. The ability of the quasi-steady theory to capture convective and diffusive mass transport in the surface-based biosensor is thoroughly tested, by comparison with numerical simulations of the transient dynamics. In this way the consequences of using the quasi-steady theory for experimental data fitting in both kinetically limited and convection-diffusion limited regimes are properly quantified. The results clarify the conditions under which the quasi-steady theory lack credibility. In extension to the well known fact that credibility is altered under convection-diffusion limited conditions, we also show how the ratio of the inlet concentration to the maximum surface capacity is critical for reliable use of the quasi-steady theory.
3.1 System geometry and two-dimensional approximation

We investigate the transport dynamics in a geometry designed to replicate the actual geometry used by Biacore (Fig. 3.1). The length scales for this particular geometry are $l = 2.3 \text{ mm}$, $w = 0.5 \text{ mm}$, and $h = 0.05 \text{ mm}$. Adsorption is probed by the SPR chip, located on the surface in the middle of the flow cell. The SPR chip has a length of $l_c = 0.6 \text{ mm}$, and a width of $w_c = 0.16 \text{ mm}$. The fluid flows in the lengthwise direction ($x$), with a parabolic velocity profile along the direction ($y$) of the height of the flow cell, i.e. $v_y(y) = 4v_m(y/h)(1 - y/h)$, where $v_m$ is the maximum velocity (Batchelor, 1967). Based on the large geometric aspect ratio $w/h = 10$, and the small Reynolds numbers often present in the system, we have assumed total invariance in the direction ($z$) of the width of the flow cell (Brody et al., 1996), essentially ending up with a two-dimensional consideration of the transport. Hereby we do not take boundary effects from the side walls of the flow cell at $z = \{0, w\}$ into account.

3.2 Evolution equations

The main objective of the mathematical model is to describe the spatio-temporal evolution of some molecular solute components, dissolved in a homogeneous medium, such as water. In this perspective all molecular details of the solvent are ignored altogether. The solvent simply acts as a medium, facilitating convective
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and diffusive transport of the solute components. A continuum consideration of some solute component \(i\) leads to the definition of two dependent field variables, namely the bulk concentration field \(c_i = c_i(x, y, t)\), and the corresponding surface concentration field \(\gamma_i = \gamma_i(x, t)\), where \(t\) is time. We name the bulk domain \(\Omega\), and the surface domains \(\{\partial\Omega, \partial\Omega_{\text{ads}}\}\), referring respectively insulating non-adsorbing surfaces, and surfaces where adsorption takes place. The spatio-temporal evolution of the bulk concentration field \(c_i(x, y, t)\) is governed by the convection-diffusion equation

\[
\frac{\partial c_i}{\partial t} + v_x(y) \frac{\partial c_i}{\partial x} = D_i \nabla^2 c_i, \quad \Omega
\]

where the Laplacian \(\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\), and \(D_i\) is the diffusion coefficient for molecular component \(i\). The boundary conditions for the bulk concentration are given by

\[
\frac{\partial c_i}{\partial y} = 0, \quad \partial\Omega \tag{3.2a}
\]

\[
-D_i \frac{\partial c_i}{\partial y} = -A_i(\gamma_i, c_i, \ldots), \quad \partial\Omega_{\text{ads}} \tag{3.2b}
\]

The former is simply a no-flux condition, whereas the latter is a balance between diffusive flux perpendicular to the surface and net adsorption rate, captured in the adsorption term \(A_i(\gamma_i, c_i, \ldots)\) in Eq. (3.5). At the inlet of the flow cell, at \(x = 0\), the concentration is equal to the injection concentration, \(c_i = c_{i,0}\). At the outlet of the flow cell, \(x = l\), we assume free convection, i.e. essentially \(\partial c_i/\partial x = 0\).

The spatio-temporal evolution of the surface concentration field \(\gamma_i = \gamma_i(x, t)\) is governed by the adsorption-diffusion equation

\[
\frac{\partial \gamma_i}{\partial t} - \frac{\partial}{\partial x} \left[ D_{i,s} \frac{\partial \gamma_i}{\partial x} \right] = A_i(\gamma_i, c_i, \ldots), \quad \partial\Omega_{\text{ads}} \tag{3.3}
\]

where \(D_{i,s}\) is the surface diffusion coefficient of molecular component \(i\), which in general can be a function of both the independent variables, \(x\) and \(t\), as well as the dependent variables \(\gamma_i, c_i, \ldots\). The adsorption term \(A(\gamma_i, c_i, \ldots)\) represents the net rate of change of surface concentration due to adsorption and desorption. A particular functionality of \(A(\gamma_i, c_i, \ldots)\) is determined by the kinetics of some chosen adsorption-desorption scheme, and can in general include arbitrarily complex surface kinetics. Particular functionalities of \(A(\gamma_i, c_i, \ldots)\) are provided for unimolecular and bimolecular systems respectively in section 3.3.1 and section 3.4.1. Finally, no-flux boundary conditions for \(\gamma_i\), i.e. \(\partial \gamma_i/\partial x = 0\) are imposed at the end of the adsorbing domain, i.e. surface bound molecules only leave the chip by desorption.
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Importantly, the total surface concentration $\Gamma$, which is the natural measure of a surface-based biosensor, is given by the sum

$$\Gamma = \sum \gamma_i.$$  \hfill (3.4)

3.3 Unimolecular systems

In this section the general evolution equations introduced in chapter 3.2 are analyzed in considerable detail for a single molecular solute component. This case is referred to as a unimolecular system. First, the adsorption kinetics is presented. Then, nondimensional formulations of the unimolecular evolution equations are presented. This is followed by an order of magnitude estimation of the nondimensional parameters. The section ends with a presentation of the weak formulation of the unimolecular evolution equations, which is used for implementation of the finite element method in the ComSol/MATLAB computational software.

3.3.1 Surface adsorption kinetics

The adsorption kinetics has to be modeled by a phenomenological model, which ultimately captures experimental data and thereby provides reasonable and consistent phenomenological parameters. The standard adsorption model that contains the feature of a maximum surface capacity $\gamma_m$ is the Langmuir adsorption model. This model is essentially a first order scheme between bulk molecules at the interface $c|_{y=0}$ and free surface space ($\gamma_m - \gamma$), with adsorption rate constant $k_a$ and desorption rate constant $k_d$. For a single molecular component this first order model may be written in the form

$$A(\gamma, c) = k_a c|_{y=0}(\gamma_m - \gamma) - k_d \gamma.$$  \hfill (3.5)

When $c|_{y=0}$ is independent of $\gamma$ this is a linear relation between $A(\gamma, c)$ and $\gamma$. This particular adsorption model is a local theory in both space and time, i.e. the evolution of $\gamma$ at $(x, t)$ depends only on the present state at $(x, t)$. The ultimate goal is often to obtain consistent values for the triplet $(k_a, k_d, \gamma_m)$ of phenomenological parameters from experimental biosensor data. In this linear model the adsorption and desorption rate constants, $k_a$ and $k_d$ respectively, are assumed unaltered by the density on the surface. In reality one might expect interactions between adsorbed particles at high densities. In spite of its simplicity, however, it has been argued that this model is general enough to explain the majority of adsorption/desorption processes in molecular biology (Gervais and Jensen, 2006).

Substituting Eq. (3.5) into Eq. (3.3) and Eq. (3.2b), these two equations together with Eq. (3.1), and the remaining boundary conditions, form a nonlinear system
of partial differential equations for the concentration fields \(c_i(x, y, t)\) and \(\gamma_i(x, t)\). The system is in general of such complexity that a numerical study is necessary for detailed analysis.

### 3.3.2 Nondimensional parameterization

Nondimensional formulations are developed for a more comprehensible parameterization of the unimolecular evolution equations. Two different nondimensional formulations are introduced and discussed.

#### Nondimensional parameterization: kinetic scaling

In order to put the evolution equations on nondimensional form, we introduce the following spatial and temporal scales:

\[
\begin{align*}
\bar{x} &= \frac{x}{h}, \quad \bar{y} = \frac{y}{h}, \quad \bar{t} = k_a c_0 t.
\end{align*}
\]  

Note in particular, that time has been made nondimensional by the adsorption rate. For the dependent concentration variables we introduce the following scaled dependent variables:

\[
\begin{align*}
\bar{c} &= \frac{c}{c_0}, \quad \bar{\gamma} = \frac{\gamma}{\gamma_m}.
\end{align*}
\]

In terms of these nondimensional variables, and the definitions \(f(\bar{y}) = 4\bar{y}(1 - \bar{y})\), \(\nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2\) we obtain the nondimensional evolution equation for the bulk concentration field

\[
\begin{align*}
\text{Bi} c_0 \frac{\partial \bar{c}}{\partial \bar{t}} + \text{Pf}(\bar{y}) \left( \frac{\partial \bar{c}}{\partial \bar{x}} \right) &= \nabla^2 \bar{c}, \quad \Omega
\end{align*}
\]

with the boundary condition in Eq. (3.2b) given by

\[
\frac{\partial \bar{c}}{\partial \bar{y}} \bigg|_{\bar{y}=0} = \text{Bi} \bar{c} \bigg|_{\bar{y}=0}(1 - \bar{\gamma}) - \text{K} \bar{c} \bar{\gamma}, \quad \partial \Omega_{\text{ads}}
\]

The nondimensional evolution equation for the surface concentration field is given by

\[
\begin{align*}
\frac{\partial \bar{\gamma}}{\partial \bar{t}} - \frac{\partial}{\partial \bar{x}} \left( \text{Bi} \bar{c}_0 \frac{\partial \bar{\gamma}}{\partial \bar{x}} \right) &= \bar{c} \bigg|_{\bar{y}=0}(1 - \bar{\gamma}) - \text{K} \bar{\gamma}, \quad \partial \Omega_{\text{ads}}
\end{align*}
\]

The remaining boundary conditions are easily translated into the nondimensional form. These nondimensional evolution equations are parameterized by the fol-
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Following five nondimensional groups.

\[
\begin{align*}
Pe &= \frac{v_m h}{D}, \\
Bi &= \frac{k_a \gamma_m h}{D}, \\
\bar{c}_0 &= \frac{c_0 h}{\gamma_m}, \\
K &= \frac{k_d}{k_a c_0}, \\
\bar{d}_s &= \frac{D_s}{D}.
\end{align*}
\]

The Peclet number \(Pe\) measures the ratio of transport by convection to perpendicular diffusion, and is essentially the nondimensional flow rate. The Biot number \(Bi\) measures the ratio of adsorption rate to diffusion along the height of the flow cell, and is essentially the nondimensional adsorption rate constant. \(\bar{c}_0\) is a nondimensional inlet concentration. In the limit of no flow, \(\bar{c}_0\) is the reciprocal of the fraction of the height \(h\) needed to fill the surface up to \(\gamma = \gamma_m\). This interpretation explains the close relationship between \(\bar{c}_0\) and the so-called depletion depth introduced by Alvarez et al. (2010). \(K\) is the kinetic equilibrium constant. \(\bar{d}_s\) is the ratio of the surface and bulk diffusion coefficients, and if \(D_s < D\), \(\bar{d}_s \in \{0, 1\}\) measures the hindrance of diffusion caused by the presence of the surface. Interestingly, the magnitude of the transient term in Eq. (3.8) is weighed by the product \(\bar{c}_0 Bi = \frac{k_d c_0 h^2}{D}\), essentially meaning that adsorption dynamics for large inlet concentrations of molecules with a high affinity to the surface evolves in a transient regime. This result is supported by Squires et al. (2008).

**Dimensionless parameterization: diffusion scaling**

Following a similar approach as above, but with the difference of scaling time with a diffusion time, i.e. \(\bar{t} = \frac{D t}{h^2}\), the dimensionless evolution equation for the bulk concentration field takes the form

\[
\frac{\partial \bar{c}}{\partial \bar{t}} + Pe f(\bar{y}) \left( \frac{\partial \bar{c}}{\partial \bar{x}} \right) = \nabla^2 \bar{c}, \quad \Omega
\]

while the boundary condition in Eq. (3.2b) is now given by

\[
\left. \frac{\partial \bar{c}}{\partial \bar{y}} \right|_{\bar{y}=0} = Bi \bar{c}_0 |_{\bar{y}=0} (1 - \bar{\gamma}) - K Bi \bar{\gamma}, \quad \partial \Omega_{ads}
\]

The dimensionless evolution equation for the surface concentration field becomes

\[
\frac{\partial \bar{\gamma}}{\partial \bar{t}} - \frac{d_s}{d} \left[ \frac{\partial \bar{\gamma}}{\partial \bar{x}} \right] = Bi \bar{c}_0 |_{\bar{y}=0} (1 - \bar{\gamma}) - K Bi \bar{\gamma}, \quad \partial \Omega_{ads}
\]

The correspondence between the time scales for kinetic scaling (ks) and diffusion scaling (ds) is

\[
\bar{t}_k = \bar{t}_d \frac{k_d c_0 h^2}{D} = Bi \bar{c}_0 \bar{t}_d.
\]
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Kinetic scaling or diffusion scaling?

The kinetic scaling of time leads to a dimensionless formulation which is particularly advantageous in the regime of kinetically limited dynamics. Generally speaking, kinetically limited dynamics is obtained for small Bi numbers \((\text{Bi} \ll 1)\) and/or large Peclet numbers \((\text{Pe} \gg 1)\). Kinetically limited dynamics is, opposed to convection-diffusion limited dynamics, characterized by an independence of the flow rate, i.e. the Peclet number, and a scaling of the dynamics with the Biot number. This dynamical behavior is referred to as a kinetic scaling, which is therefore also the terminology used for this particular dimensionless formulation. If, on the other hand, the adsorbing molecules have a very high affinity to the surface, such as in the case of hydrophobic proteins in aqueous solution, \(\text{Bi} \gg 1\). In this limit the dynamics is convection-diffusion limited, which is characterized by an independence of adsorption rate, i.e. Biot number, and a scaling of the dynamics with the Peclet number. In this limit it is advantageous to use the diffusion scaling of time.

Disregarding the dynamical limit of the system, there are other pros and cons for applying the two different time scales. As seen below, an approximation of quasi-steady-state in the bulk transport dynamics leads to a theory, which adopts a minimal number of dimensionless parameters using kinetic scaling. Hence kinetic scaling is advantageous when working with the quasi-steady theory. This is consistent with the fact that the quasi-steady-state approximation is only theoretically supported for kinetically limited dynamics. This is further elaborated on in section 3.5. However, concerning practical use of the theory for experimental data fitting, we remark that \(k_a\) is usually a parameter one wishes to determine from an adsorption experiment, and is thereby unknown \textit{a priori}. Hence, kinetic scaling is not practical for experimental data fitting - an issue avoided by using diffusion scaling. Dependent on the experimental regime it might as well be preferable to present and fit experimental data unscaled.

3.3.3 Estimates of nondimensional parameters

In this section we estimate some reasonable values for the dimensionless numbers. Concerning typical operating conditions, flow rates are in the range \(Q = 1 - 100 \mu\text{Lmin}^{-1}\), which amounts to maximum velocities of \(v_m = 3Q/2hw = 10^{-3} - 10^{-1} \text{ms}^{-1}\). Injection concentrations typically range from \(c_0 = 10^{-1} - 10^2 \mu\text{M}\). To proceed we need to consider a model binder. We take as an example a globular protein with a diameter of \(2R = 5\text{nm}\), and molecular weight \(M_w = 30\text{kDa} = 3 \times 10^4 \text{gmol}^{-1}\). A simple estimate of the maximum surface capacity \(\gamma_m\) is simply the weight of one molecule divided by its diameter squared.
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Viz, $\gamma_m = \frac{M_w}{4N_A R^2} \approx 2 \times 10^3 \mu g m^{-2}$, where $N_A$ is the Avogadro number. However, in biochemical studies the surface of the chip, or the dextran layer, is sometimes prepared with a relatively low number of binding sites, with the aim of reducing rebinding probability and neighbor interactions among the adsorbing binders. This implies that the above estimate for $\gamma_m$, which is based on a packing occurring for e.g. self-assembled monolayers, represents an upper limit. In several applications the maximum surface capacity can be significantly lower. The diffusion coefficient can be estimated from the Stokes-Einstein relation. In aqueous solution at room temperature the dynamic viscosity is $\mu \approx 10^{-3} \text{N s m}^{-2}$, and $T \approx 300 \text{K}$, hence $D = k_B T / 6 \pi \mu R \approx 10^{-10} \text{m}^2 \text{s}^{-1}$.

Based on the above values we can estimate the regime of the dimensionless numbers. By choosing $c_0 \approx 1 \mu M$, we obtain $\tau_0 = c_0 h / \gamma_m \approx 1$, in the case of close packing on the surface. For surfaces prepared with a lower number of binding sites $\tau_0 > 1$. For the Peclet number we obtain $\text{Pe} = v_m h / D \approx 5 \times 10^2 - 5 \times 10^4$.

3.3.4 The weak formulation

The weak formulation of the unimolecular evolution equations is derived using the diffusion scaling. The kinetic scaling can later be obtained by a straightforward rescaling of time $t^* = \text{Br} c_0 t$. The overline notation for the dimensionless variables is skipped for clarity. The first step of obtaining the weak form is by multiplication with a test function and integrating over the domain on which the function is defined. For the bulk field we get

$$\int_\Omega \hat{c} \frac{\partial c}{\partial t} dA + \int_\Omega \text{Pe} f(y) \hat{c} \frac{\partial c}{\partial x} dA = \int_\Omega \hat{c} \nabla \times \nabla c dA$$

The second step is to reduce the order of the differential equation by integration by parts of the highest order derivative and using Gauss’ theorem. In this way the second order derivative is removed, such that the function $c$ can be approximated by linear shape functions, whose first order derivatives have jump discontinuities. The partial integration yields

$$\int_\Omega \hat{c} \nabla \times \nabla c dA = \int_{\partial \Omega} \hat{c} \nabla c \times n ds - \int_\Omega \nabla \hat{c} \times \nabla c dA$$

Finally, the terms involving temporal respectively spatial derivatives are collected on the left respectively right hand side of the equation, viz

$$\int_\Omega \hat{c} \frac{\partial c}{\partial t} dA = \int_{\partial \Omega} \hat{c} \nabla c \times n ds - \int_\Omega \left[ \nabla \hat{c} \times \nabla c + \text{Pe} f(y) \hat{c} \frac{\partial c}{\partial x} \right] dA$$

(3.16)
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The boundary integral, i.e. the first term on the right hand side, essentially contains the boundary conditions for the bulk field. So far nothing has been said about the test functions \( \hat{c} \). The test functions \( \hat{c} \) is chosen to vanish at boundaries where the function \( c \) satisfies Dirichlet conditions, but not elsewhere. Hence

\[
\hat{c} = 0, \quad \text{at} \quad x = 0.
\]

Also, for the insulating surfaces, as well as for the outlet with convective flux, the homogeneous Neumann boundary conditions \( \nabla c \times n = 0 \) translate into a vanishing contribution to the boundary integral. Clearly, the integrand in the boundary integral is non-zero only at adsorbing surfaces where

\[
\left. \frac{\partial c}{\partial y} \right|_{y=0} = Bic|_{y=0}(1 - \gamma) - KBi\gamma \partial\Omega_{ads} \quad (3.17)
\]

For the sake of completeness the weak formulation of the bulk field is summarized in

\[
\int_{\Omega} \hat{c} \frac{\partial c}{\partial t} \, dA = \int_{\partial\Omega_{ads}} \left[ Bic|_{y=0}(1 - \gamma) - KBi\gamma \right] \, dx - \int_{\Omega} \left[ \nabla \hat{c} \times \nabla c + Pe f(y) \hat{c} \left( \frac{\partial c}{\partial x} \right) \right] \, dA \quad (3.18)
\]

The weak formulation for the surface field is obtained in a similar way, however since the equation is naturally first order, it is simply

\[
\int_{\partial\Omega_{ads}} \gamma \frac{\partial \gamma}{\partial t} \, dx = \int_{\partial\Omega_{ads}} \gamma \left[ \frac{\partial}{\partial x} d_s \frac{\partial \gamma}{\partial x} + Bic_0|_{y=0}(1 - \gamma) - KBic_0\gamma \right] \, dx \quad (3.19)
\]

Eqs. (3.18) and (3.19) constitute the weak formulation of the unimolecular evolution equations. The mathematical goal is to find a set of functions \( (c, \gamma) \) that satisfies Eqs. (3.18) and (3.19), as well as \( c = 1 \) at \( x = 0 \), for all sufficiently smooth functions \( (\hat{c}, \hat{\gamma}) \), where \( \hat{c} \) has the property that it vanishes at \( x = 0 \). This task is performed by an implementation of the weak formulation of the evolution equations in the ComSol/MATLAB computational software. More details on the finite element method is outside the scope of the present thesis. Numerical analysis based on an implementation of the weak form is presented in chapter 4.

3.4 Bimolecular systems

In this section the general evolution equations, introduced in chapter 3.2, are developed for a bimolecular system, i.e. two molecular solute components. The solute components in the bulk phase are assumed to be dissolved to a dilute state, such that intermolecular interactions of the solutes can be ignored. On the
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surface the solute particles are close together, i.e. molecular length scales, for an extended period of time, hence interactions on the surface have to be taken into account. In this way, the introduction of an additional component only alters the adsorption kinetics. Following a presentation and discussion of the adsorption kinetics, nondimensional formulations of the bimolecular evolution equations are presented along with an order of magnitude estimation of the nondimensional parameters.

3.4.1 Surface adsorption kinetics

The main scope of the bimolecular system is to model competitive adsorption of two species. The model is motivated by experiments on the competitive adsorption of lipase enzymes and surfactants, which is explained in detail in chapter 5, and in particular section 5.4. Like for the unimolecular system the adsorption kinetics is modeled by a phenomenological model, designed as an attempt to consistently capture experimental data and provide reasonable and consistent phenomenological parameters. For the sake of clarity the kinetic rate equations for the two-component competitive adsorption/desorption dynamics are developed, with no convective-diffusive transport in mind, and then subsequently integrated into the full theoretical spatio-temporal framework.

When two different species are present on the surface together, it has to be taken into account that they will give different response in the SPR measurement per unit area. This is actually the only way to distinguish between different adsorbed species on the surface, as SPR spectroscopy is a label-free method as described in chapter 2. A simple approach to cope with this challenge is simply to develop the kinetic rate equations in terms of the relative surface areas exerted by the different species. Defining the surface area fractions for enzyme and surfactant as respectively $\theta_e$ and $\theta_s$, the kinetic rate equations can be written generally as

$$\frac{d\theta_e}{dt} = f_e(\theta_e, \theta_s, c_e, c_s; k_{e,i}) \quad (3.20a)$$
$$\frac{d\theta_s}{dt} = f_s(\theta_e, \theta_s, c_e, c_s; k_{s,i}) \quad (3.20b)$$

where the functions $f_e$ and $f_s$ are the rate of change of the area-based surface concentrations due to adsorption and desorption kinetics. These terms, in general, depend on the concentration field variables and are constrained by some parameters $k_{e,i}, k_{s,i}$ that include adsorption and desorption rate constants, maximum surface capacities, and other possible constraints.
3.4 Bimolecular systems

Integrating the kinetics with bulk transport

The source term $A_i$ in Eq. (3.3) is simply the rate of change of mass-based surface concentration due to adsorption and desorption kinetics, hence in order to integrate the two-component kinetic rate equations into the full spatio-temporal framework we simply put

$$A_i = \gamma_{m,i} \frac{d\theta_i}{dt}, \quad (3.21)$$

where $\gamma_{m,i}$ is maximum surface capacity of the particular specie $i$. Under purely kinetically limited conditions, with no account of convective-diffusive transport, the surface concentrations are only functions of time, and Eqs. (3.20) are simply two coupled ordinary differential equations (ODE’s) for the temporal evolution of the surface concentrations. The general framework is written as

$$A_e = \gamma_{m,e} f_e(\theta_e, \theta_s, c_e, c_s; k_{e,i}) \quad (3.22a)$$
$$A_s = \gamma_{m,s} f_s(\theta_e, \theta_s, c_e, c_s; k_{s,i}) \quad (3.22b)$$

Kernel of the two-component model

Motivated by experimental results the surfactant system is modeled by the simple Langmuir adsorption/desorption model presented in section 3.3.1. Also, the lipase enzymes are known to adsorb irreversibly in the absence of surfactants. Taking into account that free surface space is given by $(1 - \theta_s - \theta_e)$ the dynamics is modeled by the following system of adsorption rate equations

$$\frac{d\theta_e}{dt} = k_{a,e} c_e (1 - \theta_s - \theta_e) \quad (3.23a)$$
$$\frac{d\theta_s}{dt} = k_{a,s} c_s (1 - \theta_s - \theta_e) - k_{d,s} \theta_s \quad (3.23b)$$

In terms of the mass-based concentration fields we obtain

$$A_e = k_{a,e} c_e (\gamma_{m,e} - \gamma_e - \frac{\gamma_{m,e}}{\gamma_{m,s}} \gamma_s) \quad (3.24a)$$
$$A_s = k_{a,s} c_s (\gamma_{m,s} - \gamma_s - \frac{\gamma_{m,s}}{\gamma_{m,e}} \gamma_e) - k_{d,s} \gamma_s \quad (3.24b)$$

An important aspect, which however deserves attention at this point, is that the surfactant forms micelles in solution above the critical micelle concentration (cmc). The micelles, being multimolecular aggregates, diffuse slower, and can be expected to exhibit a different intrinsic adsorption behavior than that of the single surfactant molecules. From this perspective the definition of the bulk surfactant concentration, and a corresponding adsorption rate constant $k_{a,s}$, seems dubious. A more thorough theoretical model would take into account the dynamics of
micelle formation, and the adsorption/desorption dynamics of single surfactant molecules and micelles, separately. To keep the complexity level reasonable this approach is however avoided in the present work. This decision is actually data-driven. For the experiments done in the present work the pure surfactant system is reasonably well captured by the Langmuir model as shown in section 5.4. A two-component model like Eqs. (3.24), without any displacement of one specie by the other, has been analyzed by Fu and Santore (1998).

First order displacement model

In the presence of surfactants, enzyme desorption is observed. Different mechanisms, some of which are discussed in chapter 5, have been proposed in order to explain how surfactants displace enzyme on the surface in a competitive process. In regards to modeling surface kinetics a mathematical term is needed to capture this competitive displacement process. The most plain way of modeling the competitive displacement process is by a first order reaction between surface bound surfactant and enzyme, in which case a negative term \( -k_c \theta_s \theta_e \) is added to Eq. (3.25a), such that

\[
\frac{d\theta_e}{dt} = k_{a,e}c_e(1 - \theta_s - \theta_e) - k_c \theta_s \theta_e \quad (3.25a)
\]
\[
\frac{d\theta_e}{dt} = k_{a,s}c_s(1 - \theta_s - \theta_e) - k_d \theta_s \quad (3.25b)
\]

In terms of the mass-based concentration fields we obtain

\[
A_e = k_{a,e}c_e(\gamma_{m,e} - \gamma_e - \gamma_{m,s} \gamma_s) - k_c \gamma_{m,s} \gamma_e \quad (3.26a)
\]
\[
A_s = k_{a,s}c_s(\gamma_{m,s} - \gamma_s - \gamma_{m,e} \gamma_e) - k_d \gamma_{m,e} \quad (3.26b)
\]

This model, albeit simple, captures the essence of the competitive adsorption of two species, including displacement of one specie by the other.

Coorporative displacement model

The above form of the displacement term, being of first order in both surfactant and enzyme, takes no coorporative behavior of the surfactant into account. In reality it is well known (see section 5.4) that the surfactant has properties of self-assembly and enhanced surface activity above a certain concentration threshold. It is therefore probable that the displacement is better captured by some higher order model. One displacement model that has many of the wanted properties
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is build from the inverse tangent function. Choosing again a first order form for the enzyme leads to a competitive term $-k_c f(\theta_s)\theta_c$, where

$$f(\theta_s) = \frac{1}{\pi} \left[ \arctan \left( \frac{\theta_s - \theta_{s,c}}{\theta_{s,p}} \right) + \arctan \left( \frac{\theta_{s,c}}{\theta_{s,p}} \right) \right]$$

This form, in principle, introduces two additional parameters: $\theta_{s,c}$, measuring the surface concentration of surfactant at which the coorporativity enhances its competitive properties, as well as $\theta_{s,p}$ that measures how dramatic the change in competitive properties is. Increasing the value of $\theta_{s,p}$ leads to a less dramatic change and vice versa. The functionality of the model is presented in Fig. 3.2. The model is chosen such that it goes to zero for vanishing surfactant concentrations, and to unity for large surfactant concentrations. The latter property implies that $k_c$ is a normalized measure of the strength of the displacement.

3.4.2 Nondimensional parameterization

The nondimensional parameterization is done for the first order competitive adsorption model, and to keep the number of free parameters to a reasonable minimum surface diffusion is neglected. The mathematical formulation of the spatio-temporal problem for the bimolecular system consists of two independent versions of Eq. (3.1) for the two molecular components, respectively. The coupling of the two fields arises from the two versions of the surface evolution equations (Eq. (3.3)), and the boundary flux balance conditions (Eq. (3.2b)). The following
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Spatial and temporal scales are applied:

\[ \bar{x} = \frac{x}{h}, \quad \bar{y} = \frac{y}{h}, \quad \bar{t} = \frac{D_s t}{h^2} \]  
(3.28)

Time has been made nondimensional by the surfactant diffusion time across the height of the flow cell. For the dependent concentration variables we introduce the following scaled variables:

\[ \bar{c}_e = \frac{c_e}{c_{e,0}}, \quad \bar{c}_s = \frac{c_s}{c_{s,0}}, \quad \bar{\gamma}_e = \frac{\gamma_e}{\gamma_{m,e}}, \quad \bar{\gamma}_s = \frac{\gamma_s}{\gamma_{m,s}} \]  
(3.29)

where \( c_{e,0} \) and \( c_{s,0} \) are the bulk concentrations injected at the inlet of the flow cell \( (x = 0) \). The following dimensionless parameters are defined:

\[ \text{Pe}_s = \frac{\nu_m h}{D_s} : \text{Peclet number based on surfactant diffusion} \]  
(3.30a)

\[ \text{Bi}_e = \frac{k_{a,e} \gamma_{m,e} h}{D_e} : \text{enzyme Biot number} \]  
(3.30b)

\[ \text{Bi}_s = \frac{k_{a,s} \gamma_{m,s} h}{D_s} : \text{surfactant Biot number} \]  
(3.30c)

\[ d = \frac{D_e}{D_s} : \text{ratio of enzyme and surfactant diffusion coefficients} \]  
(3.30d)

\[ \bar{\kappa}_e = \frac{k_{c,e} \gamma_{m,e} h}{D_e c_{e,0}} : \text{Nondimensional competition constant} \]  
(3.30e)

\[ K_s = \frac{k_{d,s}}{k_{a,s} c_{s,0}} : \text{surfactant kinetic equilibrium constant} \]  
(3.30f)

\[ \bar{c}_{e,0} = \frac{c_{e,0} h}{\gamma_{m,e}} : \text{Nondimensional inlet enzyme concentration} \]  
(3.30g)

\[ \bar{c}_{s,0} = \frac{c_{s,0} h}{\gamma_{m,s}} : \text{Nondimensional inlet surfactant concentration} \]  
(3.30h)

In terms of these nondimensional variables and parameters, and the definitions \( f(\bar{y}) = 4\bar{y}(1-\bar{y}) \), \( \nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 \) we obtain the nondimensional evolution equations. For the bulk concentration fields (Eq. (3.1)):

\[ \frac{\partial \bar{c}_e}{\partial \bar{t}} + \text{Pe}_s f(\bar{y}) \frac{\partial \bar{\kappa}_e}{\partial \bar{\eta}} = d \nabla^2 \bar{c}_e, \quad \Omega \]  
(3.31a)

\[ \frac{\partial \bar{c}_s}{\partial \bar{t}} + \text{Pe}_s f(\bar{y}) \frac{\partial \bar{\kappa}_s}{\partial \bar{\eta}} = \nabla^2 \bar{c}_s, \quad \Omega \]  
(3.31b)
The boundary conditions (Eq. (3.2b)) become
\[
\frac{\partial \gamma_e}{\partial y} \bigg|_{y=0} = \text{Bi}_e \gamma_e \bigg|_{y=0} (1 - \gamma_s - \gamma_e) - \frac{k_c}{\gamma_m} \gamma_e \partial \Omega_{\text{ads}} \tag{3.32a}
\]
\[
\frac{\partial \gamma_s}{\partial y} \bigg|_{y=0} = \text{Bi}_s \gamma_s \bigg|_{y=0} (1 - \gamma_s - \gamma_e) - K_s \text{Bi}_s \gamma_s, \quad \partial \Omega_{\text{ads}} \tag{3.32b}
\]

The nondimensional evolution equations for the surface concentration fields are finally given by
\[
\frac{\partial \gamma_e}{\partial t} = \text{Bi}_e d \gamma_e |_{y=0} (1 - \gamma_s - \gamma_e) - \frac{k_c}{\gamma_m} \gamma_e \partial \Omega_{\text{ads}} \tag{3.33a}
\]
\[
\frac{\partial \gamma_s}{\partial t} = \text{Bi}_s \gamma_s |_{y=0} (1 - \gamma_s - \gamma_e) - K_s \text{Bi}_s \gamma_s, \quad \partial \Omega_{\text{ads}} \tag{3.33b}
\]

Again, the remaining no-flux boundary conditions are trivially translated into the nondimensional form for both molecular components.

### 3.4.3 Estimates of nondimensional parameters

In this section we estimate some reasonable values for the nondimensional parameters for the bimolecular system. As for the unimolecular system, flow rates are in the range \(Q = 1 - 100 \mu\text{Lmin}^{-1}\), amounting to maximum velocities of \(v_m = 3Q/2hw = 10^{-3} - 10^{-1} \text{ms}^{-1}\). A diffusion coefficient for the enzyme was estimated in section 3.3.3, using the Stokes-Einstein relation \(D = k_B T / 6\pi \mu R \approx 10^{-10} \text{m}^2\text{s}^{-1}\). The smaller surfactant molecules diffuse faster. Considering for example surfactant molecules of linear size \(5 \times 10^{-10} \text{m}\), which is one order of magnitude smaller than the enzyme, leads to a diffusion coefficient of approximately \(10^{-9} \text{m}^2\text{s}^{-1}\). This leads to Peclet numbers, based on the surfactant diffusion coefficient, of order \(\text{Pe}_s \approx 5 \times 10^2 - 5 \times 10^4\), and \(d = D_e / D_s \approx 10^{-1}\). Also, from section 3.3.3, \(c_e,0 \approx 1 \mu\text{M}\), and hence \(\bar{c}_e,0 = c_e,0 h / \gamma_{m,e} \approx 1\). The injection concentration of surfactant is typically two orders of magnitude higher, dependent on the cmc for the particular surfactant. In addition, the maximum surface capacity \(\gamma_{m,s}\) is typically a few times smaller. A rough estimate may be that \(c_s,0 = c_s,0 h / \gamma_{m,s} \approx 100\).

The set of parameters \((\text{Bi}_e, \text{Bi}_s, K_e, K_s)\) characterizes adsorption, desorption and competition, and would typically be the quantitative objective of adsorption experiments.

### 3.5 The quasi-steady theory

The theoretical models developed in the earlier sections 3.2, 3.3, and 3.4 all entail numerical simulations. The models have the mathematical structure of nonlin-
ear systems of partial differential equations, which require somewhat demanding numerical techniques. Analytical studies of these models are few, hence they are unfit for use in experimental data analysis, and this kind of modeling have therefore not been widely embraced by the SPR community. This section is concerned with a widely adopted approximate theory, which we refer to as the quasi-steady theory.

Ideally one would like to interpret SPR data by assuming simply that the concentration near the sensor \( c_{y=0} \) is identical to the injection concentration \( c_0 \). That is, by assuming that there is no resistance to mass transfer. To account for the corrections due to some mass transfer resistance, it has been suggested to interpret data by means of a mass transport model, saying that the overall flux of solute \( J \) to the surface is proportional to the difference between the far field concentration \( c_0 \), usually taken as the injection concentration, and the concentration close to the surface of the sensor \( c_{|y=0} \), i.e. \( J = k_L(c_0 - c_{|y=0}) \). In fact, this suggestion is based on a solution to the stationary diffusion-convection equation for the concentration field \( c = c(x,y) \) on a semi-infinite domain \( x,y \geq 0 \)

\[
v_x \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial y^2}, \quad y > 0.
\]

The velocity \( v_x = v_x(y) \) is linearized close to the surface, i.e. \( v_x(y) = \dot{\gamma}_w y \), \( \dot{\gamma}_w \) being the shear rate at the surface, and the boundary conditions for the concentration field are \( c(x,y)_{|y=0} = \text{const} \), \( c(x,y)_{|x,y\to\infty} = 0 \), and \( c(x,y)_{|x=0} = c_0 \). The solution consists of a concentration boundary layer close to the surface \( y = 0 \), and a flux of solute to the surface \( J = k_L(c_0 - c_{|y=0}) \), where the mass transport parameter \( k_L \) is given by

\[
k_L = \frac{2D}{\Gamma\left(\frac{7}{3}\right)} \left( \frac{\dot{\gamma}_w}{9Dl} \right)^{1/3}.
\]

This mass transport parameter is often chosen as a free fitting parameter in the SPR community, although it may in fact be predicted from the operating conditions. Given a flow rate \( Q \), the shear rate at the wall is

\[
\dot{\gamma}_w = \frac{6Q}{h^2w}.
\]

The coupling of this stationary convection-diffusion solution with the adsorption kinetics on the surface is performed by loosening up the Dirichlet boundary condition \( c(x,y)_{|y=0} = \text{const} \). Letting these bulk particles \( c_{|y=0} \) adsorb, they are converted into surface particles \( \gamma \), and a simple mass balance on the surface dictates \( J = d\gamma/dt = \mathcal{A}(\gamma,c) \). The critical assumption here is that the adsorption is
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so slow, that the bulk concentration on the surface \( c|_{y=0} \) is practically constant, and use of the steady-state flux \( J = k_L(c_0 - c|_{y=0}) \), with \( k_L \) given by Eq. (3.35), is still reasonable.

Inserting the steady-state flux into the mass balance on the surface yields \( k_L(c_0 - c|_{y=0}) = \mathcal{A}(\gamma, c) \). In the case of linear kinetics (Eq. (3.5)) this becomes an algebraic equation for \( c|_{y=0} \), with the solution

\[
 c|_{y=0} = \frac{k_L c_0 + k_d \gamma}{k_a (\gamma_m - \gamma) + k_L} \tag{3.37}
\]

Substituting this into Eq. (3.5) gives the following nonlinear ordinary differential equation for the evolution of the surface concentration \( \gamma(t) \)

\[
\frac{d\gamma}{dt} = \frac{k_a k_L c_0 (\gamma_m - \gamma) - k_d k_L \gamma}{k_a (\gamma_m - \gamma) + k_L} \tag{3.38}
\]

Using the kinetic scaling from section 3.3, we can write Eq. (3.38) as

\[
\frac{d\gamma_{\text{ks}}}{dt} = \frac{1 - (1 + K)\gamma}{1 + Da(1 - \gamma)} \tag{3.39}
\]

with the additional introduction of the important dimensionless Damköhler number

\[
 Da = k_a \gamma_m / k_L \tag{3.40}
\]

which is the ratio of the adsorption rate and the rate of mass transport to the surface, i.e. it measures the limiting effect of convection-diffusion on the adsorption process. If \( Da \ll 1 \) the system is kinetically limited, and if \( Da \gg 1 \) the system is convection-diffusion limited. Note in particular when \( Da \ll 1 \) Eq. (3.39) becomes

\[
\frac{d\gamma_{\text{ks}}}{dt} = 1 - (1 + K)\gamma, \quad Da \ll 1 \tag{3.41}
\]

which is simply the dimensionless form of Eq. (3.5), i.e. a purely adsorption-limited, linear, first order kinetic process. Also, the initial rate of adsorption, starting from the initial condition of zero surface concentration, \( \gamma = 0 \), is predicted to be

\[
 \frac{d\gamma(0)}{dt}\text{ks} = \frac{1}{1 + Da} \quad \text{or} \quad \frac{d\gamma(0)}{dt}\text{ks} = c_0 k_L \frac{Da}{1 + Da} \tag{3.42}
\]

Using diffusion scaling the formulation of the quasi-steady theory involves the two additional parameters, \( Bi \) and \( \tau_0 \), viz

\[
\frac{d\tau_{\text{ds}}}{dt} = \frac{Bi c_0 (1 - \tau) - K \tau}{Da(1 - \tau) - 1} \tag{3.43}
\]
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By combining Eq. (3.39) with Eq. (3.35) we obtain the scaling of the maximum rate of adsorption with Peclet number in the convection-diffusion-limited regime ($Da \gg 1$),

$$\max \left( \frac{d\gamma}{dt} \right) \sim Pe^{1/3}. \quad (3.44)$$

3.5.1 Correspondence between the Damköhler, Biot, and Peclet number

The kinetic scaling of the evolution equations (Eqs. (3.8),(3.9),(3.10)) clarifies the assumptions in the quasi-steady theory. By setting $Bi = 0$ we essentially obtain the conditions for the solution in Eq. (3.35), i.e. time dependency drops out of the bulk convection-diffusion equation, which is consistent with an instantaneous build-up of the concentration boundary layer above the adsorbing surface in the quasi-steady theory. In addition, the quasi-steady theory approximates reality by a semi-infinite bulk domain, a linear velocity profile, and equally important, by no inlet distance to the sensor surface. With the exception of the last difference, we expect that the quasi-steady theory can be obtained from a boundary layer perturbation theory. This work has however not been further pursued.

The kinetically scaled quasi-steady theory in Eq. (3.39) is parameterized only by the Damköhler number $Da$, and the equilibrium constant $K$. As the quasi-steady theory combines steady-state convection-diffusion with adsorption in the Damköhler number, through the mass transport coefficient $k_L$, it is naturally possible to express the Damköhler number in terms of the Peclet number and the Biot number. First, from Eq. (3.36), $\dot{\gamma}_w = 4v_m/h$. By defining the number $\alpha = 2(4/9)^{1/3}/\Gamma(7/3) \approx 1.2819$, the mass transport coefficient $k_L$ can be expressed as

$$k_L = \alpha \left( \frac{v_m h}{D} \right)^{1/3} \frac{D}{l^{1/3} h^{2/3}}$$

Hence the Damköhler number is given by

$$Da = \frac{k_a}{k_L} \gamma_m = \alpha^{-1/3} (l/h)^{1/3} Bi Pe^{-1/3} \quad (3.45)$$

Note that the quasi-steady theory is parameterized by the Damköhler number, and at the same time is based on the assumption $Da = 0$. It is clear from Eq. (3.45) that the Damköhler number increases linearly with the Biot number, and decreases with the cubic root of the Peclet number. Practically speaking, if the binders are strongly attracted to the surface (large Biot number), it may be impossible to reduce the Damköhler number significantly by simply increasing the flow rate, i.e. Peclet number.
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3.5.2 Analytical solution of the quasi-steady theory

Eq. (3.39) can be solved analytically in *implicit* form, i.e. $\bar{t} = \bar{t}(\bar{\gamma})$ instead of the *explicit* form $\bar{\gamma} = \bar{\gamma}(\bar{t})$. It is determined simply by separation of variables and integration, with initially $\bar{\gamma}(\bar{t} = 0) = 0$:

$$\bar{t} = \frac{Da\kappa\bar{\gamma} - (\kappa + Da(\kappa - 1)) \ln(1 - \kappa\bar{\gamma})}{\kappa^2}$$  \hspace{1cm} (3.46)

where $\kappa \equiv 1 + K$. For irreversible adsorption $K = 0$, $\kappa = 1$, the solution condenses into

$$\bar{t} = Da\bar{\gamma} - \ln(1 - \bar{\gamma})$$  \hspace{1cm} (3.47)

This solution may not be so useful for physical insight, but has its practical advantage when performing nonlinear least squares data fitting in the time domain. Data fitting in the time domain involves a numerical solution of the ordinary differential equation (Eq. (3.39)) at every parameter space iteration, which can be avoided with the *implicit* solution above. Another option is simply fitting data in the phase plane (Goren et al., 2006 Jan 31). This method does not involve the solution of Eq. (3.39), is *explicit*, but as a trade off involves differentiation of data.

3.5.3 Note on two-compartment model

The quasi-steady theory captures the qualitative essence of the mass transport problem in the microfluidic system of surface-based biosensors. In this respect the theory includes the coupling of convective and diffusive bulk mass transport with adsorption/desorption surface kinetics. To increase the quantitative accuracy of the model in the context of fitting data from surface-based biosensor experiments, a two-compartment model has been suggested (Schuck and Minton, 1996; Myszka et al., 1997 Feb 28, 1998 Aug). In this model the flow cell is divided into two compartments, an inner compartment directly adjacent to the sensor surface, and an outer compartment spanning the rest of the flow cell. The outer compartment is modeled with a uniform concentration equal to the injection concentration. Mass transport from the outer to the inner compartment is then modeled by a flux, linear in the concentration difference between the two compartments, like the quasi-steady flux, with the mass transport coefficient $k_L$. This mass transport coefficient is usually chosen as a free fitting parameter. The mass transport between the inner compartment and the surface is finally modeled by a first order kinetic adsorption/desorption scheme like in Eq. (3.5).

The two compartment model shows increased capabilities of fitting experimental data (Myszka et al., 1998 Aug). What happens is that the introduc-
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tion of the two compartments renders the adsorption process second order, i.e. 
\( \frac{d\gamma}{dt}(t = 0) = 0. \) The inner compartment needs to receive solute binders from 
the outer compartment before being able to support adsorption onto the sur-
face. This second order behavior is consistent with real adsorption experiments, 
where the concentration boundary adjacent to the SPR surface initially needs 
to build up by a time-dependent transient transport process. The drawback of 
the two-compartment model is the somewhat arbitrary specification of the inner 
compartment height, and thereby the definition of the compartments, altogether. 
Choosing the inner compartment height to zero leads back to the quasi-steady 
theory. The shortcomings of the quasi-steady theory, especially in the initial 
process of an adsorption experiment, is analyzed in detail in chapter 4.
Chapter 4

Numerical Analysis

This chapter presents some of the main results from numerical analysis of the mathematical models, introduced in chapter 3. From a theoretical point of view, much knowledge has been build up in this field (Bird et al., 2002). The aim of this first section is by no means to review this knowledge, but simply to build up some intuition about the transport physics in the surface-based biosensor, by visualization of the spatio-temporal evolution of the concentration fields. This part also serves to introduce the most important terminology used in this and related transport problems. The following section quantifies and compares transient convection, diffusion, and adsorption, obtained by numerical solutions of the evolution equations from chapter 3, with the quasi-steady theory. A major part of the results in this section is included in the paper, submitted for publication in the appendix [P1]. This is followed by a brief investigation of the case where the solute adsorbs equally well to all the surfaces in the flow cell. This could hypothetically occur for non-specific binding of highly surface active solutes, e.g. the experiments described in the following chapter.

4.1 Numerical method

All numerical simulations are performed with the ComSol/MatLab finite element method software. The method is implemented in MatLab 7, which calls a set of functions running in ComSol 3 that perform the numerical simulations of the given problem. The implementation is based on the weak formulation derived in section 3.3.4. The time stepping procedure is an implicit backward Euler method, which uses a variable order differentiation formula. The level of meshing is increased until the solver converges, and the concentrationen fields, as well as derived functions such as the mean value of surface concentration, appear smooth. A convergence test is performed automatically by the program. An additional
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We take offset in the estimated regime for the nondimensional parameters in section 3.3.3, and, to simplify matters, choose to consider the case of irreversible adsorption of binders, which are immobile on the surface, hence $K = d_s = 0$. In nondimensional variables the height of the flow cell is 1, while the length is 46, and the chip length is 12. Fig. 4.1 presents the bulk concentration field in the flow cell for six equidistant times, made nondimensional by diffusion scaling: $t_{ds} = tD/h^2$. The parameters are $\bar{c}_0 = 1$, $Pe = 500$, $Bi = 1$. In Fig. 4.1 (a)-(b)

Figure 4.1: Evolution of the bulk concentration field in the flow cell -
The plots (a)-(f) correspond to equidistant times. Time is made nondimensional by diffusion scaling: $t_{ds} = tD/h^2$. Parameters: $\bar{c}_0 = 1$, $Pe = 500$, $Bi = 1$

test for convergence is done by comparing the solutions with the quasi-steady theory in the limit where this is known to be a good approximation. Additional details on the numerical technique are not within the scope of the present thesis.

4.2 Evolution of the concentration fields

We take offset in the estimated regime for the nondimensional parameters in section 3.3.3, and, to simplify matters, choose to consider the case of irreversible adsorption of binders, which are immobile on the surface, hence $K = d_s = 0$. In nondimensional variables the height of the flow cell is 1, while the length is 46, and the chip length is 12. Fig. 4.1 presents the bulk concentration field in the flow cell for six equidistant times, made nondimensional by diffusion scaling: $t_{ds} = tD/h^2$. The parameters are $\bar{c}_0 = 1$, $Pe = 500$, $Bi = 1$. In Fig. 4.1 (a)-(b)
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Fig. 4.2: Evolution of the surface concentration field at the SPR chip
- The curves correspond to the equidistant times from Fig. 4.1 (a)-(f). The abscissa \( x_c \) is the measure along the x-axis starting at the chip. Parameters: \( c_0 = 1 \), \( Pe = 500 \), \( Bi = 1 \)

we clearly see how the solute is convected by the parabolic velocity flow profile, while diffusion evens out the concentration field at the border to the buffer initially present in the flow cell. As time progresses further, going from Fig. 4.1 (b) to (f), we observe a transient formation of a concentration boundary layer above the surface of the adsorbing SPR chip. The adsorption causes a depletion locally above the chip. The system approaches a steady-state, where this depletion of the solute above the chip is balanced by the convection of fresh solute from the inlet of the flow cell. The physics of this steady-state boundary layer is theoretically well understood (Bird et al., 2002), and forms the basis for the quasi-steady theory of adsorption, as described in the preceding chapter in section 3.5. The steady-state is reached after the surface concentration has saturated, such that \( \gamma = \gamma / \gamma_m = 1 \). Fig. 4.2 shows the evolution of the surface concentration field \( \gamma_c \), corresponding to the equidistant times from Fig. 4.1 (a)-(f). For (a) and (b) only a minor amount of solute has adsorbed. From (c) to (f) the surface concentration increases almost linearly with time, while the surface is still far from saturation. The concentration decreases with downstream distance due to the earlier encounter with bulk solute in the beginning of the chip, and the thinner boundary layer in this region.

Fig. 4.3 compares the bulk concentration field for different parameters at the
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(a) $c_0 = 1, Bi=1, Pe=500$  
(b) $c_0 = 1, Bi=1, Pe=2500$  
(c) $c_0 = 10, Bi=1, Pe=500$  
(d) $c_0 = 1, Bi=100, Pe=500$

Figure 4.3: Bulk concentration field in the flow cell at the time $t_{ds} = 0.275$.
- Parameters are indicated above each plot.

fixed time $t_{ds} = 0.275$.

Effect of Peclet number

The effect of increasing the Peclet number from 500 to 2500, with fixed parameters $c_0 = 1$ and $Bi = 1$, is seen by comparing Fig. 4.3 (a) and (b). The process of developing the boundary layer is speeded up by the increase in Peclet number, which is followed by a faster adsorption process, as long as the system is convection-diffusion-limited. The boundary layer is qualitatively preserved, but undergoes a quantitative change, under the increase in Peclet number. In accordance with theory, the height of the boundary layer decreases with Peclet number. Steady-state theory for large Peclet numbers ($Pe \gg 1$) predicts that the height of the boundary layer scales with $Pe^{-1/3}$ (Bird et al., 2002). Additionally, the nondimensional concentration $c$ within the boundary layer has increased with Peclet number. In this way, increasing the Peclet number leads to conditions, which are closer to those assumed in a rapid mixing model, where the bulk concentration field just above the chip is put equal to the injection concentration. Also, the conditions get closer to those assumed in the quasi-steady theory. However, the relative increase in the boundary layer concentration is only in the order of $10^{-1}$, or 10 percent, which should be seen in the light of the 5-fold increase in Peclet number.
Effect of inlet concentration

The effect of increasing the nondimensional inlet concentration $\tau_0$ from 1 to 10, with fixed parameters $\text{Bi} = 1$ and $\text{Pe} = 500$, is seen by comparing Fig. 4.3 (a) and (c). The most notable effect is a decrease in the nondimensional concentration gradients across the boundary layer.

Effect of Biot number

The effect of increasing the Biot number from 1 to 100, with fixed parameters $\tau_0 = 1$ and $\text{Pe} = 500$, is seen by comparing Fig. 4.3 (a) and (d). In this case the most notable effect is a more pronounced depletion of the bulk concentration field above the adsorbing chip. This leads to increased nondimensional concentration gradients across the boundary layer.

4.3 Transient transport in surface-based biosensors

This section is concerned with a numerical investigation of the nonlinear system of partial differential equations, governing the evolution of the concentration fields. The intention is to simulate the dynamics of real adsorption experiments in surface-based biosensors, whereby we use the mean surface concentration $\Gamma \equiv (1/l_c) \int_{\text{sensor}} \tau dx$ as the central quantifier. Numerical solutions to Eqs. (3.8), (3.9), and (3.10), or similarly Eqs. (3.12), (3.13), and (3.14), are collectively referred to as the simulations. We take offset in the estimated regime for the nondimensional parameters, and to simplify matters choose to consider the case of irreversible adsorption of binders, which are immobile on the surface, hence $K = d_s = 0$. A particular aim of the investigation is to evaluate the quality of the quasi-steady theory by comparison with the simulations. Deviations between the simulations and the quasi-steady theory reveal the effects of the transient dynamics in the simulations, which of course are also present in real adsorption experiments. To mimic the case of real adsorption experiments, being fitted by the quasi-steady theory to reveal an adsorption rate constant $k_a$, we fit the quasi-steady theory to the simulation with $\text{Bi}$ as the free fitting parameter, using a least squares method. The quasi-steady theory has no chance of fitting initial data, hence the simulation time from the origin of the phase plane to the extremum (highest adsorption rate) is cut off in the fitting procedure, corresponding to typical practice of representing SPR data in the phase plane (Goren et al., 2006 Jan 31). The error of the quasi-steady theory is then quantified by the relative difference between the fitted $\text{Bi}$ number and the real $\text{Bi}$ number used for the simu-
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lation. Strictly speaking, we define the error as \((\text{Bi}^{\text{fit}} - \text{Bi})/\text{Bi}\). Being interested in the kinetics of adsorption the results are most naturally presented and analyzed in the phase plane, spanned by the mean surface concentration \(\Gamma\), and its time derivative \(\dot{\Gamma} \equiv (1/l_c) \int_{\text{sensor}} \partial \pi / \partial t \, dx\). This representation clearly illustrates the transient regime, and is the most straightforward approach to analyze deviations from linear adsorption kinetics due to mass transport. The choice of parameters span both kinetically limited and convection-diffusion limited dynamics. Results are presented using both kinetic and diffusion scaling of time, the former leading to universality for kinetically limited dynamics, and the latter leading to universality for convection-diffusion limited dynamics. Note in particular that purely kinetically limited dynamics, i.e. the linear kinetics in 3.5, is represented by a linear curve in the phase plane. For kinetic scaling this linear curve is the diagonal from the point \((0,1)\) on the ordinate to the point \((1,0)\) on the abscissa. The universality characteristic obtained with kinetic scaling is that this curve represents the dynamics independent of \(c_0\) and Pe for large enough Bi.

4.3.1 Kinetic scaling

Fig. 4.4 contains a representative collection of phase plane curves using kinetic scaling, i.e. \(\tilde{t}^{\text{ks}} = k_a c_0 t\). Four different simulations for the combinations of concentrations \(c_0 \in \{1, 20\}\), Bi \(\in \{1, 10\}\), and Pe = 500 are presented (full black line), each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters (dashed black line), as well as a fit of the quasi-steady theory to the simulations (dashed gray line). Importantly, the quasi-steady theory scales linearly with \(c_0\), taken into account in the kinetic scaling of time in 3.39. Hence the quasi-steady theory does not explicitly include the \(c_0\) - degree of freedom, whereby essentially only two distinctive predictions occur in Fig. 4.4. In other words, the dashed curves denoted \((\text{QST})\) are identical in Fig. 4.4 (a) and (b), respectively, Fig. 4.4 (c) and (d). Several points are immediately apparent from the simulations. The simulation curves start at the origin of the phase plane, whereas the quasi-steady theory has the finite initial adsorption rate given in 3.42. It is important to note that the kinetic scaling of time implicitly includes a linear scaling of the adsorption rate with both Bi and \(c_0\). The decrease in adsorption rate for both increasing Bi and increasing \(c_0\) in Fig. 4.4, amounts to a sublinear increase with both Bi and \(c_0\) in dimensional variables. The sublinear scaling naturally arises from convection-diffusion limitation in the nonlinear dynamics of the system. Apart from in the initial phase, predictions of the quasi-steady theory practically coincides with the simulations, and thereby also the fits, for \(c_0 = 1\). Increasing the concentration to \(c_0 = 20\) leads to significant alteration of the simulation curves. Since there are no knobs to turn for the kinetically scaled quasi-steady theory, regarding changes in concentration \(c_0\), this leads to equally
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Figure 4.4: Phase plane dynamics using kinetic scaling - Simulation: Numerical solution of Eqs. (3.8), (3.9), and (3.10) for \( c_0 \in \{1, 20\} \), Bi \( \in \{1, 10\} \), and Pe = 500. QST: Quasi-steady theory (3.39) for corresponding values of Da through Eq. (3.45). QST Fit: Fits of the quasi-steady theory to simulations.

significant deviations between the simulations and predictions of the quasi-steady theory. The observed dependency of \( c_0 \) is expected since \( c_0 \) parameterizes time dependency in 3.8, and hence transient behavior in the system dynamics, which is not taken into account in the quasi-steady theory. Physically speaking, the surface simply saturates faster than a steady-state can be achieved in the bulk.
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4.3.2 Diffusion scaling

Fig. 4.5 contains a representative collection of phase plane curves using diffusion scaling, i.e. $\tau_{ds} = Dt/h^2$. Four different simulations for the combination of parameters $c_0 \in \{20\}$, $Bi = \{1, 10, 50, 100\}$, and $Pe = 2500$ are presented, each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters, as well as a fit of the quasi-steady theory to the simulations. The universality characteristic obtained with diffusion scaling of time is that the simulations approach a limiting curve, representing predominantly convection-diffusion limited dynamics, for large Biot numbers. This curve is observed to

![Figure 4.5: Phase plane dynamics using diffusion scaling](image)

- Simulation: Numerical solution of Eqs. (3.12), (3.13), and (3.14) for $c_0 \in \{1, 20\}$, $Bi = \{1, 10\}$, and $Pe = 500$. QST: Quasi-steady theory (3.43) for corresponding values of Da through Eq. (3.45). QST Fit: Fits of the quasi-steady theory to simulations.
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have a very symmetric, parabolic-like, characteristic form. Inconsistent with the simulations, quasi-steady theory predicts a linear scaling of adsorption rate with concentration, which is explicit when using diffusion scaling as in Fig. 4.5. This naturally leads to an increasing deviation between quasi-steady theory and simulations for increasing Bi.

Figure 4.6: Phase plane dynamics showing effect of the flow rate (Pe number) - Simulation: Numerical solution of Eqs. (3.8), (3.9), and (3.10) for $c_0 = 10$, $Bi = \{1, 100\}$, and $Pe = \{500, 10000\}$. QST: Quasi-steady theory (Eq. (3.43)) for corresponding values of Da though Eq. (3.45). QST Fit: Fits of the quasi-steady theory to simulations.
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4.3.3 Flow rate dependency

The nature of the Peclet number dependency is presented in Fig. 4.6, containing four different simulations for the combination of parameters $\bar{c}_0 = 10$, $\text{Bi} = \{1, 100\}$, and $\text{Pe} = \{500, 10000\}$. Again, the simulations are presented, each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters, as well as a fit of the quasi-steady theory to the simulations. Kinetic scaling, i.e. $\bar{T}^{qs} = k_d c_0 t$ is applied. Clearly the increase of the Peclet number leads to less convection-diffusion limitation. Thereby the simulations approach the diagonal in Fig. 4.6, representing purely adsorption limited linear kinetics, for increasing $\text{Pe}$. This behavior is very clear for $\text{Bi} = 1$, where the dynamics is predominantly kinetically limited. For $\text{Bi} = 100$, where the dynamics is much more convection-diffusion limited, we again observe increased agreement between quasi-steady theory and simulations as the Peclet number is increased. The agreement is, however, not as good as for $\text{Bi} = 1$. Note that the ordinate axis are different in the two lower plots for $\text{Bi} = 100$. The specific case in the lower left plot ($\bar{c}_0 = 10$, $\text{Bi} = 100$, $\text{Pe} = 500$) is clearly in a regime where the quasi-steady theory has little value, and little ability to fit data as well. The approach to adsorption limited dynamics in Fig. 4.6 is consistent with a decrease in the Damkohler number as $\text{Da} \sim \text{Pe}^{-1/3}$. Fig. 4.6 also serves to show that, due to this slow cubic root dependency, experimental practicalities often preclude to cope with convection-diffusion limitation, by simply increasing the flow rate for systems with a high Biot number.

In summary, Figs 4.4, 4.5, and 4.6 stress some nonlinearities present in the real system dynamics, which are not well captured in the approximate quasi-steady theory.

4.3.4 Error of the quasi-steady theory

The numerical investigation concludes with a quantification of the error of the quasi-steady theory, measured as the relative difference between the Biot number used to fit the quasi-steady theory to simulations, and the Biot number used for the simulation itself. The nondimensional parameter space is spanned by $\text{Bi} \in \{1, \ldots, 100\}$, $\text{Pe} \in \{500, \ldots, 10000\}$, for $\bar{c}_0 = \{1, 10, 20\}$. Fig. 4.7 presents the relative errors $(\text{Bi}^{\text{fit}} - \text{Bi})/\text{Bi}$ by contour lines in the nondimensional parameter space ($\text{Pe}, \text{Bi}$). Every contour is labelled with the matching error. Equal for all values of $\bar{c}_0$ is that the error is largest for slow flows of strong binders, i.e. small $\text{Pe}$ and large $\text{Bi}$ numbers. For $\bar{c}_0 = 1$ only relatively minor errors, up to around 0.2 (20%), are observed in the spanned parameter space. However, the quantitative increase of the error with $\bar{c}_0$ is significant. For $\bar{c}_0 = 20$ the errors increase to above
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Figure 4.7: Error of quasi-steady theory - Contour lines of the relative error $(B_i^{fit} - B_i)/B_i$ for $c_0 \in \{1, 10, 20\}$ in the parameter space $(Pe, Bi)$. The errors increase with increasing $Bi$, increasing $c_0$, and decreasing $Pe$. 
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2.5 (250%), which amounts to a factor of 3-4, in the spanned parameter space.

4.3.5 Effect of preadsorption

For highly surface active molecules undergoing nonspecific adsorption one could expect that solute adsorbs equally well to all surfaces in the microfluidic flow cell. This final investigation for the unimolecular system concerns the characteristic effects of such dynamics on the SPR signal. We refer to this as preadsorption, even though adsorption is modeled both upstream, downstream, and on the surface opposite the sensor. Fig. 4.8 compares the phase plane dynamics, with and without preadsorption, for the parameters; $\bar{c}_0 = 1$, $B_i = \{1, 100\}$, and $Pe = \ldots$
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\{500, 2500\}. In the regime of low Bi and high Pe (Bi = 1, Pe = 2500) the effect of preadsorption is vanishing. For high Bi (Bi = 100) the effect is much more pronounced, even under an increase in the flow rate from Pe = 500 to Pe = 2500. Also, for high Bi and low Pe, the phase plane curve has a characteristic shape with a convex region for intermediate values of \( \Gamma \). This essentially means that the adsorption rate initially increases, and then starts decreasing, as usual, but then starts increasing again as the surfaces surrounding the sensor surface get saturated.

4.3.6 Summary of results

The nondimensional Damköhler number \( Da = \frac{k_a \gamma_m}{k_L} \), inherent in the quasi-steady theory, was expressed in terms of the Biot number \( Bi = \frac{k_a \gamma_m h}{D} \), the Péclet number \( Pe = \frac{v_m h}{D} \), and the model geometry. In addition, an analytical solution to the quasi-steady theory was derived. The results provided the regimes of both reliable and unreliable use of the quasi-steady theory for experimental data analysis, by quantifying the error of the quasi-steady theory in the space of parameters. This can be used as a tool to correct adsorption rate constants, obtained by fitting the quasi-steady theory to experimental data. We deduced a critical importance of the inlet concentration, and the maximum surface capacity, combined in the nondimensional inlet concentration. Finally, inclusion of adsorption on all the surfaces lead to a pronounced effect on the dynamics of adsorption for large Biot numbers.
Chapter 5

SPR experiments of lipase adsorption

This chapter presents some of the main experimental results obtained during the thesis. After a short review of lipase, the experimental method and protocol is introduced. This is followed by a presentation and discussion of data obtained for lipase adsorption in the absence, as well as presence, of surfactant.

5.1 Introduction

Enzymes are true workhorses as chemical catalysts in living matter. Most enzymes are very specific in the sense of catalyzing chemical reactions of particular reactant molecules called substrates. Using genetic engineering the chemical composition of an enzyme can be altered by mutations, creating different mutant variants. This has been widely adopted by the chemical and biotechnological industry to achieve high performance mutant variants of naturally occurring wild type enzymes.

Lipases are enzymes that facilitate degradation of lipids and fats, a process referred to as lipolysis. They are ubiquitous in nature, playing many essential roles in e.g. the digestive system, remodeling of membranes, and in forming the permeability barrier of the skin (Mouritsen, 2005). More technically, the degradation of lipids and fats by lipases is executed by catalysis of hydrolysis of ester bonds in triglycerides. This important property is naturally utilized in industrial detergent formulations, where lipases play a key role in removing fatty soils. As lipases are water soluble, whereas their lipid substrate is water insoluble, the catalytic reaction occurs on a water-oil interface. Upon adsorption to the lipid substrate the majority of known lipases undergoes an interfacial activation, composed of
conformational rearrangements on the lipid substrate (Cygler and Schrag, 1997; Reis et al., 2009). As a part of this interfacial activation a hydrophobic active site of the lipase gets exposed to the substrate (Brzozowski et al., 2000). In comparison with enzymatic catalysis in homogenous solutions, the complicated interfacial environment, in which lipolysis occurs, introduces challenges for understanding the regulation of lipolysis. One complicating factor is lipase adsorption and substrate availability (Reis et al., 2009). Another important aspect that complicates the physical system is the frequent presence of surfactants, which influences the lipase activity. For example, bile acids function as unconventional surfactants in the digestive system, where they are critical for reducing lipase product inhibition by promoting the solubilization of lipolytic products. In addition, they prepare the interface for lipase adsorption (Wilde and Chu, 2011; Maldonado-Valderrama et al., 2011). Surfactants are also an important ingredient in detergent formulations for solubilizing lipolytic products (Gennes et al., 2004).

Surfactants interact with both proteins and the lipid interface. Concordantly, the presence of surfactants has been demonstrated to influence the adsorption of lipase molecules to solid lipid interfaces (Sonesson et al., 2006, 2008), and the conformational stability of the enzyme (Mogensen et al., 2005). The effect of surfactant, however, is highly dependent on its concentration. At high concentrations surfactants tend to displace lipase molecules, either by replacement, or by binding to and solubilizing the lipase (Wahlgren and Arnebrant, 1991). Hence, the interactions between surfactants and lipase at the interface is important for regulation of lipid catalysis. The step of adsorption of lipase to the lipid substrate constitutes a potential target for modification to regulate lipolysis, and thereby take full advantage of these enzymes.

Thermomyces lanuginosus lipases (TLL, see Fig. 5.1) is a well-studied lipase, which has found technological application in detergent formulations (Schmid and Verger, 1998). Adsorption and mobility of TLL at interfaces has been investigated in a number of previous studies, addressing the influence of ionic strength and pH (Duinhoven et al., 1995), glycosylation (Pinholt et al., 2010; Schmid and Verger, 1998), and surface hydrophobicity (Wannerberger and Arnebrant, 1996; Wannerberger et al., 1996). Studies on how surfactants affect TLL adsorption dynamics revealed that surfactants can displace TLL from the interface, and that the mobility of TLL on a hydrophobic interface increase substantially in the presence of surfactants at concentrations above the cmc Sonesson et al. (2006, 2008).

To achieve more high performance enzymes, several TLL mutant variants have been designed using molecular genetics (communication with Novozymes). The present study compares the adsorbing properties of a high performance TLL
Figure 5.1: *Thermomyces lanuginosus* lipase (TLL) - Pictures are taken from the Protein Data Base. The crystal structure is obtained by x-ray diffraction. The lipase is shown in both its open (interfacial activated) and closed (bulk state) conformation at two different angles. In the open conformation a lipid molecule is indicated at the location of the catalytic active site of the lipase.

variant (MUT) with the wild type (WT) protein. We apply surface plasmon resonance (SPR) spectroscopy to investigate the adsorption dynamics onto a model hydrophobic surface both in the absence, and in the presence, of surfactant. The hydrophobic surface is established on the Biacore HPA chip and is designed to mimic the surface properties of naturally occurring lipid assemblies. In particular, we study the influence of the concentrations of lipase and surfactants, and the relative rates of arrival to the surface, by changing the injection flow rate.
5.2 Materials and methods

5.2.1 Lipases and solvent
Novozymes A/S (Bagsværd, Denmark) provided the wild type (WT) Thermomyces lanuginosus lipase (TLL), and a high performance mutant variant (MUT) of this wild type. Both variants have a molecular weight of about $M_w = 3 \times 10^3 \text{gmol}^{-1}$. The buffer used throughout all experiments was Hepes pH 7.0 (50 mM Hepes, 10 mM NaCl, 1 mM NaN₃). All water used was of Milli-Q grade.

5.2.2 Surfactant
In the competitive study presented in section 5.4, we apply a Polyoxyethylene (20) sorbitan monolaurate (C$_{58}$H$_{114}$O$_{26}$), also known as Tween 20, surfactant. It has a molecular weight of $M_w = 1227.54 \text{gmol}^{-1}$, and a cmc of approximately 80 $\mu$M at 21°C. It is a highly water soluble surfactants, with a HLB value of 16.7. The lipase variants were thawed at room temperature, and diluted in buffer, together with the surfactant, to appropriate concentrations immediately prior to the experiments.

5.2.3 Experimental protocol
The adsorption dynamics is measured using the SPR apparatus Biacore 3000 (Biacore, Uppsala, Sweden), on the surface of a C18-modified gold sensor SPR chip (HPA, purchased from Biacore). All experiments were done at room temperature. The Biacore 3000 has four SPR flow cells in series, with the possibility of directing the flow through only a subgroup of the flow cells. This is utilized immediately before an actual experiment to precondition the Biacore flow system. We inject the actual solution used for the experiment through a single flow cell, before the flow is redirected into two other flow cells, from where we then collect the experimental data. This protocol was introduced in response to some inconsistent results, which were hypothesized to be unwanted effects from adsorption upstream of the SPR flow cell.

5.3 Adsorption of lipase on hydrophobic surfaces
The first set of results presented are for the adsorption of lipase in the absence of surfactant.
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5.3.1 Presentation and discussion of data

The first set of experiments presented is an investigation of the adsorption dynamics of the two lipase variants introduced in section 5.2, in the absence of surfactants. The main purposes of these experiments were to get data on adsorption dynamics, upon which theoretical analysis could be based, and to qualitatively compare the two lipase variants under different conditions. The experiments were done under variation of injection flow rate and lipase concentration. The total volume of the injected solution was conserved at 150 $\mu$L across all the experiments. Data is presented for two different flow rates, namely $5 \mu$L$\text{min}^{-1}$ and $10 \mu$L$\text{min}^{-1}$, amounting to a total contact time of respectively 30 min = 1800 s and 15 min = 900 s. The two flow rates correspond to Peclet numbers (see section 3.3.2) of respectively $\text{Pe} = 2500$ and $\text{Pe} = 5000$. The six different injection concentrations were chosen as $c_0 \in \{100, 150, 200, 300, 400, 500\}$ nM. Two repetitions were done for a particular combination of parameters, and the mean value is presented along with error bars based on the standard deviation of the two repetitions. Error bars are only showed at a subset of the times of recorded data to achieve a more clear presentation. Fig. 5.2 presents timeseries of the adsorption process, i.e. the adsorbed amount $\Gamma$ in $\mu$gm$^{-2}$ as a function of time. Fig. 5.3 presents the data in the phase plane spanned by the adsorbed amount $\Gamma$ and its temporal rate of change $d\Gamma/dt$.

A universal behavior for all the data is that the adsorption rate, as well as the saturation level, increases with injection concentration $c_0$. The data is smooth and generally shows a monotone dependence of concentration and flow rate. In addition, the error bars are relatively small, indicating robust results at least within the experimental run of all the parameter combinations. The phase plane provides the clearest picture of the qualitative nature of the adsorption dynamics. The adsorption dynamics of the wild type lipase, at the low Peclet number $\text{Pe} = 2500$ (Fig. 5.3 (a)), is close to linear for all concentrations. As the flow rate is increased (Fig. 5.3 (b)) the adsorption rates are increased much more drastically than expected from both quasi-steady theory and simulations as presented in the preceding chapters. Quasi-steady theory predicts that the maximum adsorption rate scales with $\text{Pe}^{1/3}$ (see Eq. (3.44)), in the convection-diffusion-limited regime, which is where the largest effect of flow rate occurs. The much more pronounced effect of flow rate in the experimental data asks for other explanations than those provided in the theoretical and numerical section of this thesis. The wild type data at the high flow rate in Fig. 5.3 (b) also shows a more convex form, especially at high concentrations. This amounts to a prolonged adsorption to higher saturation levels than expected from a linear extrapolation of data at intermediate times. The phase plane dynamics of the mutant lipase in
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![Graphs showing adsorption of lipase on hydrophobic surfaces](image)

**Figure 5.2: Timeseries obtained from SPR spectroscopy** - wild type (a,b) and mutant (c,d) lipase for the flow rates 5 µLmin⁻¹ and 10 µLmin⁻¹.

Fig. 5.3 (c) and (d) has a more concave form for both flow rates. However, close to saturation a small convex tail is also observed for the mutant. The increase in adsorption rate going from low to high flow rate is equally pronounced for the mutant.

### 5.3.2 Inconsistency with expected behavior

Prior investigation of the lipase adsorption shows that the binding is irreversible, such that \( k_d = 0 \). Therefore it is unexpected that the saturation levels depend on injection concentration. In other words, for irreversible adsorption the expectation is an adsorption process up to some saturation level, which is ideally independent of bulk concentration, as long as there are enough bulk particles.
available for adsorption. This suggests that the injection plug, in some way, runs out of lipase as time progresses in the adsorption experiment. This inconsistency was investigated further by running experiments with two consecutive injections of the mutant lipase. The concentration for the two consecutive injections was fixed at values \( c_0 \in \{100, 200, 400\} \text{ nM} \), and the flow rate was varied between \( 25 \mu\text{Lmin}^{-1} \) and \( 100 \mu\text{Lmin}^{-1} \). The results of these experiments are presented in Fig. 5.4. An increased adsorption is observed as the second injection is provided, which is more pronounced the lower the concentration gets. This suggests that the spatio-temporal profile of the injected concentration in the inlet of the flow cell, usually referred to as the injection plug, has a different nature than expected from the interface with the Biacore SPR apparatus.
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**Figure 5.4: Two consecutive injections of lipase into the flow cell** - The two flow rates used for the injections are indicated above each plot. The experiments were done for mutant lipase at fixed concentrations $c_0 \in \{100, 200, 400\}$ nM.

### 5.3.3 Head to head comparison of wild type and mutant lipase

In spite of the unexpected behavior described above, a qualitative comparison between the two lipase variants shows marked differences. Fig. 5.5 presents the data from Fig. 5.3, plotted together for the same flow rate. The wild type lipase shows very linear adsorption processes, especially for the slow flow rate ($Pe = 2500$). The mutant lipase has more nonlinear characteristics, overlapping the wild type data initially, but then turn into more concave curves, with both a higher adsorption rate and saturation level. From this behavior the mutant lipase is regarded as, loosely speaking, a stronger binder than the wild type lipase.
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Figure 5.5: Head to head comparison of wild type and mutant lipase - Same data as in Fig. 5.2 and Fig. 5.3. (a) Flow rate: 5 μLmin\(^{-1}\). (b) Flow rate: 10 μLmin\(^{-1}\). The concentrations are \(c_0 \in \{100, 150, 200, 300, 400, 500\}\) nM.

5.3.4 Lipase adsorption rate constants

A crude estimation of the adsorption rate constants for the lipase data are obtained from the initial data. The convection-diffusion limitation is initially neglected such that, according to Eq. (3.5), the initial SPR response is given by

\[
\dot{\Gamma}(t=0)_{\text{model}} = k_a c_0 \gamma_m
\]  

(5.1)

This model predicts a finite initial adsorption rate, in contrast with the experiments. However, in the limit of kinetically limited dynamics, we know from the results in chapter 4, that the finite initial adsorption rate is close to the maximum adsorption rate in the experiment. Hence, setting \(\dot{\Gamma}(t=0)_{\text{model}} = \max(\dot{\Gamma})_{\text{data}}\), and using the maximum SPR response for the surface capacity for lipase \(\gamma_m\), we obtain

\[
k_a = \frac{\max(\dot{\Gamma})_{\text{data}}}{c_0 \max(\Gamma)}
\]  

(5.2)

The adsorption rate constants for the wild type and mutant lipase, based on Eq. (5.2), are presented in Fig. 5.6 and table 5.1. Interestingly, the estimated adsorption rate constant are quite independent of the injection concentration. The estimated adsorption rate constants for the wild type are larger than for the mutant for both Peclet numbers. Also, the estimated adsorption rate constants increase substantially with Peclet number, which is of course undesirable. This behavior is consistent with the dramatic increase in adsorption rate under increase in flow rate mentioned above. Further theoretical analysis of the data, including
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Figure 5.6: Lipase adsorption rate constants for the six concentrations - obtained from the initial data in Fig. 5.6 using Eq. (5.2)

Table 5.1: Lipase adsorption rate constants obtained from the initial data in Fig. 5.6 using Eq. (5.2), given as mean values and standard deviation across the six concentrations.

<table>
<thead>
<tr>
<th></th>
<th>Pe = 2500</th>
<th>Pe = 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{a WT} \times 10^{-4} \text{[M}^{-1}\text{s}^{-1}]$</td>
<td>1.1 ± 0.1</td>
<td>4.9 ± 0.6</td>
</tr>
<tr>
<td>$k_{a MUT} \times 10^{-4} \text{[M}^{-1}\text{s}^{-1}]$</td>
<td>0.7 ± 0.2</td>
<td>3.2 ± 0.6</td>
</tr>
</tbody>
</table>

mass transport modeling, is not pursued, due to the apparent shortcoming of information about the injection and operating conditions.

5.4 Competitive adsorption of lipase and surfactant

This section is concerned with competitive adsorption of lipase and surfactant. The study is in an early stage, and the scope of this section is merely to outline our approach to the subject.

5.4.1 Identification of competitive regime

The outcome of the competitive process of lipase and surfactant adsorption depends on the relative concentrations of the two interacting species. Loosely speaking, if one of the species is overly outnumbered by the other, it gets no foothold on the surface. The primary scope of the study is the competitive adsorption
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Dynamics in a relative concentration regime of equal competitiveness. In other words, the number of lipase and surfactant molecules is chosen such that a fair competition is observed. In order to identify a regime, where such dynamics is obtained, a sweep of surfactant concentration for a fixed lipase concentration is performed. From such experiments the maximum SPR response is deduced as a function of surfactant concentration. Fig. 5.7 presents such data for two concentrations of both the wild type and mutant lipase variant. First note for the pure surfactant system, that the maximum SPR response level initially increases as a function of concentration, whereafter it saturates at roughly 1000 μg m⁻². The qualitative form of the curve looks like a classical Langmuir isotherm. (The first order Langmuir adsorption model in Eq. (3.5) is later successfully applied for the pure surfactant system). At zero surfactant concentration we observe the maximum response levels for the pure lipase systems. The levels, which are roughly 1500 μg m⁻² respectively 2000 μg m⁻² for the wild type respectively mutant variant, are not strongly dependent on the lipase concentration, essentially meaning that the surface is nearly saturated. The larger SPR response for pure lipase saturation in comparison with pure surfactant saturation is the only way to distinguish between lipase and surfactant on the surface, since we have no way to label the two species. For increasing surfactant concentrations small fluctua-

Figure 5.7: Maximum SPR response levels as a function of surfactant concentration. Consecutive values of the surfactant concentration $c_s = \{0, 5, 10, 25, 50, 75, 150, 300\}$ μM. Lipase concentrations $c_l = \{600, 900\}$ nM. Flow rate set to 5 μLmin⁻¹ amounting to Pe = 2500.
5.4 Competitive adsorption of lipase and surfactant

...tions in the maximum response are observed first. There is, however, a trend of a minor increase in the SPR response as a function of surfactant concentration, which suggests that surfactant and lipase are present on the surface together in some kind of optimal mixed state. This regime is followed by a steep decrease in the response towards the pure surfactant response. Importantly, this steep decrease is displaced towards higher surfactant concentrations for increasing lipase concentration, supporting that the desired competitive regime is determined. At high surfactant concentration, i.e. above 150 μM the surfactant system is totally dominant in the competitive process. The regime where the surfactant begins to dominate is closely related to the cmc of the surfactant, which for aqueous solution at ambient temperature is around 80 μM. This value, however, naturally depends on the solvent medium and the presence of other solutes. The data shows a rather smooth concentration dependency, i.e. no abrupt or singular behavior is observed. One could therefore conclude from the regime at around surfactant concentrations of 0–100 μM, that increasing the surfactant concentration simply leads to larger fraction of the surface it occupies in equilibrium. One must, however, keep in mind that the data in Fig. 5.7 are maximum response levels, and not equilibrium levels. As seen below the dynamical adsorption process shows first a quick increase, and then a slow decrease, in the SPR signal as a function of time, supporting that maximum response levels in Fig. 5.7 are not isotherms, and not a measure of equilibrium. As seen below the process is also greatly influenced by the flow rate, which was set to 5 μLmin⁻¹ amounting to Pe = 2500 for the experiments in Fig. 5.7. This experiment primarily serves to identify some lipase and surfactant concentrations, at which we then put focus on the underlying dynamical adsorption process.

5.4.2 The competitive adsorption dynamics of lipase and surfactant

Based on the preliminary experimental results, presented above in Fig. 5.7, we move on to study the competitive adsorption dynamics of lipase and surfactant for both wild type and mutant lipase. The lipase concentration was chosen as $c_l = 800$ nM, and the surfactant concentration was chosen as $c_s = 50$ μM. The dynamical adsorption process was then obtained, using both wild type and mutant lipase. The adsorption experiments were run at two different flow rates, 5 μLmin⁻¹ and 20 μLmin⁻¹. The two flow rates amounts to $Pe = \{2500, 10000\}$. The total volume of solution injected in the association phase was 150 μL for both flow rates, which implies that the duration of the association phase was 30 min and 7.5 min, respectively. An association phase was directly followed by a dissociation phase of pure buffer injection to obtain ideal conditions for probing desorption...
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Figure 5.8: The competitive adsorption dynamics of lipase and surfactant - 150 μL of solution is injected at two different flow rates \( \{5, 20\} \mu \text{Lmin}^{-1} \) (Pe = \( \{2500, 10000\} \)), followed by a dissociation phase of pure buffer injection. Meaning of labels: (mut+s) mutant lipase and surfactant mixture. (wt+s) wild type lipase and surfactant mixture. (s) pure surfactant, no lipase. Lipase concentration \( c_l = 800 \text{nM} \). Surfactant concentration \( c_s = 50 \mu \text{M} \).

from the surface. For use as reference the experiment was also done for the pure surfactant system, with no lipase in the solution. All experiments were repeated twice. The results are shown in Fig. 5.8 as mean values, with superimposed error bars, obtained from the standard deviation, of the two repetitions. Several points are immediately apparent from the data. The pure surfactant solution rapidly reaches equilibrium in the association phase and desorbs almost entirely within the experimental time in the dissociation phase. In this way the pure surfactant system qualitatively shows straightforward reversible adsorption/desorption behavior for both flow rates. For the mixed lipase/surfactant systems we generally observe a rapid initial increase in the SPR response up to a maximum value above the saturation value of the pure surfactant. Consistent with the data in Fig. 5.7 these maximum response levels are also higher than those for the pure lipase solution. We therefore expect that the state of the surface at the maximum response is a mixture of the two species. This phase is followed by another phase where the SPR response decreases with time. Immediately after the transition to the dissociation phase we observed a rapid decrease in the SPR response. For 5 \( \mu \text{Lmin}^{-1} \) the binding curves for the two lipases are qualitatively similar, with a higher SPR response for the mutant than for the wildtype lipase. Increasing the flow rate to 20 \( \mu \text{Lmin}^{-1} \) causes no significant changes for the mutant lipase, but leads to a remarkably different binding process for the wildtype. Following the initial adsorption the response falls off rapidly to coincide with
the response for the pure surfactant solution. For all lipase/surfactant data, but the wild type at Pe = 10000, the decrease following the maximum response is relatively slow, and the following desorption in the dissociation phase is limited (partly irreversible). For the wild type lipase/surfactant system at Pe = 10000 the decrease in the signal, after the maximum response, is so rapid that the data essentially follows those for the pure surfactant system from an early time before the dissociation phase. In the dissociation phase we observe reversible desorption.

We do not know if a longer association phase would lead to data for the mixed systems, which would eventually coincide with the data for the pure surfactant system, for all the experiments. From the data shown in Fig. 5.8, we can only hypothesize about the potential progress of the dynamics if the dissociation phase was shifted to a later start. A head to head comparison of the two lipase variants shows that the mutant adsorbs to higher response levels. This is expected to be caused by a closer packing on the surface, stemming from a lesser degree of intermolecular repulsion between the lipases. Also, the mutant seems stronger in relation to the competition with surfactant, especially at the higher flow rate (Pe = 10000), where the wild type lipase gets almost no foothold in the competition whatsoever.

With the goal of getting a better comparison between the two different flow rates in Fig. 5.8, we plot the SPR response as a function of injected amount, instead of as a function of time. In this way, all the data can be combined into a single plot. The error bars are omitted, and the mean values are presented in Fig. 5.9. The general shape of the pure surfactant data, as well as the mutant/surfactant data, is conserved across change in flow rate. The wild type/surfactant data, however, clearly shows that the increase in flow rate drastically favors the surfactant above the lipase competitiveness. This suggests that the rate of arrival, which is increased by an increased flow rate, is critical in the competitive process. A direct hydrodynamic effect is not expected to be important, due to the very low flow rates close to the surface, and around particles with sizes in the order of nanometers. Fig. 5.9 also shows a small decrease in the initial SPR response, as a function of injected amount, when the flow rate is increased. This is a characteristic of a kinetically limited process, where a faster injection implies that more solution flows past the sensor surface, without getting adsorbed.

5.4.3 Surfactant dynamics from Langmuir adsorption model

As a first quantitative approach to the data, we fit the first order Langmuir model in Eq. 3.5 to the pure surfactant dynamics. In this way we initially neglect
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Figure 5.9: The data from Fig 5.8 combined into a single plot as a function of injected amount. - Association phase consisting of a 150 μL injection, followed by dissociation phase of pure buffer injection. Meaning of labels: (mut+s) mutant lipase and surfactant mixture. (wt+s) wild type lipase and surfactant mixture. (s) pure surfactant, no lipase. Lipase concentration $c_l = 800\,\text{nM}$. Surfactant concentration $c_s = 50\,\text{μM}$.

convection-diffusion limitation. The bulk concentration is set to $c_s = 50\,\text{μM}$. The results of nonlinear least squares fitting, for both $5\,\text{μL}\,\text{min}^{-1}$ and $20\,\text{μL}\,\text{min}^{-1}$, are presented in Fig. 5.10, and the obtained fitting parameters are presented in Table 5.2. The overall quality of both fits looks reasonably good. The obtained adsorption rate constant $k_{a,s}$ slightly increases with Peclet number, but with a minor difference of about 6 percent. The desorption rate constant $k_{d,s}$ increases more substantially with Peclet number, and since the saturation value is almost the same for the two Peclet numbers, the larger desorption rate constant is compensated for by a larger value of the maximum surface capacity $\gamma_{m,s}$. Corresponding Damköhler and Biot numbers are also given in Table 5.2. The numerically low values support that the dynamics is in the regime of kinetic limitation, such that convection-diffusion limitation can be neglected, without imposing significant errors on the result.
5.4 Competitive adsorption of lipase and surfactant

Figure 5.10: Fit of the Langmuir model (Eq. 3.5) to surfactant data. The obtained parameters are presented in table 5.2.

Table 5.2: Surfactant parameters obtained from the fit shown in Fig. 5.10.

<table>
<thead>
<tr>
<th></th>
<th>Pe = 2500</th>
<th>Pe = 10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{a,s}$ [M$^{-1}$s$^{-1}$]</td>
<td>772</td>
<td>823</td>
</tr>
<tr>
<td>$k_{d,s}$ [s$^{-1}$]</td>
<td>0.00386</td>
<td>0.00867</td>
</tr>
<tr>
<td>$\gamma_{m,s}$ [μg m$^{-2}$]</td>
<td>821</td>
<td>980</td>
</tr>
<tr>
<td>Da</td>
<td>3.00 × 10$^{-4}$</td>
<td>2.40 × 10$^{-4}$</td>
</tr>
<tr>
<td>Bi</td>
<td>0.0023</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

5.4.4 Lipase adsorption rate constants

A crude estimation of the adsorption rate constants for the lipase data can be done from the initial data. Again, the convection-diffusion limitation is initially neglected. According to Eqs. (3.24) and Eq. (3.4) this assumption implies an initial SPR response given by

$$\dot{\Gamma}(t = 0)_{\text{model}} = k_{a,e} c_e \gamma_{m,e} + k_{a,s} c_s \gamma_{m,s}$$  \hspace{1cm} (5.3)

This model predicts a finite initial adsorption rate, in contrast with the experiments. However, in the limit of kinetically limited dynamics, we know from the results in chapter 4, that the finite initial adsorption rate is close to the maximum adsorption rate in the experiment. Hence, setting $\dot{\Gamma}(t = 0)_{\text{model}} = \max(\dot{\Gamma})_{\text{data}}$, using the surfactant parameters from table 5.2, and estimating the maximum surface capacity for lipase $\gamma_{m,e}$ from the maximum SPR response, we put

$$k_{a,e} = \frac{\max(\dot{\Gamma})_{\text{data}} - k_{a,s} c_s \gamma_{m,s}}{c_e \max(\Gamma)}$$  \hspace{1cm} (5.4)
5.4 Competitive adsorption of lipase and surfactant

Table 5.3: Lipase adsorption rate constants obtained from the initial data in Fig. 5.8 using Eq. (5.4).

<table>
<thead>
<tr>
<th></th>
<th>$P_e = 2500$</th>
<th>$P_e = 10000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{wl}</td>
<td>\times 10^{-4} \text{[M}^{-1}\text{s}^{-1}]$</td>
<td>10.2</td>
</tr>
<tr>
<td>$k_{w}</td>
<td>\times 10^{-4} \text{[M}^{-1}\text{s}^{-1}]$</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Estimates for the adsorption rate constants for the wild type and mutant lipase, based on the competitive data in Fig. 5.8 and Eq. (5.4), are presented in table 5.3. The lipase adsorption rate constants in the presence of surfactants are about one order of magnitude larger than those obtained in the absence of surfactants in table 5.1. One hypothesis to explain this increase is that surfactant molecules screen lipase adsorption downstream of the SPR chip, which could lead to a higher actual lipase concentration available at the location of the SPR measurement.

5.4.5 Problems with reproducibility

The presented data on competitive adsorption of lipase and surfactants hints at some rich dynamics, as well as intriguing flow rate dependencies. However, following the measurements presented above, we encountered problems with reproducibility of the data. New data showed different, and less dramatic, behavior. The observations included a lesser degree of apparent displacement of lipase by surfactant, as well as a much less dramatic flow rate dependency. However, the response obtained for the pure surfactant system was substantially lower than for the data presented above, questioning the quality of the data. The collection of disconcerting results was continued until the Biacore SPR apparatus developed a failure so severe that the system shut down, and subsequent assistance from GE Healthcare (producers of Biacore) was required. This is the current status of the work, and further experimental investigations are therefore beyond the scope of the present dissertation. By the same token, further theoretical investigations, including an attempt of applying the bimolecular theory from section 3.4 to the data, needs stronger experimental support. Possible future work is discussed in chapter 6.
Chapter 6

Concluding remarks

6.1 Conclusions

The thesis brought different aspects of surface-based biosensors, and in particular SPR spectroscopy, into focus. Following a somewhat general review of SPR spectroscopy, including relevant applications, the theoretical framework for mass transport dynamics was developed in detail. Kinetic and diffusion scalings of time lead to nondimensional formulations that provide users of the surface-based biosensor technologies with a correct set of parameters to characterize the operating regime for their experiments. The widely adopted quasi-steady theory, which users of the technologies often employ in order to avoid cumbersome numerical solutions of the entire transport problem, was analyzed in detail. In this respect, the parameterization of the quasi-steady theory was related to the more comprehensive parameterization of the entire transport problem. The numerical results in the thesis yielded a way to correct experimentally obtained adsorption rate constants, based on fitting data with the quasi-steady theory. The problem of solute adsorption to all surfaces in the biosensor flow cell, besides the sensor surface, was briefly investigated numerically. Adsorption of a wild type and mutant lipase to a model hydrophobic surface, as well as competitive adsorption of lipase and surfactant, was investigated by a Biacore SPR reader. Qualitative comparison of the wild type and the mutant lipase showed higher saturation levels, and stronger competitiveness against surfactant, for the mutant. Adsorption and desorption rate constants for the studied species were estimated from the data. We emphasized some experimental conditions, which should be met in order for the experiments to form basis for rigorous theoretical modeling.
6.2 Future perspective

In this section some of the most natural future work is discussed. Surely, there are other possibilities, since the suggestions are naturally biased towards some of the issues which have had primary focus during the project. The section is divided into suggestions of a purely theoretical nature, then suggestions of a purely experimental nature, and finally, possible future work in the interface between theory and experiments.

6.2.1 Future theoretical work

- From a theoretical viewpoint a boundary layer theory, for which the quasi-steady theory is a first order approximation, is an interesting goal. Such a theoretical development could deepen the fundamental understanding of the quasi-steady theory, and furthermore suggest corrections to the model to better capture the convection-diffusion-limited regime. Such work could perhaps even be developed for other geometries encountered in other kinds of surface-based biosensors, as well as technological and natural systems more generally.

- Another issue, which could be analyzed in more detail than done in this thesis, is the effect of adsorption to surfaces besides the sensor surface. This work asks for a more thorough parameter study. A similar study for the bimolecular system, which encompass an even larger undiscovered parameter space, could be done. This study forms an interesting theoretical model basis for investigations of the possibility of screening unwanted adsorption of one specie by adsorption of another specie in the same solution.

- The theoretical framework developed for the bimolecular system can be used to determine parameter regimes where a two-component quasi-steady theory, and even just pure kinetic models, have sufficient accuracy for data fitting. This work could follow the progress of the manuscript [P1], but naturally involves a more extensive parameter investigation.

6.2.2 Future experimental work

- The previous suggestion of a model system for studying the possibility of screening unwanted adsorption is connected to a hypothesis on the experimental system. Namely, that the larger lipase adsorption rate constants, obtained for the experimental system including surfactant, can be explained by a larger bulk concentration of lipase due to screening of unwanted upstream adsorption of lipase by the surfactant. Support for this interpre-
6.2 Future perspective

...tation could be searched for by experimental investigations using different relative concentrations of lipase and surfactants, and also different molecular species.

- More importantly, a major milestone is to obtain adsorption profiles for pure lipase solutions with concentration independent saturation. This goal should be theoretically possible for the concentrations used in this thesis, yet we observe steady-state at surface coverage levels below saturation. The experimental study with two consecutive injections of lipase suggest that the injection conditions are practically unknown. An experimental resolution of this issue should have top priority.

6.2.3 Future work in the interface between theory and experiments

- A more thorough link between theoretical models and experiments is a natural goal for the future. The simple first order model, as well as the suggested competitive model in section 3.4 can be applied to a more comprehensive set of data, and the competition parameters could be estimated. The competition parameters would then characterize a given system, and they could be used as quantifiers across different flow rates and relative concentrations. Concerning the competitive adsorption study outlined in the thesis, a theoretical model that takes into account the dynamics of micelle formation, and the adsorption/desorption dynamics of single surfactant molecules and micelles separately, could be a future goal. This would be an interesting model system for theoretical investigations, and brought to a higher impact level by combining it with supporting experiments.
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Abstract

This paper presents a theoretical and computational investigation of convection, diffusion, and adsorption in surface-based biosensors. In particular, we study the transport dynamics in a model geometry of a Biacore surface plasmon resonance (SPR) sensor. The work, however, is equally relevant for other microfluidic surface-based biosensors, operating under flow conditions. A widely adopted approximate quasi-steady theory to capture convective and diffusive mass transport is reviewed, and an analytical solution is presented. An expression of the Damköhler number is derived in terms of the nondimensional adsorption coefficient (Biot number), the nondimensional flow rate (Péclet number), and the model geometry. Transient dynamics is investigated and we quantify the error of using the quasi-steady-state assumption for experimental data fitting in both kinetically limited and convection-diffusion-limited
regimes. The results clarify the conditions under which the quasi-steady theory is reliable or not. In extension to the well known fact that the range of validity is altered under convection-diffusion-limited conditions, we show how also the ratio of the inlet concentration to the maximum surface capacity is critical for reliable use of the quasi-steady theory. Finally, our results provide users of surface-based biosensors with a tool of correcting experimentally obtained adsorption rate constants.

Introduction

Surface-based biosensors are increasingly used to investigate adsorption dynamics of molecular systems. Surface plasmon resonance (SPR) spectroscopy is a particular technique that is well established as a surface-based biosensor, allowing label-free, real time monitoring of adsorption of biological macromolecules, such as proteins. For a detailed description of the principles behind SPR spectroscopy see Stenberg et al.,\textsuperscript{1} and for more recent reviews of SPR sensors see Homola et al.\textsuperscript{2} and Homola.\textsuperscript{3}

While the SPR technique, developed and commercialized by e.g. Biacore, is well capable of capturing qualitative behavior, quantitative studies of chemical rate constants and equilibrium constants are more challenging. Inconsistencies in derived rate constants has lead to both experimental and theoretical investigations of the effect of convection and diffusion on the SPR signal.\textsuperscript{4,5} Significant progress was made by the application of a quasi-steady-state approximation, i.e. a steady-state bulk mass transport coupled to a dynamic adsorption scheme (explained in details below). This approximation has been widely adopted for Biacore data analysis.\textsuperscript{5–10} However, practice in the biochemical society still, to a large degree, consists of empirical and qualitative studies.\textsuperscript{11–14}

The quasi-steady-state approximation leads to a nondimensional number called the Damköhler number, which is sometimes referred to as the limit coefficient. An expression of the Damköhler number is derived in terms of the nondimensional adsorption coefficient (Biot number), the nondi-
imensional flow rate (Péclet number), and the model geometry. The ability of the quasi-steady theory to capture mass transport is thoroughly tested, by comparison with numerical simulations of the transient dynamics. In this way the consequences of using the quasi-steady theory for experimental data fitting in both kinetically limited and convection-diffusion limited regimes are properly quantified.

Theory

This section provides a theoretical treatment of mass transport, i.e. convection, diffusion, and adsorption, in a microfluidic device with a surface-based biosensor. We consider only unimolecular systems, i.e. a single solute in solution. First, the system geometry is presented, along with the evolution equations governing the system dynamics. We present results of using two different time scales, namely a kinetic time and a diffusion time, the former proving useful if adsorption kinetics is slow compared to bulk mass transport to the surface, and the latter proving useful in the opposite case. The nondimensional parameters are discussed, and estimates of numerical values are provided. The section ends with a thorough description and analysis of the quasi-steady theory, including a discussion of its inherent parameter - the Damköhler number. The analysis contains an analytical solution of the quasi-steady theory.

Figure 1: (a) Rectangular flow cell of length $l$, height $h$, and width $w$. The SPR chip of length $l_c$, and width $w_c$, is indicated as the square in the middle of the flow cell. The buffer flow is represented by the velocity vector $v$. (b) The two-dimensional approximation of the system in the vertical xy-plane. The parabolic velocity profile is indicated at the inlet of the flow cell.
System geometry & 2D Approximation

We investigate transport dynamics in a model geometry of a Biacore surface plasmon resonance (SPR) sensor, which by far is the most common SPR platform used. The finite distance from the inlet of the microfluidic flow cell to the sensor surface is included, as shown in Figure 1. The length scales are \( l = 2.3 \) mm, \( w = 0.5 \) mm, and \( h = 0.05 \) mm. Adsorption is probed by the SPR chip located on the surface in the middle of the flow cell. The SPR chip has a length of \( l_c = 0.6 \) mm, and a width of \( w_c = 0.16 \) mm. The fluid flows in the lengthwise direction \((x)\), with a parabolic velocity profile along the direction \((y)\) of the height of the flow cell, i.e. \( v_x(y) = 4v_m(y/h)(1 - y/h) \), where \( v_m \) is the maximum velocity. Based on the large geometric aspect ratio \( w/h = 10 \), and the small Reynolds numbers often present in the system, we have assumed total invariance in the direction \((z)\) of the width of the flow cell, essentially ending up with a two-dimensional consideration of the transport. Hereby we do not take boundary effects from the side walls of the flow cell at \( z = \{0, w\} \) into account.

Evolution equations

We define two dependent variables, namely the bulk concentration field \( c = c(x,y,t) \), and the surface concentration field \( \gamma = \gamma(x,t) \), where \( t \) is time. We name the bulk domain \( \Omega \), and the surface domains \( \{\partial \Omega, \partial \Omega_{ads}\} \), referring to insulating, non-adsorbing surfaces, respectively surfaces where adsorption takes place. The spatio-temporal evolution of the bulk concentration field \( c = c(x,y,t) \) is governed by the convection-diffusion equation

\[
\frac{\partial c}{\partial t} + v_x(y) \frac{\partial c}{\partial x} = D \nabla^2 c, \quad (x,y) \in \Omega,
\]

where the Laplacian \( \nabla^2 = \partial^2/\partial x^2 + \partial^2/\partial y^2 \), and \( D \) is the diffusion coefficient. The boundary conditions for the bulk concentration are given by

\[
\frac{\partial c}{\partial y} = 0, \quad y \in \partial \Omega,
\]
The former is simply a no-flux condition, whereas the latter is a balance between diffusive flux perpendicular to the surface and net adsorption rate, captured in the adsorption term $\mathcal{A}(\gamma,c)$ in Eq. (5). At the inlet of the flow cell, at $x = 0$, the concentration is equal to the injection concentration, $c = c_0$. At the outlet of the flow cell, $x = l$, we assume free convection, i.e. essentially $\partial c / \partial x = 0$. The spatio-temporal evolution of the surface concentration field $\gamma = \gamma(x,t)$ is governed by the adsorption-diffusion equation

$$
\frac{\partial \gamma}{\partial t} - \frac{\partial}{\partial x} \left[ D_s \frac{\partial \gamma}{\partial x} \right] = \mathcal{A}(\gamma,c), \quad \partial \Omega_{\text{ads}},
$$

(4)

where $D_s$ is the surface diffusion coefficient, which in general can be a function of both the independent variables, $x$ and $t$, as well as the dependent variables $\gamma$ and $c$. The adsorption term $\mathcal{A}(\gamma,c)$ represents the net rate of change of surface concentration due to adsorption and desorption. A particular functionality of $\mathcal{A}(\gamma,c)$ is determined by the kinetics of some chosen adsorption-desorption scheme, and can in general include arbitrarily complex surface kinetics. No-flux boundary conditions for $\gamma$, i.e. $\partial \gamma / \partial x = 0$, are imposed at the end of the adsorbing domain, i.e. surface bound molecules only leave the chip by desorption.

**Adsorption kinetics**

The adsorption kinetics is modeled by a phenomenological model, which ultimately captures experimental data and thereby provide reasonable and consistent phenomenological parameters. The standard adsorption model that still contains the feature of a maximum surface capacity $\gamma_m$ is the Langmuir adsorption model. This model is essentially a first order scheme between bulk molecules at the interface $c|_{y=0}$ and free surface sites $(\gamma_m - \gamma)$, with adsorption rate constant $k_a$ and desorption rate constant $k_d$. This first order model may be written in the form

$$
\mathcal{A}(\gamma,c) = k_a c|_{y=0} (\gamma_m - \gamma) - k_d \gamma.
$$

(5)
When $c|_{y=0}$ is independent of $\gamma$ this is a linear relation between $\mathcal{A}(\gamma, c)$ and $\gamma$. This particular adsorption model is a *local theory* in both space and time, i.e. the evolution of $\gamma$ at $(x,t)$ depends only on the present state at $(x,t)$. The ultimate goal is often to obtain consistent values for the triplet $(k_a, k_d, \gamma_m)$ of phenomenological parameters from experimental biosensor data. In this linear model the adsorption and desorption rate constants, $k_a$ and $k_d$ respectively, are assumed unaltered by the density on the surface. In reality, one might expect interactions between adsorbed particles at high densities. However, in spite of its simplicity, it has been argued that this model is general enough to explain the majority of adsorption/desorption processes in molecular biology.\(^{17}\) Substituting Eq. (5) into Eq. (4) and Eq. (3), these two equations together with Eq. (1), and the remaining boundary conditions, form a nonlinear system of partial differential equations for the two concentration fields $c = c(x,y,t)$ and $\gamma = \gamma(x,t)$. The system is of such complexity that a numerical study is necessary for detailed analysis.

**Nondimensional parameterization**

Nondimensional formulations are developed for a more comprehensible parameterization of the evolution equations. Two different nondimensional formulations are introduced and discussed.

**Nondimensional parameterization: kinetic scaling**

In order to put the evolution equations on nondimensional form, we introduce the following spatial and temporal scales:

$$x = \frac{x}{h}, \quad y = \frac{y}{h}, \quad T = k_a c_0 t. \quad (6)$$

Note in particular that time has been made nondimensional by the adsorption rate. For the dependent concentration variables we introduce the following scaled dependent variables:

$$\bar{c} = \frac{c}{c_0}, \quad \bar{\gamma} = \frac{\gamma}{\gamma_m}. \quad (7)$$
In terms of these nondimensional variables, and the definitions \( f(\gamma) = 4\gamma(1-\gamma), \ \nabla^2 = \partial^2/\partial x^2 + \partial^2/\partial y^2 \) we obtain the nondimensional evolution equation for the bulk concentration field

\[
\text{Bi}\tau_0 \frac{\partial \tau}{\partial t} + \text{Pe} f(\gamma) \left( \frac{\partial \tau}{\partial x} \right) = \nabla^2 \tau, \quad \Omega, \quad (8)
\]

with the boundary condition (Eq. (3)) given by

\[
\left. \frac{\partial \tau}{\partial y} \right|_{y=0} = \text{Bi}\tau_{|y=0}(1-\gamma) - K\gamma, \quad \partial \Omega_{\text{ads}}. \quad (9)
\]

The nondimensional evolution equation for the surface concentration field is given by

\[
\frac{\partial \gamma}{\partial t} - \frac{\partial}{\partial x} d_s \text{Bi}\tau_0 \frac{\partial \gamma}{\partial x} = \tau_{|y=0}(1-\gamma) - K\gamma, \quad \partial \Omega_{\text{ads}}. \quad (10)
\]

The remaining boundary conditions are trivially translated into the nondimensional form. These nondimensional evolution equations are parameterized by the following five nondimensional groups.

\[
\text{Pe} = v_m h/D, \quad (11)
\]
\[
\text{Bi} = k_a \gamma_m h/D, \quad (12)
\]
\[
\tau_0 = c_0 h/\gamma_m, \quad (13)
\]
\[
K = k_d/k_a c_0, \quad (14)
\]
\[
d_s = D_s/D, \quad (15)
\]

The Péclet number Pe measures the ratio of transport by convection to perpendicular diffusion, and is essentially the nondimensional flow rate. The Biot number Bi measures the ratio of adsorption rate to diffusion along the height of the flow cell, and is essentially the nondimensional adsorption rate constant. \( \tau_0 \) is a nondimensional inlet concentration. In the limit of no flow, \( \tau_0 \) is the reciprocal of the fraction of the height \( h \) needed to fill the surface up to \( \gamma = \gamma_m \). This interpretation explains the close relationship between \( \tau_0 \) and the so called depletion depth introduced by\(^{18} \) \( K \) is the kinetic
equilibrium constant. $d_s$ is the ratio of the surface and bulk diffusion coefficients, and if $D_s < D$, $d_s \in \{0, 1\}$ measures the hindrance of diffusion caused by the presence of the surface. Interestingly, the magnitude of the transient term in Eq. (8) is weighed by the product $\tau_0 \text{Bi} = k_a c_0 h^2 / D$, meaning essentially that adsorption dynamics for large inlet concentrations of molecules with a high affinity to the surface evolves in a transient regime. This result is supported by Squires et al. in their Eq. (21).

**Nondimensional parameterization: diffusion scaling**

Following a similar approach as above, but with the difference of scaling time with a diffusion time, i.e. $\bar{t} = Dt / h^2$, the nondimensional evolution equation for the bulk concentration field takes the form

$$\frac{\partial \tau}{\partial \bar{t}} + \text{Pe} f(\gamma) \left( \frac{\partial \tau}{\partial \gamma} \right) = \nabla^2 \tau, \quad \Omega \tag{16}$$

while the boundary condition (Eq. (3)) is now given by

$$\frac{\partial \tau}{\partial \gamma} \bigg|_{\gamma=0} = B_i \tau \big|_{\gamma=0} (1 - \gamma) - K B_i \gamma, \quad \partial \Omega_{ads} \tag{17}$$

The nondimensional evolution equation for the surface concentration field becomes

$$\frac{\partial \gamma}{\partial \bar{t}} - \frac{\partial}{\partial \delta s} \frac{d_s}{\partial \delta} = B_i \tau_0 \big|_{\gamma=0} (1 - \gamma) - K B_i \tau_0 \gamma, \quad \partial \Omega_{ads} \tag{18}$$

The correspondence between the time scales for kinetic scaling (ks) and diffusion scaling (ds) are

$$\bar{t}^{ks} = \tau^{ds} k_a c_0 h^2 / D = B_i \tau_0^{ds}. \tag{19}$$

**Kinetic scaling or diffusion scaling?**

The kinetic scaling of time leads to a nondimensional formulation which is particularly advantageous in the regime of kinetically limited dynamics. Generally speaking, kinetically limited
dynamics is obtained for small Bi numbers (Bi $\ll 1$) and/or large Péclet numbers (Pe $\gg 1$). Kinetically limited dynamics is, opposed to convection-diffusion limited dynamics, characterized by an independence of the flow rate, i.e. Péclet number, and a scaling of the dynamics with the Biot number. This dynamical behavior is referred to as a kinetic scaling, which is therefore also the terminology used for this particular nondimensional formulation. If, on the other hand, the adsorbing molecules have a very high affinity to the surface, Bi $\gg 1$. In this limit the dynamics is convection-diffusion limited, which is characterized by an independence of adsorption rate, i.e. Biot number, and a scaling of the dynamics with the Péclet number. In this limit it is advantageous to use the diffusion scaling of time.

Disregarding the dynamical limit of the system, there are other pros and cons for applying the two different time scales. As seen below, the quasi-steady theory adopts a minimal number of nondimensional parameters by using kinetic scaling. Hence kinetic scaling is advantageous when working with the quasi-steady theory. This is consistent with the fact that the quasi-steady-state approximation is only theoretically supported for kinetically limited dynamics. This is further elaborated on in the latter section on the quasi-steady theory. However, concerning practical use of the theory for experimental data fitting, we remark that $k_a$ is usually a parameter one wish to determine from an adsorption experiment, and thereby unknown a priori. Hence, kinetic scaling is not practical for experimental data fitting - an issue avoided by using diffusion scaling. Dependent on the experimental regime it might as well be preferable to present and fit experimental data unscaled.

**Estimates of nondimensional numbers**

In this section we estimate some reasonable values for the nondimensional numbers. Concerning typical operating conditions, flow rates are in the range $Q = 1 - 100$ μLmin$^{-1}$, which amounts to maximum velocities of $v_m = 3Q/2hw = 10^{-3} - 10^{-1}$ ms$^{-1}$. Injection concentrations typically range from $c_0 = 10^{-1} - 10^2$ μM. To proceed we need to consider a model binder. We take as an
example a globular protein with a diameter of $2R = 5\text{nm}$, and molecular weight $M_w = 30\text{kDa} = 3 \times 10^4\text{gmol}^{-1}$. A simple estimate of the maximum surface capacity $\gamma_m$ is simply the weight of one molecule divided by its diameter squared. Viz, $\gamma_m = M_w / 4N_A R^2 \approx 2 \times 10^3\mu\text{gm}^{-2}$, where $N_A$ is the Avogadro number. However, in biochemical studies the surface of the chip, or the dextran layer, is sometimes prepared with a relatively low number of binding sites, with the aim of reducing rebinding probability and neighbor interactions among the adsorbing binders. This implies that the above estimate for $\gamma_m$, which is based on a packing occurring for e.g. self-assembled monolayers, represents an upper limit. In several applications the maximum surface capacity can be significantly lower. The diffusion coefficient can be estimated from the Stokes-Einstein relation. In aqueous solution at room temperature, the dynamic viscosity is $\mu \approx 10^{-3}\text{Nsm}^{-2}$, and $T \approx 300\text{K}$, hence $D = k_B T / 6\pi \mu R \approx 10^{-10}\text{m}^2\text{s}^{-1}$.

Based on the above values we can estimate the regime of the nondimensional numbers. By choosing $c_0 \approx 1\mu\text{M}$, we obtain $\tau_0 = c_0 h / \gamma_m \approx 1$, in the case of close packing on the surface. For surfaces prepared with a lower number of binding sites $\tau_0 > 1$. For the Péclet number we obtain $\text{Pe} = v_m h / D \approx 5 \times 10^2 - 5 \times 10^4$.

**The quasi-steady theory**

Ideally one would like to interpret SPR data by assuming simply that the concentration near the sensor $c_{y=0}$ is identical to the injection concentration $c_0$, that is by assuming that there is no resistance to mass transfer. To account for the corrections due to some mass transfer resistance, it has been suggested to interpret data by means of a mass transport model, saying that the overall flux of solute $J$ to the surface is proportional to the difference between the far field concentration $c_0$, usually taken as the injection concentration, and the concentration close to the surface of the sensor $c|_{y=0}$, i.e. $J = k_L (c_0 - c|_{y=0})$. In fact, this is based on a solution to the stationary diffusion-
convection equation for the concentration field \( c = c(x, y) \) on a semi-infinite domain \( x, y \geq 0 \).

\[
v_x \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial y^2}, \quad y > 0.
\]  

(20)

The velocity \( v_x = v_x(y) \) is linearized close to the surface, i.e. \( v_x(y) = \dot{\gamma}_w y \), \( \dot{\gamma}_w \) being the shear rate at the surface, and the boundary conditions for the concentration field are \( c(x, y)|_{y=0} = \text{const} \), \( c(x, y)|_{x, y \rightarrow \infty} = 0 \), and \( c(x, y)|_{x=0} = c_0 \). The solution consists of a concentration boundary layer close to the surface \( y = 0 \), and a flux of solute to the surface \( J = k_L (c_0 - c|_{y=0}) \), where the mass transport parameter \( k_L \) is given by

\[
k_L = \frac{2D}{\Gamma\left(\frac{3}{2}\right)} \left(\frac{\dot{\gamma}_w}{9DL}\right)^{1/3}
\]  

(21)

This mass transport parameter is often chosen as a free fitting parameter, although it may in fact be predicted from the operating conditions. Given a flow rate \( Q \) the shear rate at the wall is

\[
\dot{\gamma}_w = \frac{6Q}{h^2 w}
\]  

(22)

The coupling of this stationary convection-diffusion solution with the adsorption kinetics on the surface is performed by loosening up the Dirichlet boundary condition \( c(x, y)|_{y=0} = \text{const} \). Letting these bulk particles \( c|_{y=0} \) adsorb, they are converted into surface particles \( \gamma \), and a simple mass balance on the surface dictates \( J = d\gamma/dt = \mathcal{S}(\gamma, c) \). The critical assumption here is that the adsorption is so slow, that the bulk concentration on the surface \( c|_{y=0} \) is practically constant, and use of the steady-state flux \( J = k_L (c_0 - c|_{y=0}) \), with \( k_L \) given by Eq. (21), is still reasonable.

Inserting the steady-state flux into the mass balance on the surface we obtain \( k_L (c_0 - c|_{y=0}) = \mathcal{S}(\gamma, c) \). In the case of linear kinetics (Eq. (5)) this becomes an algebraic equation for \( c|_{y=0} \), with the solution

\[
c|_{y=0} = \frac{k_L c_0 + k_d \gamma}{k_d (\gamma_m - \gamma) + k_L}.
\]  

(23)
Substituting this into Eq. (5) gives the following nonlinear ordinary differential equation for the evolution of the surface concentration \( \gamma = \gamma(t) \)

\[
\frac{d\gamma}{dt} = k_a k_L c_0 (\gamma_m - \gamma) - k_d k_L \gamma - k_a k_L c_0 (\gamma_m - \gamma) - k_d k_L \gamma + k_L.
\]  

(24)

Using kinetic scaling, we can write Eq. (24) as

\[
\frac{d\bar{\gamma}^{ks}}{dt} = \frac{1 - (1 + K)\bar{\gamma}}{1 + Da(1 - \bar{\gamma})},
\]

(25)

with the additional introduction of the important nondimensional Damköhler number

\[ Da = \frac{k_a \gamma_m}{k_L}, \]

(26)

which is the ratio of the adsorption rate and the rate of mass transport to the surface. The Damköhler number measures the limiting effect of convection-diffusion on the adsorption process. If \( Da \ll 1 \) the system is kinetically limited, and if \( Da \gg 1 \) the system is diffusion limited. Note in particular when \( Da \ll 1 \) Eq. (25) becomes

\[
\frac{d\bar{\gamma}^{ks}}{dt} = 1 - (1 + K)\bar{\gamma}, \quad Da \ll 1,
\]

(27)

which is simply the nondimensional form of Eq. (5), i.e. a purely adsorption-limited, linear, kinetic process. Also, the initial rate of adsorption, starting from the initial condition of zero surface concentration, \( \bar{\gamma} = 0 \), is predicted to be

\[
\frac{d\bar{\gamma}^{ks}(0)}{dt} = \frac{1}{1 + Da} \quad \text{or} \quad \frac{d\gamma^{ks}(0)}{dt} = c_0 k_L \frac{Da}{1 + Da}.
\]

(28)

Using diffusion scaling the formulation of the quasi-steady theory involves the two additional parameters, \( Bi \) and \( \bar{c}_0 \), viz

\[
\frac{d\bar{\gamma}^{ds}}{dt} = \frac{Bi \bar{c}_0 (1 - \bar{\gamma}) - K\bar{\gamma}}{Da(1 - \bar{\gamma}) - 1}.
\]

(29)
Correspondence between the Damköhler, Biot and Péclen Number

The kinetic scaling of the evolution equations (Eqs. (8) to (10)) clarifies the assumptions in the quasi-steady theory. By setting $Bi = 0$ we essentially obtain the conditions for the solution in Eq. (21), i.e. time dependency drops out of the bulk convection-diffusion equation, consistent with an instantaneous build-up of the concentration boundary layer above the adsorbing surface in the quasi-steady theory. In addition, the quasi-steady theory approximates reality by a semi-infinite bulk domain, a linear velocity profile, and equally important, by no inlet distance to the sensor surface.

The kinetically scaled quasi-steady theory in Eq. (25) is parameterized only by the Damköhler number $Da$, and the equilibrium constant $K$. As the quasi-steady theory combines steady-state convection-diffusion with adsorption in the Damköhler number, through the mass transport coefficient $k_L$, it is naturally possible to express the Damköhler number in terms of the Péclen number and the Biot number. First, from Eq. (22), $\dot{\gamma}_w = 4v_m/h$. By defining the number $\alpha = 2(4/9)^{1/3}/\Gamma(7/3) \approx 1.2819$, the mass transport coefficient $k_L$ can be expressed as

$$k_L = \alpha \left( \frac{v_m h}{D} \right)^{1/3} \frac{D}{l^{1/3} h^{2/3}}$$

Hence the Damköhler number is given by

$$Da = \frac{k_a \gamma_n}{k_L} = \alpha^{-1} (l/h)^{1/3} Bi Pe^{-1/3}$$

Note that the quasi-steady theory is parameterized by the Damköhler number, and at the same time is based on the assumption $Da = 0$. It is clear from Eq. (30) that the Damköhler number increases linearly with the Biot number, and decreases with the cubic root of the Péclen number. Practically speaking, if the binders are strongly attracted to the surface (large Biot number), it may be impossible to reduce the Damköhler number significantly by simply increasing the flow rate, i.e. Péclen number.
Analytical solution of the quasi-steady theory

Eq. (25) can be solved analytically in implicit form, i.e. \( \tilde{t} = \tilde{t}(\gamma) \) instead of the explicit form \( \gamma = \gamma(t) \). It is determined simply by separation of variables and integration, with initially \( \gamma(t = 0) = 0 \):

\[
\tilde{t} = \frac{Da\kappa\gamma - (\kappa + Da(\kappa - 1)) \ln(1 - \kappa\gamma)}{\kappa^2}
\]  

(31)

where \( \kappa \equiv 1 + K \). For irreversible adsorption \( K = 0 \), \( \kappa = 1 \), the solution condenses into

\[
\tilde{t} = Da\gamma - \ln(1 - \gamma)
\]  

(32)

This solution may not be so useful for physical insight, but has its practical advantage when performing nonlinear least squares data fitting in the time domain. Data fitting in the time domain involves a numerical solution of the ordinary differential equation (Eq. (25)) at every parameter space iteration, which can be avoided with the implicit solution above. Another option is simply fitting data in the phase plane.\(^{20}\) This method also does not involve the solution of Eq. (25), is explicit, but as a trade off involves differentiation of data.

Numerical results and discussions

This section is concerned with a numerical investigation of the nonlinear system of partial differential equations, governing the evolution of the concentration fields. The intention is to simulate the dynamics of real adsorption experiments in surface-based biosensors. Numerical solutions to Eqs. (8) to (10), or similarly Eqs. (16) to (18), are collectively referred to as the simulations. We take offset in the estimated regime for the nondimensional parameters, and to simplify matters choose to consider the case of irreversible adsorption of binders, which are immobile on the surface, hence \( K = d_s = 0 \). A particular aim of the investigation is to evaluate the quality of the quasi-steady theory by comparison with the simulations. Deviations between the simulations and the quasi-steady theory reveal the effects of the transient dynamics in the simulations, which of course
are also present in real adsorption experiments. To mimic the case of real adsorption experiments, being fitted by the quasi-steady theory to reveal an adsorption rate constant \(k_a\), we fit the quasi-steady theory to the simulation with Bi as the free fitting parameter, using a least squares method. The quasi-steady theory has no chance of fitting initial data, hence the simulation time from the origin of the phase plane to the extremum (highest adsorption rate) is cut off in the fitting procedure, corresponding to typical practice of representing SPR data in the phase plane. The error of the quasi-steady theory is then quantified by the relative difference between the fitted Bi number and the real Bi number used for the simulation. Strictly speaking, we define the error as \((\text{Bi}_{\text{fit}} - \text{Bi})/\text{Bi}\).

Being interested in the kinetics of adsorption the results are most naturally presented and analyzed in the phase plane, spanned by the mean surface concentration \(\Gamma \equiv \left(\frac{1}{l_c}\right) \int_{\text{sensor}} \gamma \, dx\), and its time derivative \(\dot{\Gamma} \equiv \left(\frac{1}{l_c}\right) \int_{\text{sensor}} \partial \gamma / \partial t \, dx\). This representation clearly illustrates the transient regime, and is the most straightforward approach to analyze deviations from linear adsorption kinetics due to mass transport. The choice of parameters span both kinetically limited and convection-diffusion limited dynamics. Results are presented using both kinetic and diffusion scaling of time, the former leading to universality for kinetically limited dynamics, and the latter leading to universality for convection-diffusion limited dynamics. Note in particular that purely kinetically limited dynamics, i.e. the linear kinetics in Eq. (5), is represented by a linear curve in the phase plane. For kinetic scaling this linear curve is the diagonal from the point \((0,1)\) on the ordinate to the point \((1,0)\) on the abscissa. The universality characteristic obtained with kinetic scaling is that this curve represents the dynamics independent of \(c_0\) and Pe for large enough Bi.

**Kinetic scaling**

Figure 2 contains a representative collection of phase plane curves using kinetic scaling, i.e. \(\tau^{ks} = k_a c_0 t\). Four different simulations for the combinations of concentrations \(c_0 \in \{1, 20\}\), Bi \(\in \{1, 10\}\), and Pe = 500 are presented (full black line), each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters (dashed black line), as well as a fit of the quasi-steady theory to the simulations (dashed gray line). Importantly, the quasi-steady theory scales linearly...
with $\tau_0$, taken into account in the kinetic scaling of time in Eq. (25). Hence the quasi-steady theory does not explicitly include the $\tau_0$ - degree of freedom, whereby essentially only two distinctive predictions occur in Figure 2. In this way, the dashed black curves denoted (QST) are identical in Figure 2 (a) and (b) respectively (c) and (d). Several points are immediately apparent from the simulations. The simulation curves start at the origin of the phase plane, whereas the quasi-steady theory has the finite initial adsorption rate given in Eq. (28). It is important to note that the kinetic

Figure 2: Phase plane dynamics using kinetic scaling. Simulation (full black line): numerical solution of Eqs. (8) to (10). QST (dashed black line): quasi-steady theory (Eq. (25)) for corresponding value of Da through Eq. (30). QST Fit (dashed gray line): fit of the quasi-steady theory to simulation with Da as free fitting parameter. Parameters: $c_0 \in \{1, 20\}$, $Bi = \{1, 10\}$, $Pe = 500$. 

16
scaling of time implicitly includes a linear scaling of the adsorption rate with both Bi and $\tau_0$. The decrease in adsorption rate for both increasing Bi and increasing $\tau_0$ in Figure 2, amounts to a sublinear increase with both Bi and $\tau_0$ in dimensional variables. The sublinear scaling naturally arises from convection-diffusion limitation in the nonlinear dynamics of the system. Apart from in the initial phase, predictions of the quasi-steady theory practically coincides with the simulations, and thereby also the fits, for $\tau_0 = 1$. Increasing the concentration to $\tau_0 = 20$ leads to significant alteration of the simulation curves. Since there are no knobs to turn for the kinetically scaled quasi-steady theory, regarding changes in concentration $\tau_0$, this leads to equally significant deviations between the simulations and predictions of the quasi-steady theory. The observed dependency of $\tau_0$ is expected since $\tau_0$ parameterizes time dependency in Eq. (8), and hence transient behavior in the system dynamics, which is not taken into account in the quasi-steady theory. Physically speaking, the surface simply saturates faster than a steady-state can be achieved in the bulk.

**Diffusion scaling**

Figure 3 contains a representative collection of phase plane curves using diffusion scaling, i.e. $\tau^{\text{ds}} = Dt/h^2$. Four different simulations for the combination of parameters $\tau_0 \in \{20\}$, Bi = \{1, 10, 50, 100\}, and Pe = 2500 are presented, each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters, as well as a fit of the quasi-steady theory to the simulations. The universality characteristic obtained with diffusion scaling of time is that the simulations approach a limiting curve, representing predominantly convection-diffusion limited dynamics, for large Biot numbers. This limiting curve in Figure 3 (d) is observed to have a very symmetric, parabolic-like, characteristic form. Inconsistent with the simulations, quasi-steady theory predicts a linear scaling of adsorption rate with concentration, which is explicit when using diffusion scaling as in Figure 3. This naturally leads to an increasing deviation between quasi-steady theory and simulations for increasing Bi.
Figure 3: Phase plane dynamics using diffusion scaling. Simulation (full black line): numerical solution of Eqs. (8) to (10). QST (dashed black line): quasi-steady theory (Eq. (25)) for corresponding value of Da through Eq. (30). QST Fit (dashed gray line): fit of the quasi-steady theory to simulation with Da as free fitting parameter. Parameters: $c_0 = 20$, $Bi = \{1, 10, 50, 100\}$, $Pe = 2500$.

Flow rate dependency

The nature of the Péclet number dependency is presented in Figure 4, containing four different simulations for the combination of parameters $c_0 = 10$, $Bi = \{1, 100\}$, and $Pe = \{500, 10000\}$. Again, the simulations are presented, each in a separate plot, along with the prediction of the quasi-steady theory for identical parameters, as well as a fit of the quasi-steady theory to the sim-
ulations. Kinetic scaling, i.e. $\dot{r}^{ks} = k_{diff}$ is applied. Clearly the increase of Péclet number leads to less convection-diffusion limitation. Thereby the simulations approach the diagonal in Figure 4, representing purely adsorption limited linear kinetics, for increasing $Pe$. This behavior is very clear for $Bi = 1$, where the dynamics is predominantly kinetically limited. For $Bi = 100$, where the dynamics is much more convection-diffusion limited, we again observe increased agreement between quasi-steady theory and simulations as the Péclet number is increased. The agreement is

![Figure 4: Phase plane dynamics using kinetic scaling. Simulation (full black line): numerical solution of Eqs. (8) to (10). QST (dashed black line): quasi-steady theory (Eq. (25)) for corresponding value of $Da$ through Eq. (30). QST Fit (dashed gray line): fit of the quasi-steady theory to simulation with $Da$ as free fitting parameter. Parameters: $\tau_0 = 10$, $Bi = \{1, 100\}$, $Pe = \{500, 10000\}$.](image-url)
however not as good as for Bi = 1. Note that the ordinate axis are different in Figure 4 (c) and (d) where Bi = 100. The specific case in Figure 4 (c), where $c_0 = 10$, Bi = 100, Pe = 500, is clearly in a regime where the quasi-steady theory has little value, and little ability to fit data well. The approach to adsorption limited dynamics is consistent with a decrease in the Damköhler number as $Da \sim Pe^{-1/3}$ from Eq. (30). Figure 4 also serves to show that, due to this slow cubic root dependency, experimental practicalities often precludes to cope with convection-diffusion limitation by simply increasing the flow rate for systems with a high Biot number.

In summary, Figures 2 to 4 stress some nonlinearities present in the real system dynamics, which are not well captured in the approximate quasi-steady theory.

**Error of the quasi-steady theory**

The numerical investigation concludes with a quantification of the error of the quasi-steady theory, measured as the relative difference between the Biot number used to fit the quasi-steady theory to simulations, and the Biot number used for the simulation itself. The nondimensional parameter space is spanned by $Bi \in \{1, \ldots, 100\}$, $Pe \in \{500, \ldots, 10000\}$, for $c_0 = \{1, 10, 20\}$. Figure 5 (a)-(c) present the relative error $(\text{Bi}_{\text{fit}} - \text{Bi})/\text{Bi}$, by contour lines in the nondimensional parameter space $(Pe, Bi)$, for $c_0 = \{1, 10, 20\}$ respectively. Every contour is labelled with the matching error. Equal for all values of $c_0$ is that the error is largest for slow flows of strong binders, i.e. small Pe and large Bi numbers. For $c_0 = 1$ only relatively minor errors, up to around 0.2 (20%), are observed in the spanned parameter space. However, the quantitative increase of the error with $c_0$ is significant. For $c_0 = 20$ the errors increase to above 2.5 (250%), which amounts to a factor of 3-4, in the spanned parameter space. Importantly, the quasi-steady theory consequently overestimates the Biot number, and thereby the adsorption rate constant, as long as the error is over a few percent. (Below errors of a few percent the fit and the prediction are so close that this is not always the case.) Hence, the parameter planes showed in Figure 5 provide a tool to quantitatively correct experimentally obtained adsorption rate constants, which are derived by fitting data with the quasi-steady theory.
Figure 5: Contour lines of the relative error $(\text{Bi}^{\text{fit}} - \text{Bi})/\text{Bi}$, in the parameter space $(\text{Pe}, \text{Bi})$, for $c_0 \in \{1, 10, 20\}$. The errors increase with increasing Bi, increasing $c_0$, and decreasing Pe.
Conclusion

This paper presented theoretical and computational investigations of convection, diffusion, and adsorption dynamics in microfluidic surface-based biosensors. The nondimensional Damköhler number \( Da = \frac{k_a \gamma_m}{k_L} \), inherent in the quasi-steady theory, was expressed in terms of the Biot number \( Bi = \frac{k_a \gamma_m h}{D} \), the Péclet number \( Pe = \frac{v_m h}{D} \), and the model geometry. In addition, an analytical solution to the quasi-steady theory was derived. The results provided the regimes of both reliable and unreliable use of the quasi-steady theory for experimental data analysis, by quantifying the error of the quasi-steady theory in the space of parameters. This can be used as a tool to correct adsorption rate constants obtained by fitting the quasi-steady theory to experimental data. We deduced a critical importance of the inlet concentration, and the maximum surface capacity, combined in the nondimensional inlet concentration.
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Constitutive equations for the Doi–Edwards model without independent alignment

Ole Hassager · Rasmus Hansen

Abstract We present two representations of the Doi–Edwards model without Independent Alignment explicitly expressed in terms of the Finger strain tensor, its inverse and its invariants. The two representations provide explicit expressions for the stress prior to and after Rouse relaxation of chain stretch, respectively. The maximum deviations from the exact representations in simple shear, biaxial extension and uniaxial extension are of order 2%. Based on these two representations, we propose a framework for Doi–Edwards models including chain stretch in the memory integral form.

Keywords Constitutive equation · Nonlinear viscoelasticity · Orientation tensor · Strain energy density · Second normal stress difference · Tube model

Introduction

Representing a landmark in our understanding of the dynamics of entangled polymeric systems, the Doi–Edwards model (DE) model (Doi and Edwards 1986) is based on a set of remarkably simple model assumptions (Doi 1995). The basic DE model for the nonlinear viscoelastic properties contains two key assumptions about how the central axis of the tube deforms under a macroscopic deformation. It is assumed that the tube axis deforms affinely with the deformation, and that after a time \( \tau_R \), the tube length returns to its equilibrium value.

The basic DE model is found in two versions, one with the so-called Independent Alignment (IA) approximation and one without this approximation (Doi and Edwards 1978). Both models require the calculation of an integral over the unit sphere for each stress evaluation. Methods for fast stress evaluation are therefore interesting (Mead et al. 1995). Especially convenient expressions have been presented by Currie (1982a, b), who formulated BKZ memory integral models (Bird et al. 1987) intended to approximate the constitutive equation for the DE model both with (Currie 1982a) and without (Currie 1982b) IA invoked.

The Currie equation with IA has been used and tested extensively in modeling and simulation of polymer flow (Marin and Rasmussen 2009; Wapperom and Keunings 2001; Blackwell et al. 2000; Olley 2005; Mead 2007; Peters et al. 2000; Olley and Wagner 2006; Wagner 1990). The Currie equation without IA has received much less attention, nor does the accuracy of approximation seem to have been systematically tested, possibly because Currie states that it “differs little in its predictions” from the approximation to the IA version. This latter statement, however does seem in contrast to the observations that the nonlinear rheological properties of the DE model with and without IA differ markedly in specific flow situations. Thus, the DE model with IA predicts a negative Weissenberg effect (Hassager 1985) while the version without IA predicts a positive Weissenberg effect as pointed out by...
Marrucci and Grizzuti (1986) who performed a careful comparison of the two versions at second order.

The purpose of this work is to derive constitutive equations for the DE model without IA both prior to and after Rouse relaxation (Doi and Edwards 1986) and to evaluate the accuracy of the approximations in simple shear, biaxial extension and uniaxial extension. To fix ideas and notation we briefly recapitulate the derivation of the relevant equations starting from the expression for the free energy of deformation of an entanglement network (Doi 1995; Hansen et al. 2008)

\[ A = \frac{3}{2} n_c kT (|\mathbf{E} \cdot \mathbf{u}|)^2 \]  

(1)

Here \( n_c \) is the number density of chains, \( K \) the Boltzmann constant, and \( T \) the absolute temperature. Furthermore, \( \mathbf{E} \) is the deformation gradient (Bird et al. 1987) from the stress-free state to the current state, \( \mathbf{u} \) is a unit vector, and \( \langle \cdot \cdot \cdot \rangle \) denotes an average over the orientation of the 3-dimensional unit vector \( \mathbf{u} \), i.e., an isotropic distribution. From this expression, it is straightforward to derive (e.g. Hansen et al. 2008) the corresponding expression for the macroscopic stress tensor,

\[ \sigma_{ij}^{\text{net}} = G_0 \frac{15}{4} \langle |\mathbf{E} \cdot \mathbf{u}| \rangle^2 \frac{E_{\text{mod}} E_{\text{ph}}}{|\mathbf{E} \cdot \mathbf{u}|} \]  

(2)

where the elastic modulus \( G_0 = (4/5)n_c kT \). The combination of factors after the modulus is sometimes referred to as a strain tensor, since it reduces to the infinitesimal strain tensor in the small strain limit. The decoration “net” signifies that the expression relates to an entanglement network without relaxation of the overall chain length.

Consider now an entangled polymer melt subject to a single fast deformation given by the deformation gradient \( \mathbf{E} \). For time \( t > t_R \) when the tube has relaxed to its equilibrium value, the stress is reduced by the square of the initial chain stretch to obtain,

\[ \sigma_{ij} = G_0 \frac{15}{4} \langle |\mathbf{E} \cdot \mathbf{u}| \rangle^2 \frac{E_{\text{mod}} E_{\text{ph}}}{|\mathbf{E} \cdot \mathbf{u}|} \]  

(3)

where the plateau modulus \( G_0^N = (4/5)n_c kT \) is unchanged since the average stretch is unity in the small strain limit. To simplify further, Doi and Edwards introduced the Independent Alignment Assumption (IA), which effectively replaces the ratio of averages with the average of the ratio. Such a replacement is problematic as Doi and Edwards were well aware (Doi and Edwards 1986). Thus for small deformations, the ratio of the averages and the average of the ratio are expanded in the infinitesimal strain tensor \( \epsilon_{ij} \) respectively as follows:

\[ \frac{E_{\text{mod}} E_{\text{ph}}}{|\mathbf{E} \cdot \mathbf{u}|} = \delta_{ij} + \frac{4}{15} \epsilon_{ij} + O (\epsilon_{ij}^2) \]  

(4)

\[ \frac{E_{\text{mod}} E_{\text{ph}}}{\mathbf{E} \cdot \mathbf{u}} = \delta_{ij} + \frac{1}{5} \epsilon_{ij} + O (\epsilon_{ij}^2) \]  

(5)

In other words, the only term correctly reproduced in the IA approximation is the unit tensor. But the unit tensor has no rheological significance. The linear term in \( \epsilon_{ij} \) is underestimated by a factor of 3/4. This factor is not a problem in practical applications, since one can simply scale the modulus accordingly (Mead 2007). But the difference between the \( O (\epsilon_{ij}^2) \) terms in Eqs. 4 and 5 is at the heart of the difference between negative and positive Weissenberg effects (Marrucci and Grizzuti 1986).

From the above it appears that we need to approximate \( |\mathbf{E} \cdot \mathbf{u}| \) in terms of the invariants of the Finger and Cauchy strain tensors of nonlinear elasticity. Following Currie, we consider in turn an exact expression, an asymptotic form, and the small strain expansion. The final approximation is arrived at by matching the asymptotic form with the small strain expansion.

**Evaluation of potential function**

For uniaxial and biaxial deformation one may utilize the axial symmetry to obtain the simple analytical expressions for the desired integral (Urakawa et al. 1995). We list the expressions for future reference. For uniaxial and biaxial deformation one may utilize

\[ \langle |\mathbf{E} \cdot \mathbf{u}| \rangle = \frac{1}{2} + \frac{1}{4} \frac{\lambda^{-1}}{\sqrt{\lambda^2 - 1}} \log \frac{\lambda + \sqrt{\lambda^2 - 1}}{\lambda - \sqrt{\lambda^2 - 1}} \]  

(6)

For biaxial extension \( \lambda_1 = \lambda_2 = \lambda \) and \( \lambda_3 = \lambda^{-2} \) the exact expression is

\[ \langle |\mathbf{E} \cdot \mathbf{u}| \rangle = \frac{1}{2} \left( \lambda^{-2} + \frac{\lambda}{\sqrt{1 - \lambda^{-2}}} \sin^{-1} \sqrt{1 - \lambda^{-2}} \right) \]  

(7)

For general deformations we need to compute

\[ \langle |\mathbf{E} \cdot \mathbf{u}| \rangle = \left( B^T \mathbf{h} \mathbf{h}^T B \right)^{1/2} \]  

(8)

where \( B \) and \( B_r = E_{\text{mod}} E_{\text{ph}} \) are not the same as the Finger strain tensor \( B \) but the two matrices have the same eigenvalues \( \lambda_i \) for \( i = 1, 2, 3 \). Without loss of generality we can order the eigenvalues \( \lambda_1^2 \geq \lambda_2^2 \geq \lambda_3^2 \).
Then
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle = \frac{1}{4\pi} \int_{0}^{\pi} \int_{0}^{2\pi} \times \sqrt{\lambda_1^2 \cos^2 \theta + (\lambda_2^2 \cos^2 \phi + \lambda_3^2 \sin^2 \phi) \sin^2 \theta} \sin \theta \, d\theta \, d\phi
\]
\[= \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \log \frac{\lambda_1 + b}{\lambda_1 - b} \, d\phi
\]
\[= \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \sin^{-1} B \, d\phi
\]
(9)

The integration on \( \theta \) can be performed to obtain the exact forms
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle = \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \log \frac{\lambda_1 + b}{\lambda_1 - b} \, d\phi
\]
\[= \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \sin^{-1} B \, d\phi
\]
\[= \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \sin^{-1} B \, d\phi
\]
(10)

where \( a^2 = \lambda_2^2 \cos^2 \phi + \lambda_3^2 \sin^2 \phi \) and \( b^2 = \lambda_1^2 - a^2 \). The notation \( B = b / a \) is the same as introduced by Currie.

Asymptotic behavior

We now follow Currie and let \( \lambda_j \to \infty \) while assuming that \( \lambda_2 \) stays finite. This covers simple shear flow (\( \lambda_2 = 1 \)) and uniaxial extension (\( \lambda_2 \to 0 \)). Since \( \sin^{-1} x \sim \log(2x) \) for \( x \to \infty \) we have that
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle \sim \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \log \frac{\lambda_1 + b}{\lambda_1 - b} \, d\phi
\]
\[= \frac{1}{2} \lambda_1 + \frac{1}{2} \int_{0}^{\pi/2} \frac{a^2}{b} \sin^{-1} B \, d\phi
\]
(12)

Secondly, we consider the situation in which \( \lambda_2 = a \lambda_1 \) for \( u \in [0, 1) \) as \( \lambda_1 \to \infty \). The corresponding asymptotic form is now
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle \sim \frac{1}{2} \lambda_1 + \frac{1}{4} \lambda_1 \lambda_2 F(u)
\]
(13)

where
\[
F(u) = \frac{1}{2\pi} \int_{0}^{\pi/2} \frac{\cos^2 \phi}{\sqrt{1 - a^2 \cos^2 \phi}} \log \frac{1 + \sqrt{1 - a^2 \cos^2 \phi}}{1 - \sqrt{1 - a^2 \cos^2 \phi}} \, d\phi
\]
(14)

The function \( F(u) \) may be closely approximated by a function of the form \( \frac{1}{2} (0.87 + 0.28a - \log a) \) as shown in Fig. 1.

This suggests therefore an asymptotic behavior of the form,
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle \sim \frac{1}{2} \lambda_1 + \frac{1}{4} \lambda_1 \lambda_2 (c_0 + c_1 a + \log \frac{\lambda_1}{\lambda_2})
\]
(15)

where \( c_0 \) and \( c_1 \) are adjustable constants related to the asymptotic behavior.

The leading term in Eq. 15 will always be the largest one. This suggests that we may approximate the asymptotic behavior of the square by
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle^2 \sim \frac{1}{4} \lambda_1^2 + \frac{1}{4} \lambda_2^2 (c_0 + c_1 \lambda_1 + \log \frac{\lambda_1}{\lambda_2})
\]
(16)

The three eigenvalues are not independent since they are tied by the incompressibility relation \( \lambda_1 \lambda_2 \lambda_3 = 1 \). We therefore need to convert the expression to a function of the strain invariants \( I_1 = \lambda_1^2 + \lambda_2^2 + \lambda_3^2 \) and \( I_2 = \lambda_1^2 \lambda_2^2 + \lambda_2^2 \lambda_3^2 + \lambda_3^2 \lambda_1^2 \). For \( \lambda_1 \to \infty \) we use \( \lambda_1^2 \lambda_2^2 \sim I_1 \) and \( \lambda_1 \lambda_2 \lambda_3 \sim I_2 \). Hence we substitute for the eigenvalues \( \lambda_1^2 = I_1 / I_1 \) and \( \lambda_2 \lambda_3 = I_2 / I_1 \) to obtain
\[
\langle (\mathbf{E} \cdot \mathbf{u}) \rangle^2 \sim \frac{1}{4} I_1 + \frac{1}{4} I_2 \left( c_0 + c_1 \lambda_1 + \log \frac{\lambda_1}{\lambda_2} \right)
\]
(17)

We retain the value of \( c_0 \) from the comparison in Fig. 1 but keep the value of \( c_1 \) as an adjustable constant. Following Currie, however we use rational fractions leading to \( c_0 - 1 = \frac{-1}{9} \). The asymptotic behavior in uniaxial extension and shear is unaffected by \( c_1 \). In biaxial extension, we note from Eq. 7 that \( (\mathbf{E} \cdot \mathbf{u})^2 \sim (\pi \lambda/4)^2 \) as \( \lambda \to \infty \). This behavior is closely matched by \( c_1 = 3/4 \).

Small strain expansion

For small strains it is convenient to rewrite the stretch factor in the form
\[
| \mathbf{E} \cdot \mathbf{u} | = \sqrt{1 + \epsilon : \mathbf{u} \mathbf{u}}
\]
(18)
where \( \epsilon = \text{diag}(\lambda_1^2 - 1, \lambda_2^2 - 1, \lambda_3^2 - 1) = \text{diag}(\epsilon_1, \epsilon_2, \epsilon_3) \). The \( \epsilon_i \) are not independent due to the incompressibility condition. But we may choose \( \epsilon_1 \) and \( \epsilon_2 \) as free parameters. Then to third order,

\[
\epsilon_3 = -\epsilon_1 - \epsilon_2 + \epsilon_1^2 + \epsilon_2^2 + \epsilon_1 \epsilon_2 - \epsilon_1^3 - \epsilon_2^3 + O(\epsilon^4)
\]

where \( O(\epsilon^4) \) indicates terms \( \epsilon_i^4 \) with \( i + j \geq 4 \). Likewise the two strain invariants need to be expanded

\[
I_1 - 3 = \epsilon_1^2 + \epsilon_2^2 + \epsilon_1 \epsilon_2 - \epsilon_1^3 - \epsilon_2^3 + O(\epsilon^4)
\]

\[
I_2 - 3 = \epsilon_1^2 + \epsilon_2^2 + \epsilon_1 \epsilon_2 - \epsilon_1^3 - \epsilon_2^3 + O(\epsilon^4)
\]

By expansion of Eq. 18 for small strains one obtains

\[
|E \cdot u| = 1 + \frac{2}{105}(6(I_1 - 3) + (I_2 - 3)) + \cdots
\]

Hence the potential becomes

\[
|E \cdot u|^3 = 1 + \frac{4}{105}(6(I_1 - 3) + (I_2 - 3)) + \cdots
\]

Matching expression

We now wish to construct a function \( U(I_1, I_2) \) that matches the asymptotic behavior of \( |E \cdot u|^3 \) in Eq. 17 with the small strain behavior in Eq. 24. In particular we propose

\[
U(I_1, I_2) = \frac{1}{4} I_1 + \frac{1}{4} I_2 \left( \frac{3}{8} I_1^{1/2} + \log I_1 - \frac{1}{2} \log I_2 \right)
\]

\[
+ \frac{a_1}{I_1} + \frac{a_2}{I_2} + a_3
\]

for some constants \( a_i \) \( (i = 1, 2, 3) \) that are determined by the requirements

\[
U(3, 3) = 1
\]

\[
\frac{\partial U}{\partial I_1}(3, 3) = \frac{8}{33}
\]

\[
\frac{\partial U}{\partial I_2}(3, 3) = \frac{4}{105}
\]

The following results are obtained,

\[
a_1 = \frac{1161}{1120} + \frac{3\sqrt{3}}{8} - \frac{3}{8} \log 3 = -0.0249
\]

\[
a_2 = \frac{909}{1120} + \frac{9\sqrt{3}}{32} + \frac{3}{8} \log 3 = +0.0875
\]

\[
a_3 = \frac{33}{160} - \frac{1}{32} \sqrt{3} - \frac{1}{8} \log 3 = +0.0148
\]

The small numerical values of the constants \( a_i \) indicates that the asymptotic form is already a reasonable good approximation to the potential. We may check the function \( U(I_1, I_2) \) along the two types of deformation that span the available invariant space, namely uniaxial (Fig. 2) and biaxial (Fig. 3) extension. It appears that the potential in Eq. 25 approximates the exact potential to better than 2.5% in uniaxial and biaxial deformations. Since these two types of deformation bound the available space for the invariants \( I_1 \) and \( I_2 \) we use it as approximation in the entire invariant space.
DE Constitutive equations

To arrive at the corresponding constitutive equation one substitutes Eq. 25 into Eq. 1 to arrive at the free energy,

$$A = \frac{3}{2} n_c Z k T U(I_1, I_2)$$

(32)

From this one arrives by standard procedure (Bird et al. 1987) at the constitutive relation for the unrelaxed entanglement network prior to Rouse relaxation,

$$\sigma_{ij} = G_0 \left( f_1 B_{ij} - f_2 B_{ij}^{-1} \right)$$

(33)

$$f_1 = \frac{15}{16} \left( 1 - \frac{3}{2} \frac{I_2^{1/2}}{I_1} + \frac{I_2}{I_1} \left( \frac{9}{8} - \log I_1 + \frac{1}{2} \log I_2 \right) - \frac{4a}{I_1^2} \right)$$

(34)

$$f_2 = \frac{15}{16} \left( \frac{9}{8} I_1^{1/2} + \frac{1}{2} I_1 \left( \frac{5}{8} + \log I_1 - \frac{1}{2} \log I_2 \right) - \frac{4a}{I_1^2} \right)$$

(35)

where $B_{ij} = E_{ij} E_{\nu\nu}$ are the components of the Finger strain tensor and $B_{ij}^{-1}$ are the components of the Cauchy strain tensor. The expression for the modulus is $G_0 = (4/5) n_c Z k T$ as in the exact DE model. It is now also simple to construct a memory integral expansion that approximates the Doi-Edwards model with instantaneous chain retraction (that is after Rouse relaxation) but without the Independent Alignment Assumption.

$$\sigma_{ij} = \int_{t'=-\infty}^{t} M(t-t') \left( \phi_1 B_{ij} - \phi_2 B_{ij}^{-1} \right) \, dt'$$

(36)

where $M$ is the memory function, $\phi_i = f_i / U$ and $U$ is the square of the average stretch.

Simple shear

Uniaxial and biaxial stretching form the bounding curves for the available part of the invariant space $(I_1, I_2)$ (Bird et al. 1987). As a final test we consider simple shear of shear magnitude $\gamma$ so that $x_1 = x'_1 + \gamma x'_2$, where the primed and unprimed coordinates are before respectively after deformation. Now for simple shear $I_1 = I_2 = 3 + \gamma^2$ so the deformations lie in the middle of the available invariant space. We compute the damping function $h(\gamma)$ and the normal stress ratio $-N_2 / N_1$ defined below

$$h(\gamma) = \sigma_{12} \gamma G_0$$

(37)

$$-\frac{N_2}{N_1} = -\frac{\sigma_{22} - \sigma_{11}}{\sigma_{11} - \sigma_{22}} = \frac{\phi_1 + \phi_2}{\phi_1 + \phi_2}$$

(38)

Exact values for the two functions were reported by Osaki and coworkers in Osaki et al. (1982) and Osaki et al. (1981). In Figs. 4 and 5 we compare the predictions from Eqs. 37 and 38 with the exact values computed from Eq. 3. It may be shown that Eqs. 37 has the
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values

is now standard in reptation-based models (Fang et al. 2000; Mead et al. 1998; Schieber et al. 2003). Given the stretch function $U(I_1, I_2)$ it is straightforward to formulate models with Rouse dynamics for the chain stretch. For example assuming that stretch relaxation is dominated by a single Rouse relaxation time, a possible description (Lyhne et al. 2009) would be:

$$\lambda^2(t, \tau') = \left[1 + \left(\sqrt{U(t, \tau') - 1}\right) \exp(-t - \tau')/\tau_R\right]^2$$

where the stretch relaxation time $\tau_R$ is the Rouse time. The corresponding constitutive equation is then,

$$\sigma_n = \int_{t'=-\infty}^{t} \lambda^2(t, \tau') M(t - \tau') \left(\phi_1 B_{\phi_1} - \phi_2 B_{\phi_2}^{-1}\right) d\tau'.$$  (40)

Conclusions

The key to the constitutive equations is the development of an accurate representation of the unrelaxed entanglement network in terms of the invariants of the Finger strain tensor. Based on this representation it has been possible to formulate constitutive equations for the unrelaxed network and for the completely relaxed network both without the independent alignment approximation. The representations have the exact behavior for small strain and show the correct asymptotic behavior in simple shear, biaxial and uniaxial deformations. In the intermediate range, the maximum deviations from the exact behavior in the deformations investigated is of order 2%. In closing, a model is proposed for a network with partial relaxation, corresponding to a DE model with chain stretch. It is formulated in a form with a single stretch relaxation time, but may easily be generalized to multiple relaxation times.
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Appendix on asymptotic normal stress ratio in shear

Given a shear deformation of magnitude $\gamma$, the length of the deformed unit vector may be written in the form

$$|\mathbf{E} \cdot \mathbf{u}| = \left(1 + \sin^2 \theta f(\phi)\right)^{1/2}$$

where $f(\phi)$ is given by

$$f(\phi) = \frac{1}{2} \left(1 + \gamma^2\right) (1 - \cos 2\phi) + \gamma \sin 2\phi$$

constitutive equations with stretch relaxation

The DE melt model in form Eq. 36 contains the assumption of instantaneous relaxation of the chains to their equilibrium length. However it was recognized early that chain stretching in uncrosslinked entangled polymer systems will occur at deformation rates faster than the inverse Rouse time (Marucci and Grizzutti 1982; Pearson et al. 1989). The concept of chain stretch-
It follows that $f(\phi)$ has a minimum at
\[
\phi_m = -\frac{1}{2} \ln^{-1} \left( \frac{2 \gamma}{1 + \gamma^2} \right) \sim -\gamma^{-1} \quad \text{for} \quad \gamma \to \infty \quad (43)
\]

It may be shown that $f(\phi)$ has the Taylor expansion
\[
f(\phi) = -(1 + 2 \gamma^{-2}) + (\phi + \gamma^{-1})^2 \gamma^2 + \cdots \quad (44)
\]
around $\phi = -\gamma^{-1}$. It follows that in this region we may approximate
\[
\|E \cdot u\| = \gamma \sin \theta \left( a^2 + x^2 \right)^{1/2} \quad (45)
\]

where
\[
a^2 = \gamma^{-2} \left( \cot^2 \theta + 2 \gamma^{-2} \right)
\]
and $x = \phi + \gamma^{-1}$.

The negative of the second normal stress is computed from
\[
(\sigma_{zz} - \sigma_{yy})/G_0 = I = \frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \left( \cos^2 \theta - \sin^2 \theta \sin^2 \phi \right) \sin \theta \, d\theta \, d\phi \quad (46)
\]

The periodicity of the harmonic functions may be utilized to show that
\[
I = \frac{1}{\pi} \int_{\theta=0}^{\pi/2} \int_{\phi=0}^{\pi} \left( \cos^2 \theta - \sin^2 \theta \sin^2 \phi \right) \sin \theta \, d\theta \, d\phi
\]
\[
= \frac{1}{\pi} \int_{\theta=0}^{\pi/2} \int_{\phi=-\pi}^{-\pi} \left( \cos^2 \theta - \sin^2 \theta \sin^2 \phi \right) \sin \theta \, d\theta \, d\phi
\]
\[
\approx 2 \pi \gamma \int_{\theta=0}^{\pi/2} \int_{x=0}^{A} \left( \cos^2 \theta - \sin^2 \theta \sin^2 \phi \right) \sin \theta \, d\theta \, d\phi
\]
\[
\approx 2 \pi \gamma \int_{x=0}^{A} \left( a^2 + x^2 \right)^{1/2} \quad (48)
\]

In going from Eqs. 48 to 49 we have used that the major contribution to the integral will occur near $x = 0$ and that the maximum becomes symmetric around $x = 0$. We therefore integrate up to some limit $A \in [0; \pi/2]$, the exact value of which does not influence the asymptotic behavior. Moreover, $\sin^2(x - \pi) = 1$ will be of order $\gamma^{-2} \sim \gamma^{-1}$ so the term with $\sin^2 \theta$ in the numerator of Eq. 49 may be neglected in the limiting process. We now use that
\[
\int_{0}^{A} \frac{dx}{(a^2 + x^2)^{1/2}} = \log |x + \sqrt{a^2 + x^2}|_0^A
\]

Examination of the leading terms shows that eventually
\[
(\sigma_{zz} - \sigma_{yy})/G_0 \sim \frac{1}{2} \gamma^{-1} (C + \log \gamma) \quad (50)
\]
where the constant $C$ is included to indicate the order of the terms neglected.

The first normal stress difference is much easier to compute with the result
\[
(\sigma_{xx} - \sigma_{yy})/G_0 \sim \frac{1}{2} \gamma^2 \quad (51)
\]

The combined result is
\[
\frac{N_1}{N_2} \sim \gamma^{-1} (\log \gamma + C) \quad (52)
\]

Numerical computations show that $C \approx -0.6$.
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In plants, osmotically driven flows are believed to be responsible for translocation of sugar in the pipe-like phloem cell network, spanning the entire length of the plant—the so-called Münch mechanism. In this paper, we present an experimental and theoretical study of transient osmotically driven flows through pipes with semi-permeable walls. Our aim is to understand the dynamics and structure of a ‘sugar front’, i.e. the transport and decay of a sudden loading of sugar in a water-filled pipe which is closed in both ends. In the limit of low axial resistance (valid in our experiments as well as in many cases in plants) we show that the equations of motion for the sugar concentration and the water velocity can be solved exactly by the method of characteristics, yielding the entire flow and concentration profile along the tube. The concentration front decays exponentially in agreement with the results of Eschrich, Evert & Young (Planta (Berl.), vol. 107, 1972, p. 279). In the opposite case of very narrow channels, we obtain an asymptotic solution for intermediate times showing a decay of the front velocity as $M^{-1/3}t^{-2/3}$ with time $t$ and dimensionless number $M \sim \eta \kappa L^2 r^{-3}$ for tubes of length $L$, radius $r$, permeability $\kappa$ and fluid viscosity $\eta$. The experiments (which are in the small $M$ regime) are in good quantitative agreement with the theory. The applicability of our results to plants is discussed and it is shown that it is probable that the Münch mechanism can account only for the short distance transport of sugar in plants.

1. Introduction

The translocation of sugar in plants, which takes place in the phloem sieve tubes, is not well understood on the quantitative level. The current belief, called the pressure-flow hypothesis (Nobel 1999), is based on the pioneering work of Ernst Münch in the 1920s (Münch 1930). It states, that the motion in the phloem is purely passive, due to the osmotic pressures that build up relative to the neighbouring xylem in response to
Figure 1. In plants, two separate pipe-like systems are responsible for the transport of water and sugar. The xylem conducts water from the roots to the shoot while the phloem conducts sugar and other nutrients from places of production to places of growth and storage. The mechanism believed to be responsible for sugar translocation in the phloem, called the Münch mechanism or the pressure-flow hypothesis (Nobel 1999), states the following: As sugar is produced via photosynthesis in sources it is actively loaded into the tubular phloem cells. As it enters the phloem, the chemical potential of the water inside is lowered compared to the surrounding tissue, thereby creating a net flux of water into the phloem cells. This influx of water in turn creates a bulk flow of sugar and water towards the sugar sink shown in (b), where active unloading takes place. As the sugar is removed, the chemical potential of the water inside the phloem is raised resulting in a flow of water out of the sieve element.

loading and unloading of sugar in different parts of the plant, as shown in figure 1. This mechanism is much more effective than diffusion, since the osmotic pressure differences caused by different sugar concentrations in the phloem create a bulk flow directed from large concentrations to small concentrations, in accordance with the basic need of the plant. Such flows are often called osmotically driven pressure flows (Thompson & Holbrook 2003), or osmotically driven volume flows (Eschrich, Evert & Young 1972).

To study the osmotically driven flows, Eschrich et al. (1972) conducted simple model experiments. Their set-up consisted of a semi-permeable membrane tube submerged in a water reservoir, modelling a phloem sieve element and the surrounding water-filled tissue. At one end of the tube a solution of sugar, water and dye was introduced to mimic the sudden loading of sugar into a phloem sieve element. In the case of the closed tube, they found that the sugar front velocity decayed exponentially in
time as it approached the far end of the tube. Also, they found the initial velocity of
the sugar front to be proportional to concentration of the sugar solution. Through
simple conservation arguments, they showed that for a flow driven according to the
pressure-flow hypothesis, the velocity of the sugar front is given by
\[
 u_f = \frac{L}{t_0} \exp \left( -\frac{t}{t_0} \right) \quad \text{where} \quad t_0 = \frac{r}{2\kappa \Pi},
\]
where \( t \) is time, \( L \) is the length of the sieve element and \( r \) its radius, \( \kappa \) is the
permeability of the membrane and \( \Pi \) is the osmotic pressure of the sugar solution.
For dilute solutions, \( \Pi \approx RTc \) (Landau & Lifshitz 1980), where \( R \) is the gas constant,
\( T \) the absolute temperature and \( c \) the concentration in moles per volume. The
conservation argument for (1.1) is the following: for incompressible flow in a wide
rigid semi-permeable tube of length \( L \) imbedded in water, we imagine part of the tube
initially filled with sugar solution and the rest with pure water. For a wide tube with
slow flow, viscous effects and thus the pressure gradient along the tube is negligible
and the pressure is simply equal to the osmotic pressure \( \Pi \) averaged over the tube,
\[ i.e. \quad RT \overline{c} \] where \( \overline{c} \) is the constant average sugar concentration. The water (volume)
flux through the part of the tube ahead of the sugar front \( x_f \) (where there is no
osmosis) is \[-2\pi \kappa RT \overline{c} (L - x_f), \] where \( \kappa \) is the permeability of the tube and the flow
is negative since water flows out. This will be equal to the rate of change of volume
ahead of \( x_f \) and thus, due to incompressibility, is equal to \[-\pi r^2 dx_f / dt.\] Putting these
two expressions together we get
\[
 \frac{dx_f}{dt} = \frac{2L \kappa RT \overline{c}}{r} (L - x_f) = \frac{1}{t_0} (L - x_f)
\]
leading to \( u_f = dx_f / dt \) given by (1.1).

In the experiments performed by Eschrich et al. (1972) good qualitative agreement
with (1.1) was obtained, but on the quantitative level the agreement was rather poor.
We thus chose to perform independent experiments along the same lines. Eschrich et
al. (1972) used dye to track the sugar, and in one of our set-ups we can check this
method by directly following the sugar without using dye. Also, we make independent
measurements of the membrane properties, which then allow detailed comparison with
the predictions showing good quantitative agreement.

Simultaneously with the experiments, we develop the theory for osmotic flows. The
above derivation of the front propagation is simplified by the lack of viscosity and
diffusion and, indeed, by the very assumption that a well-defined sugar front exists. To
go beyond this we must use the coupled equations for the velocity and concentration
fields as they vary along the tubes and in time. Here we follow the footsteps of a large
number of authors, as discussed later. Our main contribution is the analysis of the
decay of an initially localized sugar concentration in a channel closed in both ends
described by (4.9) and (4.10). Here we point out that the main dimensionless number
(termed as Münch number) can be chosen as
\[
 M = \frac{16\eta L^2 \kappa}{r^3},
\]
where \( \eta \) is the fluid viscosity. We show how to simplify the equations and obtain exact
solutions in the regimes \( M \ll 1 \) (the regime of the experiments in this paper and of
those of Eschrich et al.) and asymptotic solutions for \( M \gg 1 \). Both regimes are found
in plants and we propose an effective way for numerical integration of the equations
in the general case using Green’s functions. In the regime \( M \ll 1 \) the solubility of the


<table>
<thead>
<tr>
<th>Quantity</th>
<th>Magnitude</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (mm)</td>
<td>0.09 (Fava bean), 0.1–3</td>
<td>Knoblauch &amp; van Bel (1998), Nobel (1999)</td>
</tr>
<tr>
<td>Flow velocity (m h⁻¹)</td>
<td>0.5–1, 0.2–2</td>
<td>Knoblauch &amp; van Bel (1998), Nobel (1999)</td>
</tr>
<tr>
<td>Elastic modulus (MPa)</td>
<td>17, 5.6–7.4 (Ash)</td>
<td>Thompson &amp; Holbrook (2003a), Niklas (1992)</td>
</tr>
<tr>
<td>Permeability (10⁻¹¹ m s⁻¹ Pa⁻¹)</td>
<td>5.1.1 (Zitella translucence)</td>
<td>Thompson &amp; Holbrook (2003a), Eschrich et al. (1972)</td>
</tr>
<tr>
<td>Sucrose concentration (M)</td>
<td>0.3–0.9</td>
<td>Taiz &amp; Zeiger (2002)</td>
</tr>
</tbody>
</table>

Table 1. Characteristic properties of phloem sieve elements.

equations is shown by mapping them to a damped Burgers equation (5.6), which can be solved by the method of characteristics. An analogous relation was pointed out earlier by Frisch (1976), but for a different boundary condition (open in one end) where the damping term disappears. Some results for \( M \ll 1 \) were also given by Weir (1981), but the lack of generality of his approach to the time-dependent problem makes his results hard to extend.

In table 1 we show characteristic data for single sieve elements, which build up the phloem conducts in plants. If one naively applies these results to the flow inside such sieve elements, taking \( L = 1 \) mm, \( r = 10 \) μm, \( \kappa = 10^{-11} \) m s⁻¹ Pa⁻¹ and concentration \( \bar{c} = 0.5 \) M, one gets a characteristic velocity from (1.1) of 9 m h⁻¹, almost an order of magnitude larger than the range of velocities given in the table. Here one has to remember that the characteristic velocity from (1.1) is valid for a transient flow caused by an initial sudden sugar loading, whereas the velocities quoted in the table are characteristic for the normal steady-state operation of the plants. For large distances (e.g. those occurring in tall trees), the viscous effects embodied in (1.3) become large. Thus the value of \( M \) for the single sieve element considered above is \( M \approx 1.6 \times 10^{-4} \) whereas the value for a phloem tube spanning a distance of 10 m would be greater by a factor \( 10^{3} \), i.e. \( M \approx 1.6 \times 10^{4} \) (see also table 3 for characteristic values for \( M \)). In this regime (1.1) is no longer valid and, in fact, as seen in §5.2 (5.46), the characteristic velocity will be reduced by a factor \( M^{-1/3} \), now making it an order of magnitude smaller than the velocities quoted in the table. This seems to indicate that large distance transport in trees cannot rely solely on the Münch mechanism and indeed the sieve elements are living cells and active transport may play a key role (see, e.g. Taiz & Zeiger 2002). For future studies in this direction it is important to be able to separate these effects clearly and to thus understand the passive osmotic component as clearly and simply as possible, which is the aim of the present paper.

The layout of the paper is as follows: §§2 and 3 describe our experimental set-ups and the experimental results obtained. In §4, the flow equations are developed and in §5 we present solutions for the cases \( M \ll 1 \) and \( M \gg 1 \). Finally, §6 contains a detailed comparison between theory and experiments. After the conclusions (§7), two appendices follow. Appendix A provides information about the experimental materials used and appendix B discusses the numerical methods (based on Green’s functions) used for solving the flow equations in the general case.
Figure 2. Set-up I used to observe the movement of a sugar-dye solution (ss) inside a semi-permeable membrane tube (spm). L: length of membrane tube; l: initial sugar front height; ds: disposable syringe; gt: glass tube; rs: rubber stopper; sc: stopcock; wr: water reservoir; bc: brass cylinder; pt: pressure transducer.

2. First experimental set-up

2.1. Set-up and methods

Set-up I is presented in figure 2. It is based on the design by Eschrich et al. with the addition of a pressure transducer that allows us to measure the gauge pressure.
Mean sugar concentration, $\bar{c}$ (mM) 1.5 ± 0.3 2.10 ± 0.03 2.4 ± 0.2 4.2 ± 0.7 6.8 ± 0.1
Osmotic pressure, $\Pi$ (bar) 0.14 ± 0.02 0.15 ± 0.01 0.31 ± 0.03 0.39 ± 0.01 0.68 ± 0.02
Membrane tube length, $L$ (cm) 28.5 20.8 28.5 28.5 20.6
Initial front height, $l$ (cm) 4.9 3.7 6.6 6.5 4.8

Table 2. Data for the experimental runs shown in figure 3.
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Figure 3. Experimental results from set-up I. (a) Time series of pictures taken in experiment 5. Time increases from left to right in steps of 30 min. See details of the sugar solutions used in table 2. (b) Plot of the front position versus time obtained from the images above. (c) Plot of the gauge pressure inside the tube versus time. The dashed line is the osmotic pressure of the solution, taken to be the average value of the pressure from \( t = 2 \) h until the end of the experiment. (d) Plots of the sugar front position versus time for different sugar concentrations, as indicated in table 2. (e) Plots of the pressure inside the membrane tube for different sugar concentrations.
Figure 4. Set-up II dedicated to the tracking of the sugar front via index of refraction changes. It consists of a hollow isosceles glass prism and a Plexiglas cuboid in osmotic contact through a membrane. A pressure transducer was attached to the top of the glass prism to measure the pressure inside.

The reason why 2 is moving slower than 1 is that experiment 2 was conducted in a slightly shorter membrane tube than the one used in experiment 1, thereby decreasing the characteristic velocity as we shall see later.

3. Second experimental set-up

3.1. Set-up and methods

Set-up II is presented in figure 4. This set-up allows us to track the real front location, without the use of colorant, directly via the variation of the index of refraction. It consisted of a hollow isosceles glass prism and a Plexiglas cuboid in osmotic contact through a membrane. To track the time evolution of the sugar front inside the prism, we used the refraction of a laser sheet passing through it. The laser sheet was generated by shining a laser beam, generated by a Melles Griot 3.1 mW laser, through a glass rod. When passing through the prism, light would deviate depending on the local index of refraction, producing a typical S shape as shown in figure 4. The index of refraction varies linearly with sugar concentration and thus by looking at the refracted laser sheet projected onto a screen, we were able to reconstruct the concentration profile inside the prism. A camera recorded images of the screen at regular intervals to track the moving concentration profile.
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Figure 5. Results from set-up II. In (a) the raw data images are shown. In (b) the concentration profile extracted from (a) is shown. (c) shows the front position extracted from (b) by finding the maximum of the concentration gradient, shown in (d). Finally, (e, f) show the pressure inside the prism.

3.2. Experimental results obtained with set-up II

3.2.1. Effect of osmosis

Figure 5 shows the data collected using set-up II. In figure 5(a), a time series of pictures is depicted showing the refracted laser-light projected onto a screen, the time gap between each image being 1 day. Comparing the upper and lower parts of each picture, one generally observes a deflection to the right at the bottom, corresponding to a high sugar concentration at the bottom of the prism. In the intermediate region one sees a dip in the refracted light, corresponding to a strong concentration gradient. The dip gradually flattens while it advances upwards, representing a sugar front which advances while it broadens. This process can be seen directly in figure 5(b),
which shows the time evolution of the sugar concentration obtained from the images. Starting from a steep concentration profile, we see that the front moves upwards while it flattens. In figure 5(d) the time evolution of the concentration gradient is depicted, clearly showing a peak which broadens while it moves forward. Finally, in figure 5(e, f), the position of the sugar front and the pressure inside the prism is plotted as a function of time. The error bars on \( x_f \) are \( \pm 1 \) mm, as discussed below.

3.2.2. Effect of diffusion

To study the effect of diffusion on the dynamics of the sugar front separately, an experiment was made with set-up II, in which the water reservoir was not filled. The experiment was then conducted in the usual way, and the motion of the front was recorded. The results of this are shown in figure 6. Starting from a steep concentration gradient, we observe that the front flattens but otherwise does not move much.

Comparing figures 5 and 6 we observe, that while the front moves 2 cm due to osmosis in 6 days, it does not seem to move at all in 6 days due to diffusion. Thus, while diffusion has a flattening effect, it plays little role in the forward motion of the front.

Since the front did not move due to diffusion, the fluctuations in the front position seen in figure 6(c) gives a measure of the uncertainty of a single measurement of the front position. Taking the standard deviation of the fluctuations gives an uncertainty of \( \pm 1 \) mm, shown as error bars in figure 5(c).

More details on this second experiment can be found in Jensen (2007).
4. Theoretical analysis

4.1. Front propagation via flow equations

The equations of motion for osmotically driven flows have been derived and analysed thoroughly several times in the literature (Weir 1981) and have been studied carefully numerically (Henton 2002; Thompson & Holbrook 2003a, b). For the sake of completeness, we shall include a short derivation of these.

We consider a tube of length \( L \) and radius \( r \), as shown in figure 7. The tube has a constant cross-section of area \( A = \pi r^2 \) and circumference \( S = 2\pi r \) and its walls are made of a semi-permeable membrane with permeability \( \kappa \). Inside the tube is a solution of sugar in water with concentration \( c(x) \) and its walls are made of a semi-permeable membrane with permeability \( \kappa \). Inside the tube is a solution of sugar in water with concentration \( c(x) = c(x, t) \). Throughout this paper, we study the transient dynamics generated by an asymmetrical initial concentration distribution, where the sugar is initially localized to one end of the tube with a concentration level \( c_0 \). The tube is surrounded by a water reservoir, modelling the water surrounding the membrane tube in set-up I.

We shall assume that \( L \gg r \) and that the radial component of the flow velocity inside the tube is much smaller than the axial component, as is indeed the case in the experiments. With these assumptions, we will model the flow in the spirit of lubrication theory and consider only a single average axial velocity component \( u(x, t) \). Also, we will assume that the concentration \( c \) is independent of the radial position \( \rho \) an assumption that can be verified experimentally in set-up II.

Let us now consider the equation for volume conservation by looking at a small section of the tube between \( x_{i-1} \) and \( x_i \). The volume flux into the section due to advection is

\[
A(u_{i-1} - u_i),
\]

where the axial flow velocities are taken to be \( u_{i-1} \) and \( u_i \) at \( x_{i-1} \) and \( x_i \), respectively. The volume flux inwards across the membrane due to osmosis (Schultz 1980) is

\[
S\Delta x \kappa (RTc(x, t) - p(x, t)),
\]

where \( p \) is the local difference of pressure across the membrane and \( c \) is the local concentration. For clarity we use the van’t Hoff value \( \Pi = RTc \) for the osmotic pressure, which is valid only for dilute (ideal) solutions. In appendix A.3, we show that the linear relation between \( \Pi \) and \( c \) is verified experimentally as \( \Pi = (0.1 \pm 0.01 \text{ bar mM}^{-1})c \). Assuming conservation of volume, we get

\[
A(u_{i-1} - u_i) + S\Delta x \kappa (RTc - p) = 0.
\]

Figure 7. Sketch of the tube.
Letting $\Delta x \to 0$ and using that the cross-section to perimeter ratio reduces to $r/2$, this becomes

$$\frac{r}{2} \frac{\partial u}{\partial x} = \kappa (RTc - p).$$

(4.4)

For these very slow and slowly varying flows, the time dependence of the Navier–Stokes equation can be neglected and the velocity field is determined by the instantaneous pressure gradient through the Poiseuille or Darcy relation (for a circular tube)

$$u = -\frac{r^2 \partial p}{8\eta \partial x},$$

(4.5)

where $\eta$ is the dynamic viscosity of the solution, typically $\sim 1.5 \times 10^{-3}$ Pa s in our experiments.

Differentiating (4.4) with respect to $x$ and inserting the result from (4.5) we get for the conservation of water that

$$RT \frac{\partial c}{\partial x} = \frac{r}{2} \kappa \frac{\partial^2 u}{\partial x^2} - \frac{8\eta}{r^2} u.$$

(4.6)

The final equation expresses the conservation of sugar advected with velocity $u$ and diffusing with molecular diffusivity $D$

$$\frac{\partial c}{\partial t} + \frac{\partial uc}{\partial x} = D\frac{\partial^2 c}{\partial x^2}.$$

(4.7)

The set of equations (4.6) and (4.7) is equivalent to those of Thompson & Holbrook (2003b) except for the fact that we have removed the pressure by substitution, and that we do not consider elastic deformations of the tube.

4.1.1. Non-dimensionalization of the flow equations

To non-dimensionalize (4.6) and (4.7), we introduce the following scaling

$$c = c_0C, \quad u = u_0U, \quad x = LX, \quad t = t_0\tau,$$

$L$ has been chosen such that the spatial domain is now of the unit interval $X \in [0, 1]$, $u_0 = L/t_0$ and $c_0$ is the initial concentration level in one end of the tube. Choosing further

$$t_0 = \frac{r}{2\kappa RTc_0}, \quad M = \frac{16\eta L^2\kappa}{r^3} \quad \text{and} \quad \bar{D} = \frac{D}{u_0L} = \frac{Dr}{2RTc_0L^2\kappa},$$

(4.8)

and inserting in (4.6) and (4.7), we get the non-dimensional flow equations

$$\frac{\partial^2 U}{\partial X^2} - MU = \frac{\partial C}{\partial X},$$

(4.9)

$$\frac{\partial C}{\partial \tau} + \frac{\partial UC}{\partial X} = \bar{D}\frac{\partial^2 C}{\partial X^2}.$$

(4.10)

The parameter $M$ corresponds to the ratio of axial to membrane flow resistance, which we shall refer to as the Münch number. This is identical to the parameter $\hat{F}$ in Thompson & Holbrook (2003b). The second parameter $\bar{D}$ is the Peclet number. Thus, the longer the tube the less important the diffusion becomes and the more important the pressure gradient due to viscous effects becomes.

Values of the parameters $M$ and $\bar{D}$ in different situations can be seen in table 3. The typical magnitude of the parameters $M$ and $\bar{D}$ in plants are found from the
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following values (also given in table 3):

\[ r = 10 \mu m, \quad \eta = 1.5 \times 10^{-3} \text{ Pa s}, \quad u_0 = 2 \text{ m h}^{-1}, \quad \kappa = 2 \times 10^{-11} \text{ m (Pa s)}^{-1}. \]

We observe, that \( M \) and \( \bar{D} \) are small in both experiments, and that for short distance transport in plants this is also the case. However, over length scales comparable to a branch (\( L = 1 \text{ m} \)) or a small tree (\( L = 10 \text{ m} \)) \( M \) is large, so in this case the pressure gradient is not negligible.

When deriving the equations for osmotically driven flows, we have assumed that the concentration inside the tube was a function of \( x \) and \( t \) only. However, the real concentration inside the tube will also depend on the radial position \( \rho \) in the form of a concentration boundary layer near the membrane, in the literature called an unstirred layer (Pedley 1983). Close to the membrane, the concentration \( c_m \) is lowered compared to the bulk value \( c_b \) because sugar is advected away from the membrane by the influx of water. This, in turn, results in a lower influx of water, ultimately causing the axial flow inside the tube to be slower than expected. In our experiments we see no signs of such boundary layers and apparently their width and their effect on the bulk flow are very small.

5. Solutions of the flow equations

We will now analyse (4.9) and (4.10). We will show that they can be solved quite generally for \( M = \bar{D} = 0 \) by the method of characteristics. For an arbitrary initial condition, this method will generally yield an implicit solution.

For arbitrary values of \( M \) and \( \bar{D} \), we cannot solve the equations of motion analytically and thus have to incorporate numerical methods. This topic has been the focus of much work both in the steady-state case (Thompson & Holbrook 2003a) and in the transient case (Henton 2002). However, no formulation fully exploiting the partially linear character of the equations capable of handling all different boundary conditions has so far been presented. Therefore, we show that using Green’s functions, the equations of motion can be transformed into a single integro-differential equation, which can be solved using standard numerical methods with very high precision. This technical numerical part is detailed in appendix B.

5.1. Results for small Münch number

In the limit \( M = \bar{D} = 0 \) the equations become

\[ \frac{\partial^2 U}{\partial X^2} = \frac{\partial C}{\partial X}, \quad (5.1) \]

\[ \frac{\partial C}{\partial \tau} + \frac{\partial U C}{\partial X} = 0. \quad (5.2) \]

Table 3. Values of the parameters \( M \) and \( \bar{D} \) in various situations.

<table>
<thead>
<tr>
<th>Set-up I</th>
<th>( M )</th>
<th>( \bar{D} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 \times 10^{-8} )</td>
<td>( 6 \times 10^{-5} )</td>
<td></td>
</tr>
<tr>
<td>Set-up II</td>
<td>( 10^{-9} )</td>
<td>( 2 \times 10^{-2} )</td>
</tr>
<tr>
<td>Single sieve element (( L = 1 \text{ mm} ))</td>
<td>( 5 \times 10^{-4} )</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>Leaf (( L = 1 \text{ cm} ))</td>
<td>( 5 \times 10^{-2} )</td>
<td>( 5 \times 10^{-5} )</td>
</tr>
<tr>
<td>Branch (( L = 1 \text{ m} ))</td>
<td>( 5 \times 10^{2} )</td>
<td>( 5 \times 10^{-2} )</td>
</tr>
<tr>
<td>Small tree (( L = 10 \text{ m} ))</td>
<td>( 5 \times 10^{4} )</td>
<td>( 5 \times 10^{-8} )</td>
</tr>
</tbody>
</table>

We observe, that \( M \) and \( \bar{D} \) are small in both experiments, and that for short distance transport in plants this is also the case. However, over length scales comparable to a branch (\( L = 1 \text{ m} \)) or a small tree (\( L = 10 \text{ m} \)) \( M \) is large, so in this case the pressure gradient is not negligible.

When deriving the equations for osmotically driven flows, we have assumed that the concentration inside the tube was a function of \( x \) and \( t \) only. However, the real concentration inside the tube will also depend on the radial position \( \rho \) in the form of a concentration boundary layer near the membrane, in the literature called an unstirred layer (Pedley 1983). Close to the membrane, the concentration \( c_m \) is lowered compared to the bulk value \( c_b \) because sugar is advected away from the membrane by the influx of water. This, in turn, results in a lower influx of water, ultimately causing the axial flow inside the tube to be slower than expected. In our experiments we see no signs of such boundary layers and apparently their width and their effect on the bulk flow are very small.
By integrating (5.1) with respect to $X$, we get
\[
\frac{\partial U}{\partial X} = C + F(\tau).
\] (5.3)

If we choose $U(0) = U(1) = 0$, $F(\tau)$ becomes
\[
F(\tau) = -\int_0^1 C \, dX \equiv -\bar{C}(\tau).
\] (5.4)

Using (5.3) in (5.2) gives
\[
\frac{\partial}{\partial X} \left[ \frac{\partial U}{\partial \tau} + U \left( \frac{\partial U}{\partial X} + \bar{C} \right) \right] = -\frac{d\bar{C}}{d\tau} = 0,
\] (5.5)

where the last equality follows from integrating $X$ from 0 to 1, observing that all terms in the square bracket vanish at the end points due to the boundary condition $u(X = 0, \tau) = u(X = 1, \tau) = 0$. Thus $\bar{C}$ is a constant in time since the tube is closed. Integrating with respect to $X$ and using the boundary conditions on $U$, this becomes
\[
\frac{\partial U}{\partial \tau} + U \frac{\partial U}{\partial X} = -\bar{C} U.
\] (5.6)

Equation (5.6) is a damped Burgers equation (Gurbatov, Malakhov & Saichev 1991), which can be solved using Riemann’s method of characteristics. The characteristic equations are
\[
\frac{dU}{d\tau} = -\bar{C} U
\] (5.7)
\[
\frac{dX}{d\tau} = U.
\] (5.8)

Equation (5.7) has the solution
\[
U = U_0(\xi) \exp(-\bar{C} \tau),
\] (5.9)
where the parametrization $\xi(X, \tau)$ of the initial velocity has to be found from
\[
X = \xi + \frac{1}{\bar{C}} \int_0^\xi \left( C(X', 0) - \bar{C} \right) dX' = \int_0^\xi \left( C(X', 0) - \lambda \bar{C} \right) dX' = \left\{ \begin{array}{ll}
(C_1 - \bar{C})X & \text{for } 0 \leq X \leq \lambda, \\
\bar{C}(1 - X) & \text{for } \lambda < X \leq 1.
\end{array} \right.
\] (5.10)

5.1.1. Exact solutions for simple initial conditions

An experimental condition close to that of our experiments is to use a Heaviside step function as initial condition on $C$, making $C$ initially constant in some interval $[0, \lambda]$
\[
C(X, \tau = 0) = C_1 H(\lambda - X) = \left\{ \begin{array}{ll}
C_1 & \text{for } 0 \leq X \leq \lambda, \\
0 & \text{for } \lambda < X \leq 1.
\end{array} \right.
\] (5.11)

Equation (5.3) now enables us to find the initial condition on the velocity
\[
U(X, \tau = 0) = \int_0^X (C(X', 0) - \bar{C}) \, dX' = \int_0^X (C(X', 0) - \lambda \bar{C}) \, dX' = \left\{ \begin{array}{ll}
(C_1 - \bar{C})X & \text{for } 0 \leq X \leq \lambda, \\
\bar{C}(1 - X) & \text{for } \lambda < X \leq 1.
\end{array} \right.
\] (5.12)
From (5.13), we have

\[
U_0(\xi) = \begin{cases} 
(C_l - \bar{C})\xi & \text{for } 0 \leq \xi \leq \lambda, \\
\bar{C}(1 - \xi) & \text{for } \lambda < \xi \leq 1.
\end{cases}
\quad (5.14)
\]

Then, solving for \( \xi(X, \tau) \) in (5.10) gives

\[
\xi(X, \tau) = \begin{cases} 
\frac{X}{1 + (1/\lambda)(1 - \lambda)(1 - \exp(-\bar{C}\tau))} & \text{for } X \in I_1, \\
\frac{X - 1 + \exp(-\bar{C}\tau)}{\exp(-\bar{C}\tau)} & \text{for } X \in I_2,
\end{cases}
\quad (5.15)
\]

where the intervals \( I_1 \) and \( I_2 \) are defined by

\[
I_1 = [0, 1 - (1 - \lambda)\exp(-\bar{C}\tau)], \quad I_2 = [1 - (1 - \lambda)\exp(-\bar{C}\tau), 1].
\quad (5.16)
\]

Finally, \( U(X, \tau) \) is calculated from (5.9)

\[
U(X, \tau) = \begin{cases} 
\frac{(C_l - \bar{C})\exp(-\bar{C}\tau)X}{(1/\lambda)(1 - \lambda)(1 - \exp(-\bar{C}\tau))} & \text{for } X \in I_1, \\
\bar{C}(1 - X) & \text{for } X \in I_2,
\end{cases}
\quad (5.18)
\]

which is equivalent to the result obtained by Weir (1981). The solution is plotted in figure 8(a, b). We can now calculate the instantaneous sugar front position \( X_f \) and velocity \( U_f \) using the right boundary of \( I_1 \) from (5.16)

\[
X_f(\tau) = 1 - (1 - \lambda)\exp(-\bar{C}\tau),
\quad (5.19)
\]

\[U_f(\tau) = \frac{dX_f}{d\tau} = \bar{C}(1 - \lambda)\exp(-\bar{C}\tau).
\quad (5.20)
\]

Similarly, \( C(X, \tau) \) is given by

\[
C(X, \tau) = \frac{\bar{C}}{1 - (1 - \lambda)\exp(-\bar{C}\tau)}H(X_f - X).
\quad (5.21)
\]

Going back to dimensional variables, (5.19) and (5.20) become

\[
x_f(t) = L - (L - l)\exp\left(-\frac{t}{t_0}\right) \quad \text{and}
\]

\[
u_f(t) = \frac{L}{l_0}\exp\left(-\frac{t}{t_0}\right).
\quad (5.22)
\]

where \( L \) is the length of the membrane tube, \( l \) is the initial front position and the decay time \( t_0 \) is in accordance with the simple argument given in §1.

As noted earlier we can use the method of characteristics on arbitrary initial conditions, including the more realistic case, where the initial jump in concentration is replaced by a continuous variation, say, a linear decrease from \( C_l \) to 0 taking place between \( \lambda_1 \) and \( \lambda_2 \), i.e.

\[
C(X, \tau = 0) = \begin{cases} 
C_l & \text{for } 0 \leq X \leq \lambda_1, \\
\frac{C_l}{\lambda_2 - \lambda_1} & \text{for } \lambda_1 \leq X \leq \lambda_2, \\
0 & \text{for } \lambda_2 < X \leq 1.
\end{cases}
\quad (5.24)
\]
Figure 8. (a, b) Plot of the analytical solution for a piecewise constant initial concentration. $\lambda = 0.1$, $C_I = 1$ and $\bar{C} = 0.1$. (c, d) Plot of the analytical solution for a piecewise linear initial concentration. $\lambda_1 = 0.05$, $\lambda_2 = 0.15$, $C_I = 1$ and $\bar{C} = 0.1$. Time increases from black to gray in steps of one unit of time.

Using (5.3) yields the initial velocity

$$U(X, \tau = 0) = \begin{cases} (C_I - \bar{C})X & \text{for } 0 \leq X \leq \lambda_1, \\ A_1X^2 + B_1X + C_1 & \text{for } \lambda_1 \leq X \leq \lambda_2, \\ \bar{C}(1 - X) & \text{for } \lambda_2 < X \leq 1, \end{cases}$$

(5.25)

where $\bar{C} = C_I(\lambda_1 + \lambda_2)/2$, and the constants are given by

$$A_1 = -\frac{C_I}{2(\lambda_2 - \lambda_1)}, \quad B_1 = \frac{C_I\lambda_2}{\lambda_2 - \lambda_1} - \bar{C}, \quad C_1 = C_I\lambda_1 + \frac{C_I}{\lambda_2 - \lambda_1}(\lambda_1\lambda_2 + \lambda_1^2/2).$$

(5.26)

Finding $\xi(X, \tau)$ from (5.10) now gives

$$\xi(X, \tau) = \begin{cases} X & \text{for } X \in I_1, \\ \frac{1 + (1/\lambda)(1 - \lambda)(1 - \exp(-C\tau))}{A_2\xi_2^2 + B_2\xi_2 + C_2} & \text{for } X \in I_2, \\ \frac{X - 1 + \exp(-\bar{C}\tau)}{\exp(-C\tau)} & \text{for } X \in I_3, \end{cases}$$

(5.27)

where

$$A_2 = \frac{A_1}{C}(1 - \exp(-\bar{C}\tau)), \quad B_2 = 1 + \frac{B_1}{C}(1 - \exp(-\bar{C}\tau)), \quad C_2 = \frac{C_1}{C}(1 - \exp(-\bar{C}\tau)).$$

(5.28)
Here

$$\xi_2 = \frac{-B_2 + \sqrt{B_2^2 - 4A_2(C_2 - X)}}{2A_2},$$

(5.29)

where the plus solution has been chosen to ensure that $\xi \to X$ as $\tau \to 0$. Finally,

$$I_1 = \left[ 0, \lambda_1 + \frac{\dot{\lambda}_1}{C}(C_1 - \bar{C})(1 - \exp(-\bar{C} \tau)) \right],$$

(5.30)

$$I_2 = \left[ \lambda_1 + \frac{\dot{\lambda}_1}{C}(C_1 - \bar{C})(1 - \exp(-\bar{C} \tau)), 1 + (\dot{\lambda}_2 - 1)\exp(-\bar{C} \tau) \right],$$

(5.31)

$$I_3 = \left[ 1 + (\dot{\lambda}_2 - 1)\exp(-\bar{C} \tau), 1 \right].$$

(5.32)

Plugging into (5.9) gives $U(X, \tau)$ as

$$U(X, \tau) = \begin{cases} 
(C_1 - \bar{C})\exp(-\bar{C} X) & \text{for } X \in I_1, \\
\frac{1 + (1/\lambda)(1 - \lambda)(1 - \exp(-\bar{C} \tau))}{(A_1\xi_2^2 + B_1\xi_2^2 + C_1)} \exp(-\bar{C} \tau) & \text{for } X \in I_2, \\
\bar{C}(1 - X) & \text{for } X \in I_3,
\end{cases}$$

(5.33)

as shown in figure 8 along with $C$ found from (5.3), i.e.

$$C = \frac{\partial U}{\partial X} + \bar{C}.$$ 

(5.34)

Note that the interval $I_2$ does not shrink to 0 in time ($I_2 \to [\lambda_1 C_1/\bar{C}, 1]$ for $\tau \to \infty$), but the curvature around the right-hand end point grows without bound so that the limiting shape of the concentration profile again becomes a discontinuous Heaviside function.

### 5.2. Results for large M"unch number

In the limit of large $M \gg 1$ we cannot neglect the pressure gradient along the channel and this term dominates the advective term in (4.9), i.e. the second derivative in $U$. Thus

$$\frac{\partial C}{\partial X} = -MU$$

(5.35)

$$\frac{\partial C}{\partial \tau} + \frac{\partial U}{\partial X} \frac{\partial C}{\partial X} = \bar{D} \frac{\partial^2 C}{\partial X^2},$$

(5.36)

giving the nonlinear diffusion equation

$$\frac{\partial C}{\partial \tau} = M^{-1} \frac{\partial}{\partial X} \left[ C \frac{\partial C}{\partial X} \right] + \bar{D} \frac{\partial^2 C}{\partial X^2}. $$

(5.37)

If we neglect molecular diffusion the resulting universal nonlinear diffusion equation can be written as

$$\frac{\partial C}{\partial \tau} = M^{-1} \frac{\partial}{\partial X} \left[ C \frac{\partial C}{\partial X} \right].$$

(5.38)

This can be done as long as $M^{-1}C \gg \bar{D} \approx 10^{-5}$. If $M$ becomes even larger normal diffusion will take over. Equation (5.38) belongs to a class of equations which have been studied, e.g. in the context of intense thermal waves by Zeldovich et al. and flow through porous media by Barenblatt (1996) in the 1950s. The M"unch number $M$ can be removed by rescaling the time according to $\tau = Mt$, so when $M$ is large we get...
very slow motion with a time scale growing linearly with $M$. Equation (5.38) admits scaling solutions of the form

$$C(X, \tau) = \left(\frac{\tau}{M}\right)^{\alpha} \Phi(\xi) \quad \text{with} \quad \xi = X \left(\frac{\tau}{M}\right)^{\beta}$$  

(5.39)

as long as $\alpha + 2\beta + 1 = 0$. The total amount of sugar is, however, conserved. In our rescaled units

$$\int_0^1 C(X, \tau) \, dX = \lambda,$$

(5.40)

where, as before, $\lambda$ is the fraction of the tube initially containing the sugar. We can only hope to find a scaling solution in the intermediate time regime, where the precise initial condition has been forgotten, but the far end ($X = 1$) is not yet felt. Thus we can replace integral (5.40) with

$$\int_0^\infty C(X, \tau) \, dX = \lambda$$

(5.41)

which implies that $\alpha = \beta = -1/3$ and

$$C(X, \tau) = \left(\frac{\tau}{M}\right)^{-1/3} \Phi(\xi) \quad \text{with} \quad \xi = X \left(\frac{\tau}{M}\right)^{-1/3}.$$  

(5.42)

Inserting this form into (5.38), we obtain the differential equation for $\Phi$

$$\frac{1}{2} \frac{d^2 \Phi}{d\xi^2} + \frac{1}{3} \frac{d(\xi \Phi)}{d\xi} = 0$$

(5.43)

which can be integrated once to

$$\Phi \frac{d\Phi}{d\xi} + \frac{1}{3} \xi \Phi = \text{constant}. $$

(5.44)

Due to the boundary condition $\partial C/\partial X = 0$ in the origin, the constant has to vanish and we find the solution

$$\Phi(\xi) = \frac{1}{6}(b^2 - \xi^2)$$

(5.45)

which is valid only for $\xi$ smaller than the constant $b$. For $\xi > b$, $\Phi$ is identically 0. The fact that the solution – in contrast to the linear diffusion equation – has compact support, is an interesting characteristic of a large class of nonlinear diffusion equations (Barenblatt 1996). The value of $b$ is determined by conservation integral (5.41) giving

$$\int_0^\infty \Phi \, d\xi = 1,$$

and thus $b = (9\lambda)^{1/3}$.

The final solution thus has the form

$$C(X, \tau) = \begin{cases} 
\frac{M}{6\tau}((X_f(\tau))^2 - X^2) & \text{for } X < X_f(\tau) = \left(9\lambda \frac{\tau}{M}\right)^{1/3} \\
0 & \text{for } X > X_f(\tau)
\end{cases}$$

(5.46)

which shows that the sugar front moves as $X_f(\tau) \sim \tau^{1/3}$ and the concentration at the origin decays as $C(0, \tau) \sim \tau^{-1/3}$. To check the validity of this solution, also when the initial condition has support in a finite region near the origin, we plot $(\tau/M)^{1/3}C(X, \tau)$ against $\xi = X(\tau/M)^{-1/3}$ in figure 9(c). The corresponding solution for $U$ is found from
Figure 9. (a) Numerical simulation of (5.38) compared with (b) scaling solution (5.46) and (c) (5.45), which is shown as a dashed line. The initial condition has the form \( C(X, 0) = 1 - [1 + \exp(-(X - \lambda)/\epsilon)]^{-1} \), where \( \lambda = 0.1 \) and \( \epsilon = 2 \times 10^{-2} \) and the curves are equidistant in time. When \( \lambda \) controlling the size of the region of non-zero initial sugar concentration becomes larger, a more accurate scaling solution is found by letting \( \tau \rightarrow \tau + \tau_0 \) and treating \( \tau_0 \) as an unknown parameter. In (c), we have omitted the first curve (the initial condition).

(5.35) as

\[
U(X, \tau) = \begin{cases} 
\frac{X}{3\tau} & \text{for } X < X_f(\tau) \\
0 & \text{for } X > X_f(\tau)
\end{cases}
\]

and \( \partial^2 U/\partial X^2 = 0 \) justifying the neglect of \( \partial^2 U/\partial X^2 \) in going from (4.9) to (5.35) for large \( M \). It is seen that the velocity of the sugar front \( X_f'(\tau) = (\lambda/(3M))^{1/3} \tau^{-2/3} \) is identical to \( U(X_f(\tau), \tau) \) from (5.47).

6. Comparison between theory and experiment

In §§2.2 and 3.2, we have presented experiments demonstrating the movement of a sugar solution inside a membrane tube surrounded by a reservoir of water. We now wish to consider whether the theory is in agreement with the experimental results.

6.1. Set-up I

The plot in figure 10 shows the relative front position, \( (L - x_f)/(L - l) \), plotted against time for five different experiments conducted with set-up I. The numbers 1–5 indicate the sugar concentrations used (cf. table 2). One clearly sees, that the relative front position approaches zero faster for high concentrations than for low. Typical
values of $M$ and $\tilde{D}$ are $M \sim 10^{-8}$ and $\tilde{D} \sim 10^{-5}$, so it is reasonable to assume that we are in the domain where the analytical solution for $M = \tilde{D} = 0$ is valid. To test the result from (5.19) against the experimental data, the plot in figure 10 shows the logarithm of the relative front position plotted against time. For long stretches of time the curves are seen to approximately follow straight lines in good qualitative agreement with theory. The dashed lines are fits to (5.19), and we interpret the slopes as $-\frac{1}{t_0}$, the different values plotted in figure 11 against the theoretical values. The theoretically and experimentally obtained values of $t_0$ are in good quantitative
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Figure 12. (a) Experimental data obtained using set-up II showing the relative front position (black dots) as a function of time. (b) Lin-log plot of the experimental data shown on the left. The solid line is a fit to (5.22) with $t_0 = 1.6 \times 10^6$ s.

agreement, within 10%–30%. Generally, theory predicts somewhat smaller values of $t_0$ than observed, implying that the observed motion of the sugar front is a little slower than expected from the pressure-flow hypothesis. Nevertheless, as can be seen in figure 11 these results are a considerable improvement to the previous results obtained by Eschrich et al. as we find much better agreement between experiment and theory.

6.2. Set-up II

The plot in figure 12 shows the relative front position, $(L - x_f)/(L - l)$, plotted against time for the experiment conducted with set-up I. On the semi-logarithmic plot, the curves are seen to follow straight lines in good qualitative agreement with the simple theory for $M = \bar{D} = 0$. As can be seen in figure 11, we also found very good quantitative agreement between the experiment and theory for set-up II.

To test how well the motion of the sugar front observed in the experiments with set-up II was reproduced by our model, we solved the equations of motion numerically starting with the initial conditions from figure 5. For $M = \bar{D} = 0$, the results are shown in figure 13(b). While the front positions are reproduced relatively well, the shape of the front is not, so diffusion must play a role. This can be seen in figure 13(c) which shows the result of simulation with $M = 10^{-9}$, $D = 6.9 \times 10^{-11} \text{ m}^2 \text{ s}^{-1}$. Clearly, the model which includes diffusion reproduces the experimental data significantly better.

To study the shape of the front in greater detail, consider the plots in figure 13(d–f). Here the gradient of the concentration curves on the left in figure 13 is shown. In figure 13(d) we clearly see a peak moving from left to right while it gradually broadens and flattens. In figure 13(e) also we see the peak advancing, but the flattening and broadening is much less pronounced. In figure 13(f) we see that the model which includes diffusion reproduces the gradual broadening and flattening of the front very well.

7. Conclusion

In this paper we have studied osmotically driven transient pipe flows. The flows are generated by concentration differences of sugar in closed tubes, fully or partly
enclosed by semi-permeable membranes surrounded by pure water. The flows are
initiated by a large concentration in one end of the tube and we study the approach
to equilibrium, where the sugar is distributed evenly within the tube. Experimentally,
we have used two configurations: the first is an updated version of the set-up of
Eschrich et al. where the flow takes place in a dialysis tube and the sugar is followed
by introducing a dye. The advantage is the relatively rapid motion, due to the large
surface area. The disadvantage is that the sugar concentration cannot be inferred
accurately by this method and for this reason we have introduced our second set-up,
where the sugar concentration can be followed directly by refraction measurements.

On the theoretical side, we first re-derive the governing flow equations and introduce
the dimensionless Münch number $M$. We then show that analytical solutions can be
obtained in the two important limits of very large and very small $M$. In the general
case we show how numerical methods based on Green’s functions are very effective.

**Figure 13.** Results from set-up II showing the experimental data $(a,d)$ and the numerical
model for $M = D = 0$ $(b,e)$ and for $M = 10^{-9}$, $D = 6.9 \times 10^{-11}$ m$^2$ s$^{-1}$ $(c,f)$. 
Finally, we compare theory and experiment with very good agreement. In particular the results or the velocity of the front (as proposed by Eschrich et al.) can be verified rather accurately.

Concerning the application to sap flow, the quantitative study we performed leads to the following conclusions: for a large tree it seems improbable that sugar transport, e.g. from leaf to root by this sole passive mechanism would be sufficiently efficient. In this case active transport processes might play an important role. On the other hand, transport over short distances, e.g. locally in leaves or from a leaf to a nearby shoot might be more convincingly described by the pressure-flow hypothesis.
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Appendix A. Materials: sugar and membrane

A.1. Sugar
The sugar used was a dextran (Sigma-Aldrich, St Louis, MO, USA, type D4624) with an average molecular weight of 17.5 kDa. The dye used was a red fruit dye (Flachsmann Scandinavia, Rød Frugtfarve, type 123000) consisting of an aqueous mixture of the food additives E-124 and E-131 with molecular weights of 539 Da and 1159 Da, respectively (PubChem-Database 2007). Even though the molecular weights are below the MWCO of the membrane, the red dye was not observed to leak through the membrane. This, however, was observed when using another type of dye, Methylene blue, which has a molecular weight of 320 Da.

A.2. Membrane
The membrane used in both set-ups was a semi-permeable dialysis membrane tube (Spectra/Por Biotech cellulose ester dialysis membrane) with a radius of 5 mm, a thickness of 60 μm and a MWCO (molecular weight cut off) of 3.5 kDa. The permeability $L_p$ was determined by applying a pressure and measuring the flow rate across the membrane

$$L_p = (1.8 \pm 0.2) \times 10^{-12} \text{ m (Pa s)}^{-1}. \quad (A\ 1)$$

A.3. Osmotic strength of dextran
Figure 14(left) shows the relation between dextran concentration and osmotic pressure found from the experiments shown in figure 3. A linear fit gives

$$\Pi = (0.1 \pm 0.01 \text{ bar mM}^{-1})c \quad (A\ 2)$$

where $\Pi$ has unit bar, and $c$ is measured in mM. This is in good agreement with values given by Jonsson (1986).

Appendix B. Numerical methods for non-zero $M$ and $\bar{D}$
For non-zero values of $M$ and $\bar{D}$, the equations of motion,

$$\frac{\partial^2 U}{\partial X^2} - MU = \frac{\partial C}{\partial X} \quad (B\ 1)$$
and

\[
\begin{align*}
\frac{\partial C}{\partial \tau} + \frac{\partial C U}{\partial X} &= \bar{D} \frac{\partial^2 C}{\partial X^2} \quad \text{(B 2)}
\end{align*}
\]

cannot be solved analytically. However, they can be written as a single integro-differential equation, which is straightforward to solve on a computer. If we choose a set of linear boundary conditions, \( B_X[U] = a_i \), for (B 1), the solution can be written as

\[
U = \int_0^1 G(X, \xi) \frac{\partial C}{\partial \xi} d\xi + U_2. \quad \text{(B 3)}
\]

Here, \( G(X, \xi) \) is the Green’s function for the differential operator \( \frac{\partial^2}{\partial X^2} - M \) with boundary conditions \( B_X[U] = 0 \) and \( U_2 \) fulfils the homogeneous version of (B 1) with \( B_X[U] = a_i \). Plugging this into (B 2) yields

\[
\frac{\partial C}{\partial \tau} + \frac{\partial}{\partial X} \left( C \left( \int_0^1 G(X, \xi) \frac{\partial C}{\partial \xi} d\xi + U_2 \right) \right) = \bar{D} \frac{\partial^2 C}{\partial X^2}. \quad \text{(B 4)}
\]

For the closed tube, i.e. for the boundary conditions \( U(0, \tau) = U(1, \tau) = 0 \), \( G(X, \xi) \) is given by

\[
G(X, \xi) = \begin{cases} 
-\sinh(a(1-X))/a \sinh a \xi & \text{for } \xi < X, \\
\sinh a X/\sinh a & \text{for } \xi > X,
\end{cases} \quad \text{(B 5)}
\]

and \( U_2 = 0 \). To increase numerical accuracy, it is convenient to transform (B 4) by defining

\[
\frac{\partial f}{\partial X} = C - \bar{C} \quad \text{(B 6)}
\]

and choosing \( f(0) = f(1) = 0 \) such that \( f(X) = \int_0^X (C - \bar{C}) d\xi \). Inserting in (B 4), we get

\[
\frac{\partial f}{\partial \tau} = \bar{D} \frac{\partial^2 f}{\partial X^2} - \left( f(X) - \int_0^1 \frac{\partial K(X, \xi)}{\partial \xi} f(\xi) d\xi \right) \left( \frac{\partial f}{\partial X} + \bar{C} \right). \quad \text{(B 7)}
\]
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Figure 15. Results of numerical simulation of (B4) using the boundary conditions \( U(0, \tau) = U(1, \tau) = 0 \) for different values of \( M \). \( \bar{D} \) is kept constant at \( 10^{-5} \). The initial condition was \( C(X, 0) = 1 - 1/(1 + \exp(-(X - \lambda)/\epsilon)) \) where \( \lambda = 0.2 \) and \( \epsilon = 2 \times 10^2 \).

\[
\begin{align*}
\frac{\partial K(X, \xi)}{\partial \xi} &= \begin{cases} 
-a \frac{\sinh(\alpha(1 - X))}{\sinh a} \sinh a \xi & \text{for } \xi < X, \\
-a \frac{\sinh a X}{\sinh a} \frac{\sinh(\alpha(1 - \xi))}{\sinh a} & \text{for } \xi > X.
\end{cases} 
\end{align*}
\]

To solve (B7) we used Matlab’s built-in time solver `ode23t` which is based on an explicit Runge–Kutta formula along with standard second-order schemes for the first- and second-order derivatives. For the spatial integration, the trapezoidal rule was used (Press 2001). Results of a numerical simulation for different values of \( M \) are shown in figure 15.

REFERENCES


