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The PhD dissertation is concerned with mathematical modeling and simulation of electrochemical systems. The first three chapters of the thesis consist of the introductory part, the model development chapter and the chapter on the summary of the main results. The remaining three chapters report three independent papers and manuscripts.

As a preliminary to the study, we describe a general model for electrochemical systems and study their underlying mechanisms through electroanalytical techniques. We then extend the model to a more realistic model for microelectrochemical systems which incorporates the finite size of ionic species in the transport equation. The model presents more appropriate boundary conditions which describe the modified Butler-Volmer reaction kinetics and account for the surface capacitance of the thin electric double layer. We also have found analytical solution for the reactants in the bulk electrolyte that are traveling waves.

The first paper presents the mathematical model which describes an electrochemical system and simulates an electroanalytical technique called cyclic voltammetry. The model is governed by a system of advection–diffusion equations with a nonlinear reaction term at the boundary. We investigate the effect of flow rates, scan rates, and concentration on the cyclic voltammetry. We establish that high flow rates lead to the reduced hysteresis in the cyclic voltammetry curves and increasing scan rates lead to more pronounced current peaks. The final part of the paper shows that the response current in a cyclic voltammetry increases proportionally to the electrolyte concentration.
In the second paper we present an experiment of an electrochemical system in a microfluidic system and compare the result to the numerical solutions. We investigate how the position of the electrodes in the system affects the recorded cyclic voltammetry. The result shows that convection influences the charge transfer dynamics on the electrode surface and hence the cyclic voltammetry recorded. In terms of relative high flow to scan rates, the current response is dominated by the convection due to the fresh supply of reactants towards the electrode surface and quick removal of the products. We also establish that at high scan rates and modest flow rates, peak currents are recorded. Finally, the results show that the position of the electrodes is critical when performing cyclic voltammetry under the flow condition. The numerical results show promising agreement with experimental findings which could be critical in designing highly sensitive electrochemical systems.

The last paper explores the numerical solution which describes the non-linear transient responses to a large applied potential at the electrode in a microelectrochemical system. In our analysis, we account for the finite size properties of ions in the mass and the charge transport of ionic species in an electrochemical system. This term characterizes the saturation of the ionic species close to the electrode surface. We then analyse the responses of the system on the charging of the electric double layer. We consider an arbitrary electrolyte solution that is sandwiched between electrodes and allow for electrochemical reactions at the electrode/electrolyte interface. One of the electrodes is biased with a potential which triggers the reaction and the dynamics of the system. We establish that there is a quick build up of boundary layers in the double layer, but the finite size constraint on the ionic species prevents overcrowding of the ionic species. The result also shows that reactants which undergo charge transfer at the electrode/electrolyte interface crowded the electric double layer and the dynamics of the electric double layer is controlled by the charge transfer.
Emnet for denne PhD afhandling er studiet af elektrokemiske mikrofluid systemer, hvor elektroderne består af mikrobjælker. Fokus er rettet mod indflydelsen af fluid flow på de elektrokemiske processer samt indflydelsen af ultrahøje ion koncentrationer tæt på elektroderne. Den videnskabelige metode er baseret på matematisk modellering samt simulering på computer, men i nært samarbejde med eksperimental fysikere. Afhandlingens organisation i 6 kapitler hvoraf de tre første består af en indledning, en udledning af den matematiske model samt et kapitel med simuleringer og resultater. Herefter følger tre kapitler indeholdende en publiceret artikel og to øvrige manuskripter.


I afhandlingen simuleres en elektrokemisk analyse metode kaldet cyklisk voltammetri. I denne metode måles strømmen gennem elektrolytten som funktion af en påført tidsperiodisk elektrisk spænding. Den periodiske spænding har "sautéform, det vil sige den er sammensat af stykkevis lineære funktioner. I den
første artikel undersøges effekten af fluid flow hastigheden, skanfrekvenser, og koncentrations variationer på cyklisk voltammetri. Cyklisk voltammetri udviser hysterese og det er vist at hysteresløjfen reduceres ved høje fluid hastigheder. Høje scanfrekvenser fører til mere udprægede strøm toppé. Simuleringer viser at strøm responsen i cyclisk voltammetri er proportional med ion concentrationen.


I sidste kapitel i afhandlingen studeres effekten af ionernes endelig størrelse for opbygning af ion koncentrationen ved mikrobjælkelike elektroderne. Såfremt man ikke tager hensyn til ion størrelsen divergerer ion koncentrationen ved elektroderne under påvirkning af store spændinger. For at undgå denne singularitet indføres en concentrations afhængig diffusionskonstant i Nernst Planck ligningerne. Denne ikke-lineære diffusionskonstant er faktisk singulær ved mætnings koncentrationen, som opstår når ionenerne er pakket helt sammen og er i kontakt med hinanden. Denne situation svarer til uendelig ionstrøms hastighed. Dette lyder som et paradoks, men det ikke-lineære diffusionsled i Nernst Planck ligningenen regulariserer koncentrationen ved elektroderne således at den ikke overskrider koncentrationen for tættest pakkede ioner. Simuleringer viser at det ikke-lineære diffusionsled føre til dannelse af kink formede randlag i ionkoncentrationen. Det er også vist analytisk at for simple tilfælde med ladningsneutralitet eksistere ikke-lineære løbende bølgerløsninger af ion koncentrationen, analogt til shockbølger og solitoner.
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Electrochemical systems are all around us. They have become indispensable and found widespread applications in industrial processes such as oil drilling and oil refining, corrosion industry, waste water treatment, toxic gas monitoring, medical applications - implantable electrochemical systems for monitoring diabetic patients. Electrochemical systems are also present in biochemical environments as well as in systems such as automobile emission control, microchips, lab on chips, electro analytical devices, and airplanes. They are also found in electronic devices that have become part of our everyday life; for example the batteries that power our gadgets like mobile phones, laptops and tablets, are electrochemical systems. Another electrochemical system that is gaining pace in popularity is the fuel cell for generating alternative energy. The list is inexhaustible.

A quick search of electrochemical systems on Google Scholar takes about 0.08secs and results in over a million articles on the subject. So why are we interested in a vastly studied subject? The study of electrochemical systems is still very relevant and keeps expanding due to its vast area of applications, especially since the effort for miniaturisation of electrochemical devices started about forty years ago [1]. In this thesis, we shall study the mathematical modeling and analysis of microelectrochemical systems and its reactions.

An electrochemical system is a system that comprises of electrodes and an electrolyte solution by which one form of energy is converted to another, typically, a
chemical energy is converted to electrical energy and vice versa. The electrodes can be of any type and shape but mostly they are conductors or semi conductors either in solid or liquid form, for example, carbon rod - graphite, copper wire, nickel rod, silicon rod, zinc rod, mercury, amalgams etc. The electrolyte can come in form of a liquid solution in which soluble ions are present e.g. $Na^+$, $Cl^-$, $H^+$. They can also occur in form of fused salts, solid electrolytes and conductive polymers, e.g. molten NaCl-KCl eutectic, sodium $\beta$-alumina, Nafion [2].

Alessandro Volta’s famous invention of Voltaic pile in the 1800s which results in electricity was the first electrochemical system reported. However, the foundation of the modern understanding of the electrochemical systems started with Michael Faraday’s famous experiment on electrolysis in the 1830s. He famously developed quantitative laws which relate the amount of electricity produced in an electrochemical system to the amount of the transformed chemical substances. Around 1880, Nernst and Planck [3, 4] developed the mathematical model of a working electrochemical system where they describe the system as a stream of the ionic species controlled by diffusion, migration and convection. Their model results in the systems of differential equations of elliptic and parabolic type. This model is termed Poisson-Nernst-Planck equation (PNP).

The rapid progress in electrochemical technologies in the early twentieth century triggered the development of experimental designs and the theory governing the electrochemical system. Over the years, there have been many reviews reporting the advancement of the studies of electrochemical systems. The analysis of electrochemical systems has been examined in textbooks [5, 6, 7, 2, 8, 9, 10], reviews and several journal publications. Bard et al and Newmann et al [2, 8] gave a comprehensive and thorough analysis of the subject. Leddy et al [11] provides a review of historical perspectives on the topic while Bard et al and Volgin et al [12, 13] present recent reviews on the subject where they briefly introduce the history of the topic and present a review of earlier publications on the subject while focusing primarily on the applications of electrochemical systems in different fields. Prentice et al [14] surveyed early publications on the numerical aspects of the subject in which they detailed comprehensive collections of methods and examined critical analysis of both the numerical and the electrochemical aspects of the subject. In addition, Schlesinger et al [15] has also provided a recent review that focuses mainly on the numerical techniques.

By the mid 20th century, the theory describing the mass transfer process of streams of ions in an electrochemical system was well developed. Typically, the
migration term in the commonly used Nernst-Planck model allows one to determine the distribution of the electrical potential which requires solving Poisson’s equation that relates the electric field to the space charge density. Generally, the charge density is set to zero, which is referred to as the electroneutrality condition. This condition significantly simplifies solving the Nernst-Planck equations and the corresponding distribution of the electrical potential. However, such approximation is only applicable to systems characterized by the dimension of an electrochemical system far greater than that of the space charge density. Such a system is termed a macro electrochemical system.

Around 1980s, miniaturized electrochemical systems became available and started a billion dollar industry of micro electroanalytical devices [16, 17, 18] especially in the biosensor industry. Micro/nano electrochemical systems come with great advantages and have led to new technologies and methodologies. One of the advantages of such systems is the decrease in ohmic potential drop across the electrolyte. Another advantage is the formation of fast steady state signals as well as the increase in the measured current as a result of enhanced mass transport at the electrode surface. In addition, there is an increase in the signal to noise ratio in a micro electrochemical system. This is essential in the design of highly sensitive electrochemical sensors. Furthermore, micro electrochemical systems have the advantage of recording high current densities and abilities to measure currents and charges in micro/nano amperes. Nevertheless, the mathematical treatment of analysis of such systems differs from that of a macro system.

For microelectrochemical systems the electrode-electrolyte interface plays a crucial role and consequently limits to what extent the simplified models for macro systems can be applied. For example, if a potential of more than 50mV is applied to an electrode in a microelectrochemical system, the ionic concentration is usually overestimated by the theory [19, 20]. One of the reasons for this feature is the fact that ionic species are treated as point charges and the finite size of ions is discarded as in macro systems. This assumption becomes invalid because close to the electrode surface the ion concentration can get very high due to the crowding effect and electroneutrality breaks down in this region. As a consequence, the ion transport model should account for the finite size of ions and the model must be coupled to appropriate boundary conditions which incorporate the region where electroneutrality breaks down. Furthermore, in modeling microelectrochemical systems the surface charge density cannot be set to zero which means that Poisson’s equation couples directly to the Nernst-Planck equation through the concentration field. In addition, the presence of a very small coefficient in the highest derivative of the Poisson’s equation in a microelectrochemical system introduces boundary layers, which makes the problem mathematically challenging both numerically and analytically.
Introduction

The model for a microelectrochemical system divides the ionic streams in the electrolyte solution into two regions, namely the electroneutral bulk region (as in the macro model) far away from the electrode and the electric double layer (EDL), a region adjacent to the electrode. The electric double layer is a set of nested layers, which consists of the inner compact layer referred to as the Stern layer, and the outer diffuse layer also known as the Debye layer. The typical width of an EDL is about 1-10Å depending on the electrolyte solution. Within the electric double layer there is usually no net charge separation which means that one or more ionic species can occur in excess and hence electroneutrality condition does not hold in this region. Typically, the Stern layer of the double layer is considered to be the compact layer where ions adhere to the surface of the electrodes and a capacitive effect of the ions within the compact layer is included while formulating the appropriate boundary conditions. The most important work on the Stern layer was performed both theoretically and experimentally by Stern and Grahame, respectively [21, 22]. On the other hand, the Debye layer is the region where the diffuse-charge effect of the ionic species is normally accounted for. In addition, the dynamical charging of the layer is considered to have essential effect on the charge transfer kinetics at the electrode-electrolyte interface.

Numerous authors have attempted to incorporate models for the electric double layer in modeling of ion and charge transport in a microelectrochemical system. Bazant et al and Chu et al [23, 24] have considered steady state transport model and studied the diffuse charge effect in the electric double layer. They adopted the classical Poisson-Nernst-Planck equations for a binary and symmetric electrolyte but neglect the steric effect due to the finite size of ions. Their model is suitable for the dilute electrolyte solution. Time dependent transport models have also been studied in [25, 26, 27] for a binary and symmetric electrolyte albeit without taking the steric effect into account. These models have been extended by Bazant et al, Kilic et al and Olsen et al [28, 29, 30] to investigate concentrated electrolyte under large applied potential while accounting for the finite size effect of the ions. In their studies, they solved the modified Poisson-Nernst-Planck equations that is valid for binary and symmetric electrolytes which is characterized by large potentials. The authors included an extra term in the chemical potential and mass flux to account for the finite size of ionic species. Furthermore, in their model they have prescribed blocked electrode boundary conditions which means there are no electrochemical reactions at the electrodes.

In many practical applications, ionic charges of higher valence are present in an electrochemical system. For example, the human blood plasma contains high concentration of $\text{Na}^+$, $\text{Ca}^{2+}$, $\text{Mg}^{2+}$, $\text{Cl}^-$, $\text{HCO}_3^-$, $\text{HPO}_4^{2-}$, $\text{SO}_4^{2-}$. It is therefore essential to model electrochemical systems in a general sense of arbitrary valence charges. In addition, in most realistic electrochemical systems,
reactions on electrode surfaces allow for passage of a current, which means that
the conservation laws at the electrode-electrolyte interface must be augmented
by the introduction of Faradaic current at the surface of the electrode and its
corresponding electrolyte flux density.

1.1 Thesis Structure

The thesis is structured as follows:

In the first chapter we give a historical overview of an electrochemical system
from macro to micro systems. This is followed in chapter two where we con-
sider the concept of an electrochemical system by explaining the components
and the makeup of its system. We then proceed to systematic modeling of an
electrochemical system and clearly differentiate between the macro and micro
electrochemical systems. We state some important results in chapter three and
finally we present three independent articles and manuscripts that emerge from
this project. We conclude in the last chapter and describe consideration for the
future work.
In this section, we introduce the general concept of an electrochemical system. We define each component that makes up an electrochemical system and systematically develop the mathematical model of a working system. We distinguish between a macro and a micro electrochemical system. Special attention is given to how boundary conditions are defined for both macro and micro electrochemical systems. Part of the formulation was adapted from references [8, 20]. We also introduce the concept of electroanalytical techniques that characterize the working of an electrochemical system.

2.1 Electrochemical Systems: concepts and components

An electrochemical system is a network of interrelated components where chemical changes spontaneously induce electric current due to the application of an external potential, see Figure 2.1. The system can be complicated by several factors. Ions can interact with each other and/or the solvent, they can also interact with the boundary of the electrodes and other boundaries present in
the system. In what follows, we present the components of an electrochemical system.

2.1.1 Electrodes

Electrodes are media through which free or delocalized electrons move due to conduction. Typically, there are no chemical changes during conduction. However, electrons move only within the electrodes and the wires that connect the external circuit to the electrodes. At the electrodes surface, reduction and oxidation occur. Often, reduction occurs at the negatively charged cathode electrode. Here, one equivalent of ions reduced requires one equivalent of the electron to be absorbed by the electrode. In addition, any reduction must be accompanied simultaneously by oxidation occurring at the anode, the positively charged electrode. As a consequence, there must be at least two electrodes to have a functional electrochemical system. Typically, there are three types of electrodes in a working electrochemical system. They are described below.
2.1 Electrochemical Systems: concepts and components

Working electrode

The working electrode is the electrode of interest in which the electrochemical reaction is monitored. Its potential is sensitive to the electrolyte’s concentration. A typical working electrode is made from a chemically inert conductor. The most common types include platinum, gold, glassy carbon, graphite and mercury. These electrodes usually have a good positive potential range.

Counter electrode

The counter electrode is an auxiliary electrode which acts as a source or sink of electrons in an electrochemical system. The presence of a counter electrode in an electrochemical system allows the current to pass through the electrolyte solution so that it does not pass through the reference electrode. This allows for removal of varying voltage at the reference electrode due to voltage drop or polarization at the reference electrode. In an ideal system, the potential of the counter electrode must remain constant in order to ensure that any change in potential of an electrochemical system is assigned to the working electrode.

In principle, the nature of the counter electrode should have little or no effect on an electroanalytical measurement. However, if the surface area of the counter electrode is small relative to the working electrode area inaccuracies may arise due to the additional resistance imposed by the counter electrode. For this reason, it is wise to keep the surface area of the counter electrode relatively large. Also, the counter electrode should be made of an electrochemically inert material such as platinum or graphite.

Reference electrode

The reference electrode is used to stabilize against voltage drops and polarization effects that would be unavoidable in a two-electrode system. The main purpose of the reference electrode is to provide a stable, well-known half-reaction on which to reference the redox process occurring at the working electrode. Reference electrode ensures that any change in an electrochemical system goes through the electrolyte thereby affecting the potential of the working electrode. By convention, the reference electrode is the anode.
2.1.2 Electrolyte

The electrolyte is a medium that supports free moving ions and conducts an electric current. An electrolyte consists of moving charged particles that constitute the electric current. Usually, electrolytes are found in the form of acids, alkalis or salts and most often they contain at least two ions flowing in the opposite directions; positively charged cations and negatively charged anions which are attracted to negative and positive electrodes, respectively. One exception to this is the lithium ion which migrates from one electrode to another in the lithium battery. Their electrical conduction is usually accompanied by chemical changes. Usually, there is no electron flow in the solution, but through the electrode and the external connected wires. Apart from the main electrolyte that partakes in an electrochemical reaction within an electrochemical system, a supporting electrolyte is often added to the system to increase the ionic conductivity of the medium. With the electrolyte one minimizes solution resistance to charge flow through the electrochemical system. It also minimizes migration as a means of mass transport to the electrode. However, the supporting electrolyte does not partake in the electrochemical reaction.

2.1.3 External wires

The final component of an electrochemical system is the external wire that connects the electrodes to the load so that electrons can flow between the electrodes. The current that flows through the external wire in an electrochemical system is the measure of the flux of electrons which corresponds to the flux of reactants or products transformed during the electrochemical reactions.

Having introduced the components of an electrochemical system, we proceed by explaining the mechanism of the processes that are involved in an electrochemical system and develop the mathematical model of a working electrochemical system. We start with the mathematical model of a macro electrochemical system.

2.2 Electrode reaction and kinetics of electron transfer

When the potential at the electrodes is disturbed, the ions in the electrolyte solution may decompose and results in net chemical changes in the region close
2.2 Electrode reaction and kinetics of electron transfer

to the electrode surface. The electrochemical conversion results in a net flux of ionic species at the surface of the electrode and by such a net flux of electrons results in electrical current flowing through the external circuit. The overall process is called the electrode reaction.

An electrode reaction usually involves interchange of charges between electrons from the electrode and ionic species in the electrolyte. There are three major steps involved in the process: (1) reactants migrate towards and/or outward the electrode surface through the mechanism of mass transfer; (2) ionic species close to the surface of the electrode, through charge transfer, absorb or release electron to form product depending on the sign of the potential of the electrode; and finally (3) the products move away from the electrode and fresh reactants move towards the electrode surface. The differences between the conductivity of the electrode and the electrolyte solution allows for continuous flow of electricity at the electrode/electrolyte interface.

Consider the following electrode reaction,

\[ O + ne^- \overset{k_c}{\underset{k_a}{\rightleftharpoons}} R, \]  

(2.1)

where \( O \) and \( R \) are the reactants and product respectively, and \( n \) is the number of electrons participating in the reaction, \( k_a, k_c \) are oxidation and reduction rate constants respectively. By Faraday’s law, the rate of an electrode reaction and the current density is given as

\[ \frac{dN}{dt} = \frac{j}{nF} \]  

(2.2)

where \( N \) is the number of moles of the reactants, \( j \) is the current density and \( F \) is the Faraday’s constant. Assuming the constant current density through the electrode surface, the total current \( I \) flowing through the electrode surface can be obtained by multiplying the surface area \( A \) of the electrode with the current density, thus, \( I = jA \).

Furthermore, the net electrical current flowing through the external circuit during the electrochemical reactions at the electrode/electrolyte interface is given as \( I = I_a - I_c \) where \( I_a, I_c \) are the anodic and cathodic currents due to oxidation and reduction, respectively. This implies that the current density satisfies the following relation.
Figure 2.2: Reaction coordinate showing the effect of change in electrode potential on the free energy curves.

\[ j = \frac{I}{A} = j_a - j_c \]

\[ \overset{eqn(2.2)}{=} nF \left( \frac{dN_a}{dt} - \frac{dN_c}{dt} \right), \quad (2.3) \]

and by the law of mass action for the reaction (2.1) the current density from (2.3) can finally be written as

\[ j = nF(k_aC_R - k_cC_O) \quad (2.4) \]

where \( C_O \) and \( C_R \) are the surface concentration of reactants and product respectively.

For a fixed voltage \( \phi_1 \), Figure (2.2a) shows the thermodynamic response of an electrochemical reaction. Denote the activation free energy for both oxidation and reduction by \( \Delta G_{O1} \) and \( \Delta G_{R1} \), respectively.

If the electrode potential is reduced to a potential \( \phi_2 \), as shown in Figure (2.2b), then the activation energy for the oxidized reaction is lowered to \( \Delta G_{O2} \) and hence the energy is increased by an amount \( nF(\phi_2 - \phi_1) \). This implies that for the oxidized reaction the activation barrier is effectively lowered by a fraction \( \beta nF(\phi_2 - \phi_1) \). Let us denote the fraction by \( \beta \), the symmetric factor. On the other hand, for the reduced reaction, the activation energy is raised to \( \Delta G_{R2} \) and increased by an amount \( (1 - \beta)nF(\phi_2 - \phi_1) \).

In summary, the activation energies by both oxidation and reduction have been shifted as follows.
\[ \Delta G_{O2} = \Delta G_{O1} + \beta nF(\phi_2 - \phi_1), \quad (2.5) \]
\[ \Delta G_{R2} = \Delta G_{R1} - (1 - \beta)nF(\phi_2 - \phi_1). \quad (2.6) \]

We replace the difference in potential by a reference potential \( \phi \) and define transfer coefficients \( \alpha_a = (1 - \beta)n \) and \( \alpha_c = \beta n \) for the oxidized and reduced reactions respectively, to obtain the following

\[ \Delta G_{O2} = \Delta G_{O1} + \alpha_c F\phi, \quad (2.7) \]
\[ \Delta G_{R2} = \Delta G_{R1} - \alpha_a F\phi. \quad (2.8) \]

As in other chemical reactions, the electrochemical reaction rates are obtained through the Arrhenius equation

\[ k_a = k \exp \left( -\frac{\Delta G_{R1}}{RT} \right), \quad k_c = k \exp \left( -\frac{\Delta G_{O1}}{RT} \right), \quad (2.9) \]

where \( k \) is a constant, \( R \) and \( T \) are the gas constant and the absolute temperature respectively. We substitute equations (2.7) and (2.8) into equation (2.9) and obtain

\[ k_a = k \exp \left( -\frac{\Delta G_{R1}}{RT} \right) \cdot \exp \left( \alpha_a F\phi \frac{1}{RT} \right), \quad k_c = k \exp \left( -\frac{\Delta G_{O1}}{RT} \right) \cdot \exp \left( -\alpha_c F\phi \frac{1}{RT} \right). \quad (2.10) \]

Since \( \Delta G_{O1} \) and \( \Delta G_{R1} \) are the activation energies at the reference potential the following holds

\[ k_a = \tilde{k}_a \exp \left( \frac{\alpha_a F\phi}{RT} \right), \quad k_c = \tilde{k}_c \exp \left( -\frac{\alpha_c F\phi}{RT} \right), \quad (2.11) \]

with

\[ \tilde{k}_a = k \exp \left( -\frac{\Delta G_{R1}}{RT} \right), \quad \tilde{k}_c = k \exp \left( -\frac{\Delta G_{O1}}{RT} \right). \quad (2.12) \]

From equations (2.4), (2.11) we derive the current density observed in an electrochemical reaction to be

\[ j = nF \left[ \tilde{k}_a C_R \exp \left( \frac{\alpha_a F\phi}{RT} \right) - \tilde{k}_c C_O \exp \left( -\frac{\alpha_c F\phi}{RT} \right) \right]. \quad (2.13) \]

At equilibrium, the rate of the electrochemical reaction is zero. This implies that equation (2.13) is set to zero. Let \( \phi_0 \) be the equilibrium potential at which
this happens so that we have
\[ \tilde{k}_a C_R \exp \left( \frac{\alpha_a F \phi_0}{RT} \right) = \tilde{k}_c C_O \exp \left( -\frac{\alpha_c F \phi_0}{RT} \right), \] (2.14)
and when we take the logarithm of both sides and re-arrange we obtain the expression for the equilibrium potential as
\[ \phi_0 = \frac{RT}{nF} \left[ \ln \left( \frac{\tilde{k}_c}{\tilde{k}_a} \right) - \ln \left( \frac{C_R}{C_O} \right) \right]. \] (2.15)
Expression given in (2.15) is the Nernst equation, see for example [2, 20, 8].

When there is an electrochemical reaction across the electrode/electrolyte such that there is a departure from the equilibrium potential, overpotential \( \eta \) is recorded. Overpotential is modeled as the difference between the electrode potential and the corresponding equilibrium potential,
\[ \eta = \phi - \phi_0. \] (2.16)
If we substitute equations (2.15) and (2.16) into equation (2.13) we obtain
\[ \dot{j} = nF \tilde{k}_a C_R \exp \left( \frac{\alpha_a F}{RT} \left[ \eta + \frac{RT}{nF} \ln \left( \frac{\tilde{k}_a}{\tilde{k}_c} \right) - \frac{RT}{nF} \ln \left( \frac{C_R}{C_O} \right) \right] \right) \]
\[ - nF \tilde{k}_c C_O \exp \left( -\frac{\alpha_c F}{RT} \left[ \eta + \frac{RT}{nF} \ln \left( \frac{\tilde{k}_a}{\tilde{k}_c} \right) - \frac{RT}{nF} \ln \left( \frac{C_R}{C_O} \right) \right] \right), \] (2.17)
When we perform a few manipulations with equation (2.17) we obtain
\[ \dot{j} = j_0 \left[ \exp \left( \frac{\alpha_a F}{RT} \eta \right) - \exp \left( -\frac{\alpha_c F}{RT} \eta \right) \right], \] (2.18)
where \( j_0 \) is the exchange current density defined by
\[ j_0 = nF \tilde{k}_a^{-\beta} \tilde{k}_c^{1-\beta} C_R^{-\beta} C_O^{1-\beta}. \]
It is the measure of the rate of exchange of the reactant and the product at the electrode/electrolyte interface at the equilibrium. It also expresses the height at which both the reactant and the product are at the same activation energy level. The expression in equation (2.18) is the famous Butler-Volmer equation.
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developed by Butler, Volmer and Erdey Gruz [31, 32] in the 1930s. It characterizes the rate of electrode reactions as a result of overpotential across the electrode/electrolyte interface and two kinetic parameters of the reactions. The Butler-Volmer equation suggests that the potential drop from the electrode to the bulk electrolyte triggers the electrochemical reaction kinetics.

Finally, the Butler-Volmer equation (2.18) is the standard electrochemical approach to model reaction kinetics across the electrode/electrolyte interface. However, it fails to account for the structure of the electrode/electrolyte interface which is crucial in order to model a microelectrochemical system. Instead of considering the potential drop between the electrode and the bulk electrolyte, we postulate that there is a local potential drop across a thin dielectric layer coating, the Stern layer, which is the closest layer to the electrode from the electrolyte. In addition, we also assume that electron transfer happens at this layer which means that the potential within the Stern layer also affects the reaction kinetics. In the section on electric double layer, we suggest the boundary condition such that the Stern layer satisfies a Robin type boundary condition where the normal electric field equates the Stern layer potential. We shall combine this boundary condition with the Butler-Volmer equation for the charge transfer reactions, thereby providing a more realistic boundary conditions for a microelectrochemical system. An interesting review on the historical review of such an approach can be found in [27].

In what follows, we will introduce another process that affects the reaction kinetics and phenomena on which the whole electrochemical system is based.

2.3 Mass transfer

From the previous section, we have established that the current recorded in an electrochemical system can be influenced by the applied potential and the reaction kinetic constants. On the other hand, before we record any current electrode reactions across the electrode/electrolyte interface must occur. For any net reaction to take place at an appropriate rate, reactants and the products must be transported to and from the surface of the electrode in order to balance the net flux and influence the electrical current recorded across the electrode/electrolyte interface. In this section, we discuss three mechanisms of mass transport of reactants in the electrolyte solution towards the electrode surface and the means, by which the ionic products are transferred back into the electrolyte solution.
Convection

Convection stems from a force on the electrolyte solution. In convection, the whole electrolyte solution travels. The ionic species in the electrolyte solution move towards and leave the electrode surface by being driven in a moving electrolyte solution. Motivated by the experiment reported in our Paper II, we introduced convection into the electrochemical system through a controlled pump so that only laminar flow profile is considered. The details can be found in Paper I and Paper II.

In the microfluidic system studied in the papers, the solution is introduced from the left hand side and pumped through the pipe with outlet on the right hand side. The convective flux of the ionic species $C_j$ traveling at an average velocity, $v$ is given as

$$N_{\text{conv}} = vC_j.$$

(2.19)

Diffusion

Diffusion occurs in all solutions due to concentration gradients. Typically, diffusion does not occur due to any physical force, but due to uneven electrolyte solution seeking to maximize its entropy. The Brownian motion of all ionic species tries to enhance regions of low concentration from the region of higher concentration. Diffusion is very significant in an electrochemical system because electrochemical reactions occur at the surface of the electrode. As a consequence, the concentration of the reactants will always be lower at the electrode surface than in the bulk electrolyte solution. However, the concentration of the products near the electrode will be higher compared to the ones further into the electrolyte solution.

The diffusive flux is proportional to the concentration gradient with the diffusion coefficient as its proportionality. Since a positive concentration gradient will induce a flux towards a negative direction, we model the diffusive flux for ionic species $C_j$ as follows

$$N_{\text{diff}} = -D_j \nabla C_j,$$

(2.20)

where $D_j$ is the diffusivity of ionic species $j$. This is called the first Fick’s law.
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Migration

Mass transfer due to migration is a consequence of the electrostatic effect which results from the application of potential difference between the electrodes and the presence of charged ionic substances in the electrolyte solution. The application of potential difference between the electrode surfaces creates a charged surface, thereby attracting or repelling any charged species near the electrode due to the presence of the electrostatic forces. Let $\phi$ be the local potential in any region of the electrolyte bulk solution. Then, the flux due to migration can be written as

$$N_{\text{mig}} = -z_j u_j F C_j \nabla \phi,$$

where $z_j$, $u_j$ are the charge and the mobility of the ionic species $j$.

In what follows, we formally establish the mathematical model which describes a working electrochemical system.

Total ionic flux in the bulk electrolyte

In an electrolyte solution the total flux is given as the contribution of fluxes due to diffusion, migration and convection which is

$$N_j = -D_j \nabla C_j - u_j z_j F C_j \nabla \phi + C_j v.$$

If we use the Nernst-Einstein equation, we can re-write expression (2.22) as follows

$$N_j = -D_j \left( \nabla C_j + \frac{z_j F}{RT} C_j \nabla \phi \right) + C_j v,$$

which equivalently can be re-written as

$$N_j = -\frac{D_j}{RT} C_j \nabla (RT \ln(C_j) + z_j F \phi) + C_j v.$$

From thermodynamics, the electrochemical potential of ionic species $j$ of uniform concentration $C_j$ and potential $\phi$ in an electrolyte solution can be defined by

$$\mu_j = \mu_j^o + RT \ln(\gamma_j C_j) + z_j F \phi,$$
where $\mu_j^o$ and $\gamma_j$ are the standard electrochemical potential and the activity coefficient, respectively. We can therefore re-formulate the total ionic flux within the electrolyte solution as follows

$$N_j = -\frac{D_j}{RT}C_j \nabla \mu_j + C_j v.$$  \hspace{1cm} (2.26)

This implies that the gradient of the electrochemical potential seems to be the driving force for migration and diffusion, although the flux is still complicated by the presence of the convection in the system. As will be seen later, the activity coefficient $\gamma_j$ shall be modeled to account for the finite size of ionic species in the bulk electrolyte.

### 2.3.1 Mass and charge conservation

In this section, we start by considering the charge conservation where we define the total current in an electrolyte solution and then state the mass conservation for the concentration of the ionic species.

In an electrolyte solution, the movement of ionic species contributes to the total net current. If we assign the charge $Fz_j$ to the flux of the ionic species and sum them over all species, then the total net current in the electrolyte solution is given by

$$i = F \sum_j z_j N_j.$$ \hspace{1cm} (2.27)

We substitute the flux expression (2.24) into equation (2.27) and expand the resulting expression to obtain

$$i = -F^2 \sum_j z_j^2 u_j C_j \nabla \phi - F \sum_j z_j D_j \nabla C_j + F \left( \sum_j z_j C_j \right) v.$$ \hspace{1cm} (2.28)

Equation (2.28) suggests that the net current in the electrolyte solution due to ionic species is determined by both the concentration and the potential gradient as well as the velocity of the electrolyte solution. Since in an electrolyte bulk solution the concentration of the charged ionic species must be electrically
neutral, then the electroneutrality condition is defined as

$$\sum_j z_j C_j = 0. \tag{2.29}$$

The last term in the electrical current equation (2.28) is the electroneutrality condition and hence the equation for the current becomes

$$i = -\kappa \nabla \phi - F \sum_j z_j D_j \nabla C_j, \tag{2.30}$$

where $\kappa$ is the electrolyte conductivity defined by

$$\kappa = -F^2 \sum_j z_j^2 u_j C_j. \tag{2.31}$$

Now recall the ionic flux equation (2.24). For each ionic species $j$ the equation describing the mass balance is given by

$$\frac{\partial C_j}{\partial t} = -\nabla \cdot \left( -u_j z_j FC_j \nabla \phi - D_j \nabla C_j + C_j v \right) + S_j. \tag{2.32}$$

Equations (2.32) are commonly referred to as the Nernst-Planck equations. Here, $S_j$ is the source or sink term which could be used to describe any bulk reaction to produce or consume ions in the electrolyte solution. Throughout this work, we set $S_j = 0$ since no species are allowed to be created in the bulk electrolyte.

When we multiply the Nernst-Planck equations (2.32) by $Fz_j$ and sum over $j$ we obtain

$$\frac{\partial}{\partial t} \sum_j (Fz_j C_j) = -\nabla \cdot \sum_j Fz_j (-z_j u_j FC_j \nabla \phi - D_j \nabla C_j + C_j v), \tag{2.33}$$

and by electroneutrality condition (2.29) the left hand side equals zero. The convective term on the right hand side also vanishes due to the electroneutrality condition. And when we substitute the expression for current (2.28) into the mass balance equation equation (2.33), we obtain the following equation for the conservation of charges:

$$\nabla \cdot i = 0, \tag{2.34}$$

Equations (2.32) and (2.34) couple the ionic concentration and the electric potential in the bulk electrolyte. However, in order to close the system we need to
determine the velocity field \( v \) due to the convective term. This can be done by solving the Navier-Stokes equations for an incompressible flow,

\[
\begin{align*}
\nabla \cdot v &= 0, \\
\rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) &= -\nabla p + \mu_D \nabla^2 v + s_f.
\end{align*}
\]

The fluid density is denoted by \( \rho \), \( p \) is the pressure, \( \mu_D \) is the dynamic viscosity and finally \( s_f \) denotes an external force per unit volume [33, 34]. Finally, equations (2.32), (2.34), (2.35) and (2.36) must be solved with the appropriate boundary conditions.

### 2.3.2 Boundary conditions

As we have established in the electrode kinetics section, the measured current in an electrochemical system depends both on the potential at the surface of the electrode - at least within the thin layer above it and the electrochemical reactions. It is necessary to prescribe the right boundary conditions to properly complete the model. At the inlet, we specify constant concentrations of the ionic species and a no flux boundary condition \( -n \cdot N_j = 0 \) on the fluidic cell walls, where \( n \) is the unit normal pointing towards the electrolyte. At the outlet of the cell we specify \( D \frac{\partial C_j}{\partial n} = 0 \). At the insulating surfaces \( \partial\Omega_{\text{ins}} \) there is no current flow, which means that the normal current density \( i_n \) across such a boundary is zero, that is

\[
i_n = 0 \quad \text{on} \quad \partial\Omega_{\text{ins}}.
\]

In other words, from the conservation of the electric current (2.34) we can prescribe Neumann type boundary conditions

\[
\kappa \frac{\partial \phi}{\partial n} = - \sum_j z_j D_j \frac{\partial C_j}{\partial n} \quad \text{on} \quad \partial\Omega_{\text{ins}}.
\]

However, at the electrode surface the ionic flux for each species \( j \) can be modeled
by the normal current density determined from electrode kinetics, viz

$$\kappa \frac{\partial \phi}{\partial n} + \sum_j z_j D_j \frac{\partial C_j}{\partial n} = i_n(C_j, \phi, v; \phi_{app}) \quad \text{on} \quad \partial \Omega \quad (2.39)$$

Here $\phi_{app}$ is the applied potential on the electrode surface. The electrode kinetics is given by the Butler-Volmer Equation established in equation (2.18).

Finally, the boundary conditions for the Navier-Stokes equations (2.35) and (2.36) can be prescribed depending on the geometry of the computational domain. Normally, one prescribes no-slip and no penetration conditions for the velocity field at the both the insulated boundary and at the surface of the electrode. An inlet and outlet flow conditions must also be prescribed for the pressure variable. We considered specific cases in Paper I and Paper II.

### 2.4 Electroanalytical techniques

Electroanalytical methods are techniques that can be used to detect and characterize chemical and physical properties of materials in an electrochemically charged fluidic environment. These techniques can be used to illustrate mass transport (diffusion, convection, migration), thermodynamics, reaction kinetics, surface chemistry of an electrochemical system. In this thesis, we consider the cyclic voltammetry (CV) technique. The full model for the cyclic voltammetry can be found in Paper I and Paper II.

In a CV measurement, a series of electric potentials is applied at the working electrode. These potentials vary piecewise linearly and periodically with time as seen in Figure 2.3. The electrical current response is then recorded and plotted against the applied potentials. The applied potentials control the surface concentration of the redox couple that participate in an electrochemical reaction.
The slope of the line in Figure 2.3 is the scan rate of the cyclic voltammetry. It measures how fast the applied potential is swept forward and backward during the voltammetry measurement. The scan rate in Figure 2.3 is 50mV/s and corresponds to the experimental duration of about a quarter of an hour. In Figure 2.4, we record the current response and the corresponding evolving concentration profile of the reactants and the products at the surface of the electrode.

When the potential scan is initiated for the first sweep, current increases and the start out concentration (the blue colour line in Figure 2.4b) of the reactants is driven towards zero. At the period when the concentration at the electrode surface is zero, the gradient of the concentration relaxes due to mass transport such that the corresponding current also relaxes. Finally, the concentration of
the reactants return to its initial value at the surface of the electrode when
the potential scan is reversed for the second sweep. The same is true for the
Corresponding current recorded.

2.5 Finite size ion and electric double layer (EDL)

The central feature in this thesis is the modeling of microelectrochemical sys-
tems. Up until now, the models we have presented are suited for describing
macroelectrochemical systems and the one in which the electrolyte solution can
be considered dilute. Although the models have been used as an approxima-
tion to a microelectrochemical system in several studies, they are not entirely
accurate. One of the drawbacks of the model is that the model treats the ionic
species as point charges despite the fact that ions naturally have finite sizes;
the diameter of an ion with its hydration shell is usually 3-6Å. Therefore, the
detailed molecular structure of the ion is significant in the model formulation
for the micro-size systems.

When the potential is applied to the electrodes they get polarized and charges
move to their surfaces. Since the electrolyte solution also contains charged
ions electric field is generated close to the surface of the electrode and hence,
attracts counter ions. However, if ions are treated as point charges, then the
ionic concentration gets very large which leads to crowding of ions in the region
of the electric double layer. In order to overcome this problem, we introduce
the finite size effect of the ionic species into the model.

Recall, the electrochemical potential of ionic species \( j \)

\[ \mu_j = \mu_j^0 + RT \ln(\gamma_j C_j) + z_j F \phi \quad (2.40) \]

from the ionic flux equation (2.26).

The activity coefficient \( \gamma_j \) can be directly related to the ion diameter \( a \) and can
be used to account for the finite size of the ionic species. Let the maximum
concentration of the ions be given by \( c_{max} = a^{-3} \) [35], then by [36]

\[ \gamma_j = \frac{1}{1 - \sum_j a^3 C_j}. \quad (2.41) \]
When we insert equation (2.41) into equation (2.26) we obtain

\[ N_j = -D_j \left( \nabla C_j + \frac{z_j F}{RT} C_j \nabla \phi + \frac{a_j^2 C_j}{1 - \sum_j C_j a_j^3} \left( \sum_j \nabla C_j \right) \right) + C_j v. \]  

(2.42)

Notice that the third term in equation (2.42) is a singular diffusion term that leads to the saturation of the ionic species close to the electrode surface. It represents the finite size of the ionic species in the formulation.

In the model development for the conservation of mass, we have assumed electroneutrality which is a zero constraint on the sum of ionic concentration present in an electrolyte. However, this is only true in the bulk electrolyte solution. There is a layer where there is an imbalance of charges and where the electroneutrality conditions breaks down, this layer is the electric double layer. The structure of double layer combines the Stern layer and the diffuse layer, see Figure (2.5).

The Stern layer is considered the charge free layer that is sandwiched between the electrode and the layer immediately before the diffuse layer. It is a region, which accounts for the intrinsic capacitance of the compact part of the electrode-electrolyte interface. The compact-layer charge may contain solvated ions at the points that are closest to the electrode. The capacitance also accounts for the dielectric polarization of the solvation layer. Hence, Stern layer thickness is an adjustable parameter that can be used to study the composition of the double layer.

The diffuse layer is the region containing the non-zero space charge density. Consequently, there are large electrical field strengths. In this layer, the gra-
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dient of the ionic species concentration counters the electric field forces acting on the ionic species. Therefore, the gradients of the ionic concentration and the electrical potentials in the diffuse layer are very large compared to steady changes in the electroneutral bulk electrolyte. The combination of the composition of Stern and the diffuse layers makes the double layer to have great influence on the rate of charge transfer at the electrodes.

The classical Butler-Volmer equation reported in equation (2.18) indicates that electrochemical reactions are triggered by the over-potential, that is, the drop in potential between the electrode and the bulk electrolyte solution. However, when including the double layer into the picture of the electrochemical reaction, the proper boundary condition for the potential drop should come from the potential drop across the Stern layer as this is where the reactions actually takes place. The potential drop across the Stern layer results from the strength of the electrical field at the reaction plane according to the following,

\[ \Delta \phi_s = \lambda_S \nabla \phi \cdot n \]  \hspace{1cm} (2.43)

where \( \lambda_S \) is the effective width of the Stern layer of the electric double layer, and \( n \) is the normal pointing towards the electrolyte solution. The left hand side of equation (2.43) is the difference between the applied potential \( \phi_{appl} \) and the electric potential \( \phi \bigg|_{rp} \) at the reaction plane shown in Figure 2.5.

We replace the overpotential in the Butler-Volmer equation in (2.18) by the potential drop across the Stern layer and we finally obtain

\[ j = \left[ k_a C_O \exp \left( \frac{\alpha_a F}{RT} \Delta \phi_s \right) - k_c C_R \exp \left( -\frac{\alpha_c F}{RT} \Delta \phi_s \right) \right]. \]  \hspace{1cm} (2.44)

In conclusion, for a microelectrochemical system we substitute the fluxes in the equation of mass balance (2.32) by (2.42). In addition, we solve for the local potential appearing in the mass balance equations via the Poisson’s equation with its source as the charge density, that is

\[ -\nabla \cdot (\varepsilon_b \nabla \phi) = F \sum_j z_j C_j, \]  \hspace{1cm} (2.45)

where \( \varepsilon_b \) is the dielectric permitivity. Notice that the right hand side is not zero for a microelectrochemical system. The boundary conditions to solve the system of equations are given by (2.43) and (2.44), respectively.

In the next section, we present the main results based on the implementation of the finite element method of the derived models.
Chapter 3

Summary of main results

This section is divided into two parts. The first part describes the results and contribution of Papers I and II. We present the solution to equations (2.32), (2.34), (2.35), (2.36) coupled with the boundary conditions defined in chapter 2. The experimental set-up for the model is described in Paper II. The second part highlights the contribution of Paper III where we present the results of the model for microelectrochemical systems. The model accounts for the structure of the electrode/electrolyte interface and also incorporates finite size properties of the ionic species. We conclude this section by summarizing the major contributions of this thesis.

Part I

In Paper II, we introduce the experimental set-up of an electrochemical system in which the electrolyte solution is transported by all the mechanisms of mass transfer. Full details of the experiment can be found therein. Here, we are interested in setting up the numerical solution using the Finite Element method (FEM) program COMSOL [37]. We do not give details of the theory of FEM. However, there are unlimited resources where the theory and numerics of FEM have been reported, for more details readers are referred to [38, 39, 40, 41], among others.
Figure 3.1 shows the fluidic cell which approximates the experimental setup. Only the working electrode is shown. As reported in Paper II, the fluidic cell can be approximated by a 2-dimensional computational domain because of the laminar nature of the flow. The full details can be found in Paper II.

![Figure 3.1: Schematic of the fluidic cell.](image)

We validate the results of simulation of the model and assess the accuracy of the solution method by systematic mesh refinement until there are no changes in the estimated response current curves. A typical mesh refinement for computation is shown in Figure 3.3.

![Figure 3.2: Plot of a) computational domain of an electrode placed at the bottom of the fluidic cell, b) computational domain of an electrode placed in the middle of the fluidic cell.](image)

![Figure 3.3: Plot of a zoomed-in mesh grid showing dense elements around a mid placed electrode.](image)
The high density of the mesh is due to local systematic mesh refinement around the electrode where there are large solution gradients. In order to ensure compromise between computational time and the accuracy of the results we have used about 35000 elements in our computations. For the time integration, we have employed the implicit Euler method that is stable for the numerical computations.

We used a two step approach for solving the coupled fluid and ion-transport problems. First, we solve for the steady state solution to the incompressible Navier-Stokes equations and then substituted the steady state solution of the velocity field into the ion transport problem. The fluid flow problem was solved by discretizing the computational domain using the linear Lagrange finite elements for the pressure field and quadratic elements for the velocity field. In addition, we employed quadratic elements for the ion transport problem while the linear Lagrange element was chosen for the potential field.

**Figure 3.4:** Plot of a) contour field with electrode on the floor, b) contour field with electrode in the middle.

**Figure 3.5:** Flow profile across z-axis of the channel.
Figure 3.4a and Figure 3.4b are the contour plots of the pressure across the z-axis of the fluidic cell for both the electrodes placed at the bottom and the middle of the the fluidic cell, respectively. Figure 3.5 also shows the velocity profile across the z-axis. It is clear from the figures that fresh reactants are always in constant supply at the working electrode placed in the middle of the cell. This is because the maximum velocity is at the tip of the parabolic profile of the velocity. Therefore, at a high scan rate, there is either the high concentration of the products or the reactants that are close to the surface of the electrode. Consequently, we expect higher currents to be recorded in the system with the electrode in the middle. More detailed analysis is considered both in Paper I and Paper II.

In what follows, we present a series of cyclic voltammetries for various scenarios from the simulated electrochemical system from the previous section. We have chosen laminar volumetric flow rates ranging from 0 - 250 µL/min. Figures 3.6a,b show cyclic voltammetry curves for systems with both electrodes in the middle as well as on the bottom of the fluidic system. They depict the effect of flow rates on the CV.

![Figure 3.6](image_url)

**Figure 3.6:** Plot of a) cyclic voltammetry recorded at the electrode placed in the middle of the fluidic cell, b) cyclic voltammetry recorded at the electrode placed at the bottom of the fluidic cell.

Taking a closer look at Figure 3.6a, at flow rates of about 50 - 150 µL/min peak currents are observed. The reason is that during the forward scan there is an accelerated electrode/electrolyte reaction and fast enough to allow charge exchange and results in an increase in current recorded. However, due to the reaction at the surface of the electrode, the concentration of the reactants is depleted and the current soon is controlled by the diffusion of the reactants towards the electrode. On the other hand, as the flow rate increases to about 250 µL/min, the CV curve becomes thinner and the peak current disappears as saturation is quickly reached. This is due to the rapid inflow of the reactants and quick removal of the products induced by the convection. There is a reduction
in diffusion layer thickness for electro active species and hence mass transport is controlled by the convection.

Figure 3.7: Plot of a) cyclic voltammetry showing very high flow rate recorded at the electrode placed in the middle of the fluidic cell, b) cyclic voltammetry recorded at the electrode placed in the middle of the fluidic cell showing the effect of scan rate.

For the case of Figure 3.6b, peak currents are always recorded for any choice of moderate flow rates. This could be explained by our earlier argument that for a bottom placed electrode, the rate of furnishing the electrode surface with fresh reactants is slow. Hence, the reactants close to the surface of the electrode will always undergo reduction or oxidation, thereby recording peak current at all time. However, in an extreme case of high volumetric flow rate (usually beyond the laminar flow regime) as in Figure 3.7a the hysteresis in the CV curve completely disappear. The system is completely dominated by convection. We also present CV curves and the effect of the scan rates in Figure 3.7b. There is clearly a corresponding increase in scan rate and the currents recorded with highest scan rate showing the highest peak current. The faster the scan rate, the faster the diffusion layer is established over a shorter distance.

In conclusion, we have shown the simulation of cyclic voltammetry using the flexible and the powerful finite element solver COMSOL. This allows to solve problems with complex geometry and provides the framework that leads to complex design of an electrochemical system. However, the main result here is that we can now assess the influence of the convection and the scan rate to the dynamics of the electrochemical system. The result also shows that placement of the electrodes is very essential.
Part II

In this section, we solve the model for an electrochemical system that incorporates the finite size properties of the ionic species and account for the electrode/electrolyte structure of the interface. The aim of this section is to summarize the topic covered in Paper III. The extensive mathematical derivations can be found in Paper III and the extended non-dimensionalization of the model equations are found in Appendix A. Here, we explain interesting numerical results and highlight an analytical result that provide insight into the dynamics of the electric double layer to the bulk layer. We strongly emphasize here that a system of one dimension is considered because higher dimensions still pose challenges. This study serves as a motivation to overcome limitations found in higher dimensions.

We start by lifting some of the formulations from Paper III. Consider the dimensionless mass transport and Poisson’s equations involving an anion $C_1$ and a cation $C_2$ and the local potential in a microelectrochemical system,

$$\frac{\partial C_1}{\partial t} = k_1 \frac{\partial}{\partial x} \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right),$$  \hspace{1cm} (3.1)

$$\frac{\partial C_2}{\partial t} = k_2 \frac{\partial}{\partial x} \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right),$$  \hspace{1cm} (3.2)

$$-\varepsilon^2 \frac{\partial^2 \phi}{\partial x^2} = z_2 C_2 - z_1 C_1,$$  \hspace{1cm} (3.3)

with the following boundary conditions

$$k_1 \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right) = j_F,$$  \hspace{1cm} (3.4)

$$k_2 \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right) = j_F,$$  \hspace{1cm} (3.5)

$$\phi \bigg|_{rp} = \phi|_e \mp \delta \varepsilon \frac{\partial \phi}{\partial x} \bigg|_{rp}.$$  \hspace{1cm} (3.6)

Here, $j_F = k_R C_{1,S} \exp(-\alpha z_1 \Delta \phi_s) - k_0 C_{2,S} \exp((1 - \alpha) z_2 \Delta \phi_s)$. We comment here that equations (3.1 - 3.6) are derivations from the equations presented in
section 2.5. See the derivation in Paper III. All the parameters are also defined therein.

We numerically solve the model with two case scenarios. The case with a blocked electrode where there is no charge transfer $j_F = 0$ and the case with $j_F \neq 0$ where only the cation reacts at the electrode. The domain of computation is $0 \leq x \leq 1$ and dimensionless potentials of 0 and 10 are applied at the left and right boundary respectively. Throughout the computation, we have chosen $\delta = 0.1$ which means the diffuse layer is ten times the Stern layer.

Model validation

We validate our numerical computations by considering an interesting case proposed by [23]. They solved a steady state problem where one of the ionic species reacts and is absorbed by the electrode. The model does not contain the finite size properties but incorporated Stern’s boundary conditions. We set up the same problem with the finite size constraint and solve the equivalent transient problem.

![Figure 3.8: Plot of a) evolution of concentration, b) evolution of charge density.](image)

It is interesting to see that the results approach the steady state solutions for the concentration, potential and the charge density, see Figures 3.8-3.9 as reported in [23], page 1471. In what follows we now present the summary of the results below.
Figure 3.9: Plot of evolution of potential.

**Case:** $z_2 = -z_1 = 1, \epsilon = 0.1, \nu = 0.25$

For this particular case, we define the total concentration $c(t) = (C_1 + C_2)/2$, and the total charge density $\rho(t) = (C_2 - C_1)/2$. We solve for both the blocked electrodes ($j_F = 0$) case and the case with ion exchange ($j_F \neq 0$) in order to show the importance the Faradaic reactions at the electrode/electrolyte interface. Here, only the cation undergoes ion exchange. We consider the time $t = 0, 0.5, 2, 3, 4, 5$.

Figure 3.10: Plot of a) evolution of potentials for the case with blocked electrodes, b) evolution of potentials for the case with charge transfer.

Figure 3.10 shows a comparison between the system potentials for the case with blocked electrodes (left) and the case with charge transfer (right). Observe that for the case of blocked electrodes, the evolution of potentials in the region $0 \leq x \leq 0.5$ increases with time while the other half show decrease in potentials. It is
interesting to see that the increase and the decrease are of the same proportion. The slope taken at both ends in the vicinity very close to the electrode are equal, that is, equal magnitude of electric field in the electric double layer.

**Figure 3.11:** Plot of a) evolution of concentration for the case with blocked electrodes, b) evolution of concentration for the case with charge transfer.

For a microelectrochemical system the close proximity of the electrodes means migration plays a prominent role in the ion transport. But the steep slope of the potential field around the double layer means the huge electric field will repel and/or attract each ionic species depending on its charge. This is observed in Figure 3.11a which shows the evolution of ionic concentration in time for the case of blocked electrodes. The boundary layer formed by quick accumulation of charges is evident. Notice the symmetry in Figure 3.11a. Equal amount of the species move in the opposite direction towards the boundary where it is crowded. Another observation is that the concentration in the bulk approaches zero ionic concentration.

**Figure 3.12:** Plot of a) evolution of charge density for the case with blocked electrodes, b) evolution of charge density for the case with charge transfer.
On the other hand, in the case with the ion exchange in Figure 3.10b, we observe a very steep gradient, electric field, of the potential close to the left electrode than the right electrode. This is the consequence of large amount of reacting ions, in this case the cation, accumulating faster in the boundary layer. Note that the total amount of the anion must be fixed and under the influence of the electric field its distribution becomes unbalanced and since electroneutrality must hold in the bulk electrolyte, equal amount of the anion and cation concentration must be present. This is clearly observed in the charge density displayed in Figure 3.12. An interesting observation is that in the bulk electrolyte the charge density is close to zero. This means that equal amount of ionic species is present in the bulk region. Hence, the approximation of the electroneutrality holds in the bulk electrolyte. However, notice the boundary layers in this case extends towards the bulk electrolyte. Finally, at time \( t = 5 \), we observe that both the anion and the cation concentration are zero close to the right electrode in Figure 3.12b.

**Case:** \( z_1 = -1, z_2 = 2, \epsilon = 0.01, \nu = 0.25 \)

The results for the case with different valencies are presented in this section. We show the time evolution of the anion and the cation separately in Figure 3.13. The results are plotted for time \( t = 0.001, 0.01, 2.5, 5 \). We observe that at earlier time \( t = 0.001 \), both the anion and the cation are driven towards zero values close to the electrodes on the left and the right, respectively. Furthermore, they migrate towards the electrodes on the right and the left, respectively.

**Figure 3.13:** Evolution of concentrations of a) anion and b) cation, for the case \( z_1 = -1, z_2 = 2, \epsilon = 0.01 \).

After some time, the anion tends towards zero in the vicinity of both electrodes. This is because it diffuses towards the bulk electrolyte in order to satisfy the
electroneutrality condition. However, an interesting observation for the cation shows that the excess concentration accumulate on the right which is a complete deviation from the case treated in the previous section. Notice the charge density shown in Figure 3.14 where electroneutrality holds in the bulk region except in the double layer.

![Figure 3.14: Evolution of charge density for the case $z_1 = -1$, $z_2 = 2, \epsilon = 0.01$.](image)

**Parameters $\nu$, $\epsilon$**

Figure 3.15 shows the effects of the finite ion size properties and the parameter that characterizes the double layer. We have used the previous example for both cases.

![Figure 3.15: Plot of cation field for the cases a) $\nu = 0$, b) $\nu = 0.1, 0.2, 0.25$.](image)

The absence of the steric effect shows that ion concentration goes to infinity while when it is present, the ion concentration is bounded by the inverse of the
value of $\nu$. We also consider the effect of the parameter $\epsilon$. For a large value, the double layer extends towards the bulk electrolyte.

![Figure 3.16](image)

**Figure 3.16:** Plot of cation field a) $C_2(t)$ b) charge density $\rho(t)$, for the cases $\epsilon = 0.001, 0.01, 0.1$.

In summary, we have been able to extend the blocked electrodes type system to the case which involves reactions at the electrodes. We have also solved for the case with different valencies of the ionic species in an electrolyte solution. The transport equations we solved account for the finite size effect and incorporates the compact boundary conditions.

### The analytical solution to the concentration of the bulk electrolyte

This section is motivated by the numerical results from the previous section. The solutions depict traveling wave behaviour close to the electrode, therefore we investigate the behaviour in what follows. In the bulk electrolyte electroneutrality condition, $z_1 C_1 = z_2 C_2$ holds. Consider again the mass transport equations

$$
\frac{\partial C_1}{\partial t} = k_1 \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi_0}{\partial x} + \frac{\nu C_1}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right),
$$

(3.7)

$$
\frac{\partial C_2}{\partial t} = k_2 \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu(C_1 + C_2)} \frac{\partial(C_1 + C_2)}{\partial x} \right).
$$

(3.8)
We then multiply equations (3.7) and (3.8) by $k_2$ and $k_1$ respectively, and after a few re-arrangements we invoke the electroneutrality condition and obtain

\[
\frac{\partial C_1}{\partial t} = \frac{\partial}{\partial x} \left( D_{[\nu,C_1]} \frac{\partial C_1}{\partial x} \right),
\]  

(3.9)

which is a non-linear diffusion equation for $C_1$ with effective diffusivity

\[
D_{[\nu,C_1]} = \frac{k_1 k_2 \left( \frac{z_1 + z_2}{z_1 k_1 + z_2 k_2} \right)}{1 - \nu \left( \frac{z_1 + z_2}{z_2} \right) C_1},
\]  

(3.10)

that depends on both the variable $C_1$ and the steric effect parameter $\nu$.

To solve equation (3.9), we introduce the following constants

\[
L_1 = k_1 k_2 \left( \frac{z_1 + z_2}{z_1 k_1 + z_2 k_2} \right) \quad \text{and} \quad L_2 = \nu \left( \frac{z_1 + z_2}{z_2} \right),
\]

therefore equation (3.9) becomes

\[
\frac{\partial C_1}{\partial t} = - \frac{L_1}{L_2} \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} \ln(1 - L_2 C_1) \right).
\]  

(3.11)

Now, we propose a function

\[
\sigma(t, x) = - \ln(1 - L_2 C_1),
\]  

(3.12)

and with a few manipulations, equation (3.9) becomes

\[
e^{-\sigma} \frac{\partial \sigma}{\partial t} = L_1 \frac{\partial}{\partial x} \left( \frac{\partial \sigma}{\partial x} \right).
\]  

(3.13)

We therefore, seek a travelling wave solution $\sigma(x, t) \equiv c(\xi)$ with $\xi = x - vt$ that satisfies the following ODE

\[
v \frac{\partial e^{-c}}{\partial \xi} = L_1 \frac{\partial}{\partial \xi} \left( \frac{\partial c}{\partial \xi} \right).
\]  

(3.14)

Integrating equation (3.14) gives

\[
L_1 \frac{\partial c}{\partial \xi} = ve^{-c} + L_3,
\]  

(3.15)
where $L_3$ is the constant of integration. Since due to relation (3.12) $C \to 0$ as $x \to +\infty$ would imply that $c \to 0$ as $\xi \to +\infty$ and $\frac{\partial c}{\partial \xi} \to 0$, $L_3$ from equation (3.15) can easily be obtained to be $L_3 = -v$. We integrate equation (3.15) and obtain

$$e^{-c} = \frac{1}{1 + e^{-\frac{z_2}{z_1+z_2} \xi}}.$$  

(3.16)

When we insert equation (3.16) into the relation (3.12) we finally obtain a wave solution for $C_1$,

$$C_1 = \frac{z_2}{\nu(z_1+z_2)} \left( \frac{1}{1 + e^{v(x-\nu t)}\left(\frac{z_1}{z_1+z_2} + \frac{z_2}{z_1+z_2} \right)} \right).$$  

(3.17)

Using electroneutrality condition $z_1C_1 = z_2C_2$ we obtain the concentration for the cation

$$C_2 = \frac{z_1}{\nu(z_1+z_2)} \left( \frac{1}{1 + e^{v(x-\nu t)}\left(\frac{z_1}{z_1+z_2} + \frac{z_2}{z_1+z_2} \right)} \right).$$  

(3.18)

We plot the solution of the bulk concentrations given by equations (3.17) and (3.18).

Figure 3.17: Travelling wave solutions, $z_1 = 2$, $z_2 = 3$, $v = 10$, $0 \leq t \leq 5$.

Figure 3.11 shows the travelling waves in equations (3.17) and (3.18) for $x \in [-2, 2]$ with travelling wave speed $v$. The solutions are localized kink like solutions with a finite concentration far to the edge of the center of the wave and the concentration ahead of the wave. The concentration $C_1$ rises from zero and converges to the finite value $\frac{z_2}{\nu(z_1+z_2)}$. From equation (3.9), this limit corresponds to having a vanishing denominator in the effective diffusivity (3.10), and hence is an upper limit for this concentration. The same is true for $C_2$. A characteristic
feature of the travelling wave solution is the uniform electroneutrality. For an electrolyte in a tube, the travelling wave solution corresponds to an inflow from the left of ions at a concentration equal to the upper limit arising from the steric effect and that this ion density is pushed into the tube. We imagine that the tube initially is filled with solvent through which the ions are transported.

### 3.1 Contributions of the thesis

The study of microelectrochemical systems is still an emerging field with lots of potentials to be explored as well as grounds to be covered. Here, we list some of the contributions of the present study, which we hope will improve and impact the application of microelectrochemical systems.

The first part of the thesis deals with mathematical modelling and numerical approximation of a microelectrochemical system using the well known Nernst-Planck equation coupled with the Poisson equation. The motivation for the first part of the thesis comes from the need to improve the experimental design of the microelectrochemical system. We validate the numerical model of a cyclic voltammetry experiment for a flowing electrolyte solution in a microfluidic channel against a corresponding physical experiment. We find that the placement of the electrodes in a channel plays a very important role in this model. This is one of the distinctions of this study compared to numerous studies that have been reported in the articles, for example, [42, 43, 44, 45, 46, 47, 48]. We have also shown the effects of the moderate and extreme flow rates on the cyclic voltammetry experiment.

The electrochemical reactions considered in the first part of the thesis are believed to be triggered by the potential drop between the electrode and the bulk electrolyte solution. There is also an approximation of the electroneutrality condition, which means that the right hand side of the electric potential equation is zero. However, for microelectrochemical systems the electrode/electrolyte interface plays a crucial role in the electrochemical reactions. Furthermore, the electroneutrality does not hold near the electrode/electrolyte interface. The second part of the study attempts to solve a general microelectrochemical model by incorporating these conditions into the model equations. In the second part of the thesis, we provide a general framework which allows for electrolytes of any valence as opposed to a binary electrolyte solution that have been considered in previous studies, [23, 29, 30, 49, 50].

As noted by Olsen et al [30], for most electrochemical reactions, it is not enough to assume binary electrolyte solutions. This has been a daunting task even for
the steady state case [51]. Here, we numerically solved the problem in the framework of general/arbitrary electrolytes even for the transient case. We have also extended previous studies to the case with Faradaic reactions at the electrode/electrolyte interface. We observe that charge transfer complicates the dynamics of the electric double layer. The presence of non-zero right hand side and a small conductivity occurring at the left hand side of the Poisson equation ensure the build up of boundary layers near the electrode/electrolyte interface. We were able to establish this from the numerical results. Finally, we establish that the ionic concentrations in the bulk electrolyte move with the solvent as a traveling wave. This could serve as a starting point for an interesting discussion on the theoretical analysis of equations (3.1) and (3.2).
Chapter 4

Numerical modeling of Electroanalytical techniques
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1. Introduction

The invention of biochemical sensing cantilevers, also known as electrochemical sensors, has brought new trends to the technological advancements in medical diagnostics, pharmacy, agriculture, and food, among others [1–5]. It has also opened a new exciting direction in biochemical research [6–11]. These devices usually undergo changes in their electrical, chemical, and mechanical properties when present in an electrochemically charged fluidic environment. This forms the basis for using cantilever-based electrochemical sensors in detecting electroactive substances in fluids.

It is essential that these devices translate biochemical recognition into electrical signals [12, 13]. This means that the device must be coupled with fast electroanalytical techniques in order to characterize the signals on real-time basis. In recent years, cyclic voltammetry (CV) has become one of the most important electroanalytical techniques in sensing applications. The choice is due to its inherent advantages for ultra small environments and its rich information content [14]. In CV measurements, a periodic time varying voltage is applied to the working electrode. Typical choices are piecewise linear and periodic voltages. The electric current response is then recorded, from which the total accumulated charge at the electrode surface can be found [15–17].

Conventionally, CV measurements are carried out with electrodes in a container with a still electrolyte solution. However, recent developments in electrochemical-based sensing has led to hydrodynamic voltammetric techniques [18] where electrodes are placed in a fluidic cell with the electrolyte solution being pumped through the cell. Hence, mass-transport by convection must be accounted for in the system. For sensor design and optimization, the current response of the system can then be exploited in order to perform quantitative analysis. Over the years, several authors [19–22] have analysed CV in which mass-transport is only due to diffusion. On the other hand, combined convection and diffusion driven mass-transport for the electro-active species have been investigated by numerical modelling and simulations in References [18, 23–25].

Furthermore, several authors have also analysed CV within the framework of mathematical theory, while few others have suggested various numerical approaches that analysed CV. Ayabe and Nicholson [26, 27] gave the first extensive theoretical and numerical analysis on CV. Their approach was based on solving integral equations for planar electrodes. Feldberg [28, 29] later suggested to use explicit finite difference method, which he termed digital simulation. However, Szabo and Shoup [30] argued that the Feldberg’s method becomes unstable for CV at low scan rates. While most of their approaches have considered special types of electrodes, they have studied electrochemical systems in which the electrolyte solution is at rest without flow. In our study, we use the finite element method for solving an electrochemical model taking into account transport of ions in the electrolyte due to diffusion, electrical forces, and convection. We investigate the effect of flow rates, scan rates, and concentration on CV curent–voltage curves.
2. Mathematical model

In this section, we shall derive a mathematical model for the dynamics of ionic currents in an electrolyte. The transport of ions is induced by diffusion, mobility due to electric fields and convection by fluid flow of the electrolyte. The conservation of ions then leads to the Nernst–Planck equation. In electrochemistry, charge transfer at the electrodes is taken care of by suitable boundary conditions and will be treated in the subsequent section. The electric field arising from the electrodes and modified by charges in the electrolyte is determined from a Poisson equation. Finally, the flow is assumed to be Newtonian governed by the Navier–Stokes equations. Our aim is to simulate CV, that is, determine the electrode current as function of the applied voltage, where the voltage varies periodically as a triangle wave and piecewise linear. The response of the current is non-instantaneous to the applied voltage, and hence, CV curves show hysteresis.

We start our derivation of the mathematical model by considering the electrochemical reaction on the working electrode

\[ O + e^- \rightarrow R, \]  
(1)

where \( O \) and \( R \) represent the reactants and products, respectively. When the potential is applied to the electrode, the solution loses its equilibrium state, and reactions occur at the electrode surface. However, the system attempts to relax the electrolyte solution back to its original equilibrium state. Hence, the electrode reaction continues in a loop. The electrode kinetics is triggered by the overpotential, which is the potential difference between the electrode and the adjacent electrolyte solution. In our mathematical model derived in the preceding section, the overpotential enters only through the boundary condition. In addition, electrode kinetics also causes electrode surface concentration to change because of exchange of ions at the electrode. The ionic flux of species \( j \), \( j = 1, \ldots, N \), in an electrolyte is described by Bard and Faulkner and Newmann

\[ N_j = -z_j u_j F C_j \nabla \phi - D_j \nabla C_j + C_j \gamma. \]  
(2)

\( N \) is the number of ions, \( C_j \) is the concentration of ion \( j \), \( D_j \) is its diffusion constant, \( z_j \) is the charge, and \( u_j \) is the mobility caused by the electric field given by the gradient of the electric potential \( \phi \). Faraday’s constant is denoted by \( F \), and \( \gamma \) denotes the flow velocity of the electrolyte. Current is generated due to the motion of all charged species in the bulk electrolyte solution. The total current \( i \) then becomes

\[ i = F \sum_j z_j N_j. \]  
(3)

The conservation of mass for species \( j \) in the bulk solution is given by the Nernst–Planck equation

\[ \frac{\partial C_j}{\partial t} = -\nabla \cdot N_j + R_j. \]  
(4)

Here, \( R_j \) is the heterogeneous chemical reaction that may occur in the solution. For our analysis, we shall assume that there is only electron transfer reaction at the electrodes, that is, \( R_j = 0 \). The electrolyte is electrically neutral except within a very thin layer close to the electrode. This layer is called the electric double layer. We do not explicitly take this layer into account in this study. For an electrically neutral solution, the following holds:

\[ \sum_j z_j C_j = 0. \]  
(5)

If we multiply equation (4) by \( F z_j \) and sum over \( j \), we obtain

\[ F \frac{\partial}{\partial t} \sum_j z_j C_j = -\nabla \cdot F \sum_j z_j N_j, \]  
(6)

and by combining the electroneutrality condition (5) with (6), we obtain the conservation law

\[ \nabla \cdot i = 0, \]  
(7)

for electric charges within the solution. We have used the expression given in (3). Furthermore, we expand equation (7) by inserting the ionic flux given by (2) and obtain

\[ \nabla \cdot \left( \sum_j z_j^2 u_j F^2 \nabla \phi + F \sum_j z_j D_j \nabla C_j - F \sum_j z_j C_j \gamma \right) = 0, \]  
(8)

and due to equation (5), the following holds:

\[ \nabla \cdot (-\kappa \nabla \phi) = F \sum_j z_j \nabla \cdot (D_j \nabla C_j), \]  
(9)

where \( \kappa = F^2 \sum z_j^2 u_j C_j \) is the electrolyte conductivity. For computational purposes, \( \kappa \) is assumed to be constant under the assumption of the presence of a supporting electrolyte, which increases electrolyte solution conductivity and reduces the solution resistance.
Finally, in order to close the system, we need to determine the velocity field \( \mathbf{v} \) of the electrolyte. This can be performed by solving the Navier–Stokes equations for a viscous incompressible flow,

\[
\nabla \cdot \mathbf{v} = 0 ,
\]

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla p + \mu \nabla^2 \mathbf{v} + \mathbf{s}_f .
\]

The fluid density is denoted \( \rho \), \( p \) is the pressure, \( \mu \) is the dynamic viscosity, and finally, \( \mathbf{s}_f \) denotes an external force per unit volume \([31, 32]\). The total coupled system of partial differential equations to be solved consists of (4), (9), (10), and (11). As no time derivatives enter in (9) and (10), the model is a differential algebraic system. Furthermore, it is autonomous for \( \mathbf{s}_f = 0 \) in (11). However, the system is forced through the boundary conditions as will be clear from the next section.

In the ion transport term (2), we assume constant diffusion \( D_j \) for species \( j \). However, at the electrodes, the ion concentration can easily be so high that we need to include steric effects, that is, the concentration becomes high enough that the ions touch each other \([33]\). In this case, the diffusion transport can be modelled by

\[
\mathcal{N}^\text{diffusion}_j = a_j^3 D_j C_j \left( \sum_{i=1}^N C_i \right) \frac{1}{1 - \sum_{i=1}^N a_i C_i} ,
\]

where \( a_j \) is the diameter of ion \( j \). This nonlinear diffusion term leads to the saturation of ion concentrations at the surface of the working electrode. Similar nonlinear and singular diffusion terms play an important role in models of biofilm growth \([34, 35]\). In biofilm growth, a singular diffusion term leads to rapid proliferation of the biofilm. For pure mathematical results on reaction diffusion equations or porous media equations with nonlinear diffusion terms, a survey can be found in \([36]\). However, our system extends the models studied in \([34, 36]\) by considering the electric field equation and the Navier–Stokes equations.

3. Boundary conditions

In the following, we shall specify the boundary conditions for the microfluidic cell depicted in Figure 1. This cell has been chosen to be as simple as possible in order to ease building a mathematical model, yet sufficiently comprehensive to provide insight into the influence of the convective flow, scan rates, and concentration of reactants on CV. Figure 1 only shows the part of the cell containing the working electrode of width \( w_e \) and length \( \ell \) placed at the bottom of the cell. The counter electrode is placed far to the left of the working electrode and not shown in the figure. Both electrodes may represent cantilevers in an electrochemical sensor device, however, neglecting the possibility of bending \([9, 37]\). The counter electrode ensures that the current that flows through the electrolyte solution through the working electrode leaves the solution. In addition, we may insert a reference electrode in order to maintain a stable and constant potential at the working electrode. There is normally no current flow through the reference electrode. Furthermore, we consider a cell where \( H \ll W < L \), and accordingly, we assume that transport of ions and fluidic motion can be considered two-dimensional. This means that we restrict our model to the cross-sectional \( xz \)-plane at \( y = 0 \) in Figure 1. The cell containing the electrolyte has walls at which no ionic current can pass, there are inflow and outflow boundary conditions and finally chemical reactions on the surface of the electrodes.

At the insulating surfaces \( \partial \Omega_{\text{ins}} \) of the cell, the current density is prescribed by

\[
i_n = 0 \text{ on } \partial \Omega_{\text{ins}} .
\]

Using this condition together with the conservation of electric charge (9), we obtain the Neumann type boundary condition

\[
\kappa \frac{\partial \phi}{\partial n} = -z_j D_j \frac{\partial C_j}{\partial n} \text{ on } \partial \Omega_{\text{ins}} .
\]
However, at the electrode–electrolyte interface, the ionic flux for each species can be described by specifying the normal current density according to

\[
\frac{\partial \phi}{\partial n} + \varepsilon_j D_j \frac{\partial C_j}{\partial n} = i_n(C_j, \phi; \psi_{\text{app}}) \text{ on } \partial \Omega.
\]  

(15)

We shall specify the current density \(i_n\) from the electrode kinetics using the Butler–Volmer relation \([15, 16]\)

\[
i_n = i_0 \left[ \exp \left( \frac{\alpha_a F}{RT} \eta \right) - \exp \left( -\frac{\alpha_c F}{RT} \eta \right) \right],
\]

(16)

on the electrode surface. Here, \(i_0\) is the exchange current density, which depends on the concentration of the reactants, \(F\) is the Faraday’s constant, \(R\) is the gas constant, \(\alpha_a\) and \(\alpha_c\) are the anodic and cathodic transfer coefficients, respectively, and \(\eta\) is the overpotential. The overpotential is defined by

\[
\eta = \phi_{\text{app}} - \phi_i - E_f,
\]

(17)

where \(\phi_{\text{app}}\) is the applied potential at the electrode surface during CV measurements. \(E_f\) is the thermodynamic equilibrium potential at which no current flows, and \(\phi_i\) is the electrostatic potential within the electrode–electrolyte interface. This potential is measured at the outer edge of the boundary layer. The applied potential as a function of scanning time is modelled by

\[
\phi_{\text{app}}(t) = \begin{cases} 
\phi_{\text{min}} + \nu t & \text{if } 0 \leq t \leq T, \\
\phi_{\text{max}} - \nu t & \text{if } T \leq t \leq 2T.
\end{cases}
\]

(18)

Finally, the boundary conditions for the Navier–Stokes equations (10) and (11) are no-slip and penetration conditions on the microfluidic cell wall and on the surface of the electrode. For the inlet flow, we considered a pressure driven flow with a fully developed parabolic flow profile given by

\[
v_x = v_{\text{max}} \left[ 1 - \frac{(z - (H/2))^2}{(H/2)^2} \right],
\]

(19)

and characterized by its maximum velocity \(v_{\text{max}}\) \([38]\). The \(v_x, v_z\) are the components of the velocity along the \(x\) and \(z\) axes, respectively. The parameter \(H\) is the channel height (Figure 1). This approximation is valid because the flow regime is characterized by low Reynolds number and as a result of the assumption \(H \ll W < L\). Hence, the flow velocity is assumed uniform across the \(y\)-direction. Finally, we prescribe a constant pressure at the outlet.

| Table I. Table of parameters used in the simulation. |
|---------------------------------|---------------------|-----------------|
| Parameters | Values | Definition |
| \(C_b\) | 1 mM | Bulk concentration |
| \(\rho\) | 997 kg/m\(^3\) | Fluid density |
| \(z_j\) | -1 | Ionic valencies |
| \(P\) | 1 Pa | Outlet pressure |
| \(\mu\) | 0.36 mPa | Dynamic viscosity |
| \(T\) | 298 K | Room temperature |
| \(D\) | \(1 \times 10^{-10}\) m\(^2\)/s | Diffusion constant |
| \(F\) | 96485 C/mol | Faraday’s constant |
| \(R\) | 8.314 J/(mol K) | Gas constant |
| \(\alpha_a, \alpha_c\) | 0.5 | Anodic and cathodic transfer coefficient |
| \(u_j\) | \(2.529 \times 10^{-9}\) m\(^2\)/Vs | Ionic mobility |
| \(l\) | 400 \(\mu\)m | Electrode length |
| \(w_e\) | 100 \(\mu\)m | Electrode width |
| \(t\) | 550 nm | Electrode thickness |
| \(L\) | 12 mm | Channel length |
| \(H\) | 2 mm | Channel height |
4. Numerical results

We have implemented the model (4), (9), (10), (11), and the boundary conditions in the finite element multiphysics software package COMSOL [39, 40]. Table I shows the parameter values used in the simulations. In the current simulations of CV, electrode surface potential is varied according to a piecewise linear and periodic curve. Figure 2 shows a typical potential-time graph over one period. The slope \( \nu \) of the first half of the curve is termed the scan rate.

Figure 3(a) shows the concentration profile of the reactant \( O \) without flow at time \( t = 16.25 \) in a simulation of CV. The reactant migrates towards the electrode, transfers charges to the electrode leading to the product \( R \) leaving the electrode. The mobility of the ions is due to the diffusion and electric forces, which are proportional to the gradient of the electric potential \( \phi \). Figure 3(b) shows how the concentration of the reactant \( O \) is depleted close to the electrode.

The case where convection is present is shown in Figure 3(b). We observe how the products are flushed away from the electrode due to the flow, and fresh reactants are supplied from the left-hand side to the electrode. Here, the mass transport is dominated by convection.

4.1. Effect of the flow rate on cyclic voltammetry

Figure 4 shows a series of voltammograms at different flow rates. It is clear that the flow rate affects the recorded current. At low-flow rates, the diffusion and electric-field-induced mobility dominates the mass transport, which allows the ionic species to react with the surface of the electrode. As a consequence, we observe a peak of the current in the cyclic voltammogram. Furthermore, the usual hysteresis is present due to delayed response of the current to the applied voltage, a delay resulting from non-instantaneous response to the applied voltage of the ion concentration. Diffusion and electric mobility of the ions in out of equilibrium situations results in transient dynamics.

Increasing the flow rates reduces the hysteresis in the CV curve. We believe this is due to more rapid inflow of reactants \( O \) and fast convection induced removal of the products \( R \). In addition, the current drops at the electrode surface and the products of the reactants are depleted faster away from the electrode. The effect could be seen as the current recorded flattens out without a peak current. This implies that convection dominates the mass transport in this case.

Figure 2. A piecewise linear curve for the applied electric potential versus time shown over one period. The scan rate \( \nu \) is defined as the slope of the first half part of the curve.

Figure 3. Concentration of the species reactant \( O \) as function of position \( x, z \) at time \( t = 16.25 \).
Figure 4. Cyclic voltammetry curves as a function of flow rates. The scan rate is 50 mV/s.

Figure 5. Cyclic voltammetry curves as a function of scan rates. The fluid velocity is $v = 0$.

Figure 6. Cyclic voltammetry curves as a function of electrolyte bulk concentration. The fluid flow velocity is $v = 0$. 
4.2. Effect of the scan rate on cyclic voltammetry

In Figure 5, we show simulations of CV current voltage curves at different scan rates but without convective flow. At higher scan rates, the hysteresis becomes more pronounced, caused by the non-instantaneous response of the current to the applied voltage due to diffusion and electric-field-induced mobility of ions.

4.3. Effect of reactant concentration on cyclic voltammetry

Intuitively, we expect that for higher concentration of ions in the electrolyte, higher current values will be recorded. The results in Figure 6 show that the peak current varies linearly with the reactant concentration. The figure also shows that the hysteresis effect is not influenced by the reactant concentration.

5. Conclusions

We have set up a simple model that describes an electrochemical system from which CV was simulated. The model allows us to investigate the effect of flow rates, scan rates, and concentration on the CV curves. The main results are that higher flow rates lead to the reduced hysteresis in the current voltage curves and increasing scan rates lead to more pronounced current peaks. In the CV current voltage characteristics, the current increases proportionally to the electrolyte concentration.
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Abstract

We investigate the effect of flow rate and scan rate on cyclic voltammetry in a microfluidic system for two different electrode locations. The mathematical model is based on ion transport governed by the Nernst-Planck equations coupled to the Navier-Stokes equations for hydrodynamics. The Butler-Volmer relation provides the boundary conditions which represent reaction kinetics at the electrode-electrolyte interface. The result shows that convection influences the charge transfer dynamics on the electrode surface and hence the cyclic voltammetry recorded. In terms of relative flow and scan rates, the current response is limited by the convection due to the supply of fresh ions at the electrode surface and quick removal of the products. However, at a high scan rates and a modest flow rates, peak current are recorded. The model also allows predicting the effect of varying electrolyte concentration and scan rates respectively. The numerical results with experimental findings, demonstrate qualitative and often also quantitative agreement.

Keywords: Cyclic Voltammetry, Microelectrode Location, Nernst-Planck, Navier-Stokes, Finite Element Method

\ast M. P. Sørensen

Email address: mapo@dtu.dk (M. P. Sørensen)
1. Introduction

The last decade has seen rapid progress in the use of microfabricated sensors in electrochemically charged environments for applications such as food safety, environmental monitoring, medical and health applications [1, 2, 3, 4, 5, 6]. These devices respond to changes in their physical, chemical and biological properties whenever they are subjected to environmental changes. In electrochemical systems, these microfabricated sensors analyse the chemical properties of a substance and translate them into electrical signals. This is done by coupling the devices with electroanalytical techniques. One of the most powerful analytical techniques employed for such task is cyclic voltammetry (CV) [7, 8, 9].

Cyclic voltammetry is widely utilized as the main mode of operation for biochemical sensing devices [1, 10, 11, 12, 13] and is also useful for probing electroactive surfaces in electrical energy storage and conversion devices [14, 15, 16]. Typically CV measurements are carried out in an electrochemical system where stationary electrodes are located in a static electrolyte solution. However, over the years rapid developments in electrochemical based sensing have inspired hydrodynamic voltammetric techniques where electrodes are placed in a fluidic cell [1, 17, 18, 19, 20, 21, 22], and electrolyte solution is pumped in and out of the system. There are several advantages one can derive from such a system. For a well defined flow, the mass transport rate can be controlled quantitatively by varying the electrolyte flow rates. Another advantage is that fewer experimental errors are introduced. In addition, the introduction of convection naturally increases the rate of mass transport and this can notably allow one to investigate both heterogeneous and homogeneous processes as well as studying faster reaction kinetics.

The fundamental understanding of the physics involved in cyclic voltammetry necessitates the development of theory that can relate system parameters such as flow rates and scan rates used in an electrochemical system [23, 24]. However, electrode kinetics is usually non-linear and CV is a transient technique implying that the theory is not always available except in some limiting
cases. Hence, numerical simulation is necessary. Furthermore, numerical solutions along with experimental methods allow for the effective study of parameters that characterize the output of a cyclic voltammetry measurement in more details.

Numerical solutions of the CV was first introduced by Feldberg [25, 26]. Since then several other authors have numerically studied CV with diffusion as the only mode of mass transfer, see for example [27, 28, 29]. Furthermore, there is an extensive list of authors that have numerically simulated CV curves in a flowing stream, in particular the Compton’s group [19, 30, 31, 32, 33]. The authors among others have employed numerical methods such as the alternating direction implicit (ADI), strongly implicit procedure (SIP), the backwards implicit (BI) method, hopscotch algorithm [34, 35, 36] with regular meshes which may result in poor spatial convergence. Furthermore in order to ease the computational procedure, simplifications are made to the specified boundary conditions. For example, a constant concentration over the electrode surface can be specified. This corresponds to the limiting current which is the highest mass transfer rate. Although these boundary conditions simplify the solution of ion transport problem from which the CV is computed, the applications of the calculated solutions are consequently limited and should be ascertained by comparing them with experimental data. Motivated by the design and optimization of the electrode to ensure accurate CV measurement and for better characterisation of the response signal in an electrochemical system, we seek a solution method that can handle complex geometry which also allows for high computational flexibility and maintain the stability properties of the method deployed.

This study focuses on simulating CV using a flexible but powerful finite element method (FEM) solver, Comsol Multiphysics, under appropriate boundary conditions and electrode configurations in a microfluidic channel. In particular we investigate cantilever electrodes mounted in a microfluidic cell. We investigate the effect of flow rates, scan rates as well as electrolyte concentration and compare simulations to experimental data recorded for a CV measurement
under different electrode configurations. We demonstrate that the location of electrodes in an electrochemical system plays a significant role while recording a CV measurement. This information will be utilized to understand the behaviour of an electrochemical system needed in designing micro electrochemical sensors with improved performance.

2. Experimental setup of the electrochemical cantilever sensor

The electrochemical cantilever sensor (ECC) chip presented here was fabricated by standard microfabrication processes [17]. As shown in Figure 1, the chip has dimension 12 mm × 11.3 mm and it was fabricated on a 375 µm thick Si substrate. Four cantilevers were placed in the middle of the chip, each having the dimensions 100 µm (width) × 550 nm (thickness) × 400 µm (length). Each cantilever was capable of functioning as an independent working electrode (WE). The reference electrode with dimensions 100 µm × 200 µm was placed on the right side of the cantilevers and the counter electrode with dimensions 2700 µm × 400 µm on the left side. All the electrodes were coated using e-beam evaporation with a 2 nm chrome adhesion layer followed by 30 nm of gold. The chips were cleaned before use. They were immersed in a piranha solution for 6 min, and then rinsed thoroughly in MilliQ-water and ethanol [37]. Finally, the chips were blown dry with nitrogen gas and mounted in a microfluidic chamber. As shown in Figure 1, the microfluidic chamber encapsulates the ECC biosensor with a volume of approximately 105 µL and creates a flow path leading into the chip and through the channel past the cantilevers. The fluid enters from the side of the reference electrode and exits from the counter electrode side. There was an access to install a reference electrode in the microfluidic chamber as well. The system was connected to a syringe pump (PHD 2000 Infuse/Withdraw syringe pump, Harvard Apparatus, USA) and set the flow rates of up to 600 µL/min.
The electrolyte with active redox probes used in the cyclic voltammetric measurements consists of 200 mM KNO₃ solutions with 2 mM of $K_3Fe(CN)_6$ in Milli-Q water. All the chemicals were used without further purification. A DRIREF-2SH Ag/AgCl reference electrode was applied in the three-electrode electrochemical cell. Cyclic voltammetry was performed using a computer controlled CHI1030 Potentiostat.
3. Mathematical Modeling

The current response to the applied potential at the electrode surface is the rate of electron transfer across the electrolyte-electrode interface. Consider the following electrode reaction

\[
Fe^{III}(CN)_6^{3-} + e^- \leftrightarrow Fe^{II}(CN)_6^{4-},
\]

where \(Fe^{III}(CN)_6^{3-}\) and \(Fe^{II}(CN)_6^{4-}\) represent the oxidized and reduced species, respectively. When the potential is applied to the electrode, the electrolyte solution loses its equilibrium state due to the reaction at the electrode surface. The potential difference between the electrode and the adjacent electrolyte solution triggers the electrode-electron exchange in order for the system to relax to its original equilibrium state. Let \(N_j\) denote the ionic flux of species \(j\) in an electrolyte given by

\[
N_j = -z_j u_j FC_j \nabla \phi - D_j \nabla C_j + C_j v ,
\]

where \(C_j, D_j, z_j\) and \(u_j\) are the ionic concentration, the diffusion constant, the charge and the mobility of the ionic species \(j\). \(F, \phi\) and \(v\) represent the Faraday’s constant, the electrolyte potential and the convective velocity of the solution, respectively [7, 8]. The first term in the right hand side of (2) describes the electromigration driven by the gradient of the electric potential. The second term represents diffusion due to the ionic concentration gradient within the bulk electrolyte while the last term represents convection due to the fluid flow.

The current resulting from the motion of all charged species is computed as follows

\[
i = F \sum_j z_j N_j ,
\]

and the conservation of mass for species \(j\) in the bulk solution is given by

...
\[ \frac{\partial C_j}{\partial t} = -\nabla \cdot N_j . \quad (4) \]

Here, we assume there is no chemical reaction within the bulk.

We shall assume that the electrolyte solution is electrically neutral except at a very thin electric double layer close to the electrode. In our analysis, we have neglected the thin layer and assumed electroneutrality throughout the solution. For an electrically neutral solution, the following holds

\[ \sum_j z_j C_j = 0 . \quad (5) \]

From equation (4) and the electroneutrality condition (5), conservation of electric current can be derived

\[ \nabla \cdot i = 0 . \quad (6) \]

The equation for the electric potential

\[ \nabla \cdot (\kappa \nabla \phi) + F \sum_j z_j \nabla \cdot D_j \nabla C_j = 0 , \quad (7) \]

can easily be derived from equation (6) by using the electroneutrality condition (5). Here \( \kappa = F^2 \sum_j z_j^2 u_j C_j \) is the electrolyte conductivity.

Equations (4) and (7) couple the electric potential and ionic concentration of the system. Finally, in order to close the system, we need to determine the velocity field \( v \) of the electrolyte. This can be done by solving the Navier-Stokes equations for incompressible flow,

\[ \nabla \cdot v = 0 , \quad (8) \]

\[ \rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \mu \nabla^2 v + s_f . \quad (9) \]

The fluid density is denoted \( \rho \), \( p \) is the pressure, \( \mu \) is the dynamic viscosity and finally \( s_f \) denotes an external force per unit volume [38, 39]. Finally, equations (4), (7), (8) and (9) must be solved with appropriate boundary conditions.
3.1. Boundary conditions and computational domain

In order to facilitate the numerical simulation of the micro fluidic cell depicted in Figure 1, we will restrict our computational domain to cover a volume including the cantilever electrodes and a neighborhood of the electrodes in the electrolyte. At the left boundary of the computational domain we use inflow conditions and at the right boundary we use outflow conditions, chosen as close as possible to the experimental situation. Hereby we substantially reduce the computational task in comparison to simulating the entire microfluidic cell. Specifically, we chose the computational domain in Figure 2, which is small enough to facilitate the computational task yet sufficiently complex to provide comprehensive insight into the influence of the convective flow, scan rates and concentration of reactants on cyclic voltammetry for the cell shown in Figure 1.

In what follows, we shall specify the boundary conditions for the computational domain having length $L$, width $W$ and height $H$. The computational domain in Figure 2 encompass the working electrode of width $w_e$ and length $\ell$ placed at the center of the domain but fixed to the wall of the domain anywhere between $z = 0$ and $z = H$. The counter electrode is placed far to the left of the working electrode and is not shown in the figure.

![Figure 2: Schematic diagram of the fluidic channel and a micro-sized working electrode](image)

The counter electrode allows the current flowing through the electrolyte solution via the working electrode to leave the solution. In addition, we may
insert a reference electrode in order to maintain a stable and constant potential at the working electrode. There is normally no current flow passing through the reference electrode. Furthermore, we consider a cell where $H \ll W < L$ and accordingly we assume that transport of ions and fluidic motion can be considered two dimensional. This means we restrict our model to the cross sectional $xz$-plane at any point on $y$ away from the walls at $y = 0$ and $y = W$ in Figure 2.

The potential-current responses are measured at the surface of the electrode - at least within the thin layer above the electrode and hence the boundary conditions play a central role in modeling cyclic voltammetry. At the inlet we specify constant concentrations of the chemical species and a no flux boundary condition $-n \cdot N_j = 0$ on the fluidic cell walls where $n$ is the unit normal pointing towards the electrolyte. At the outlet of the cell we specify $D \frac{\partial C_j}{\partial n} = 0$. At the insulating surfaces $\partial \Omega_{\text{ins}}$ there are no current flow which means that the normal current density $i_n$ across such a boundary is zero, that is

$$i_n = 0 \quad \text{on} \quad \partial \Omega_{\text{ins}}. \quad (10)$$

In other words, from the conservation of the electric current (7) we can prescribe Neumann type boundary conditions

$$\kappa \frac{\partial \phi}{\partial n} = -z_j D_j \frac{\partial C_j}{\partial n} \quad \text{on} \quad \partial \Omega_{\text{ins}}. \quad (11)$$

However, at the electrode surface the ionic flux for each species $j$ can be modeled by the normal current density determined from electrode kinetics, viz

$$\kappa \frac{\partial \phi}{\partial n} + z_j D_j \frac{\partial C_j}{\partial n} = i_n(C_j, \phi, v; \phi_{\text{app}}) \quad \text{on} \quad \partial \Omega. \quad (12)$$

Here $\phi_{\text{app}}$ is the applied potential on the electrode surface.

The electrode kinetics we shall model by the Butler-Volmer relation [7, 8, 40, 41],

\[ i_n = i_o \left[ C_R \exp \left( \frac{a_a F R T \eta_s}{RT} \right) - C_D \exp \left( - \frac{a_a F R T \eta_s}{RT} \right) \right], \quad (13) \]

where

\[ \eta = \phi_{app} - \phi_l - E_f, \quad (14) \]

is the overpotential, which defines the potential difference between the electrode and the adjacent electrolyte solution. \( E_f \) is the thermodynamic equilibrium potential at which no current flows and \( \phi_l \) is the electrostatic potential within the electrode-electrolyte interface. This potential is measured at the outer edge of the concentration boundary layer. The applied potential as a function of scanning time can be modeled as follows,

\[ \phi_{app}(t) = \begin{cases} \phi_{min} + \nu t & \text{if } 0 \leq t \leq T \\ \phi_{max} - \nu t & \text{if } T \leq t \leq 2T \end{cases} \]

where \( \nu \) is the scan rate and \( T = \frac{\phi_{max} - \phi_{min}}{\nu} \) is the half cycle period.

For a cyclic voltammetry curve, one computes the total current response to the applied potential on the surface of the electrode by integrating the current density expressed in (13) at the electrode surface \( \partial \Omega \)

\[ i_{cv} = \int_{\partial \Omega} i_n dS. \quad (15) \]

Finally, the boundary conditions for the Navier-Stokes equations (8) and (9) are no-slip and no penetration conditions at the fluidic cell wall and at the surface of the electrode. For the inlet flow, we considered a pressure driven flow with a fully developed parabolic flow profile

\[ v_x = v_{max} \left[ 1 - \left( \frac{z - (H/2)}{H/2} \right)^2 \right], \quad (16) \]
\[ v_z = 0, \quad (17) \]

characterized by its maximum velocity \( v_{max} \) [42, 43]. The \( v_x \) and \( v_z \) are the components of the velocity along the x and z axis, respectively. \( v_{max} \) is the
maximum velocity at the tip of the parabola. This approximation is valid because the flow regime is characterized by low Reynolds number and the width of the fluidic cell in the y-direction is far larger than the height H. Hence, the velocity flow is uniform across the y-direction. The volumetric flow rate $U$ is calculated from the input velocity through

$$U = \bar{v}_x HW,$$  \hspace{1cm} (18)

where $W$ is the width of the fluidic cell and

$$\bar{v}_x = \frac{1}{H} \int_0^H v_x dy = \frac{2}{3} v_{\text{max}},$$ \hspace{1cm} (19)

is the average velocity [44]. At the outlet, we specify a constant pressure value.

4. Numerical methods and parameters

We solved numerically the test problem using the commercial software package COMSOL Multiphysics [45, 46] on a Windows work station (Core i7 CPU, 4 cores, 2.40GHz, 16.0GB RAM). The geometries are shown in Figure 3. They consist of the flow ducts with two configurations for the electrodes. We consider a case where the electrode is placed at the bottom of the cell and the case where it is placed in the center of the cell. In both cases the electrodes are fixed to the cell wall. We have simulated a 2D approximation to the full system in Figure 2.

![Figure 3: Computational domain with different electrode configurations. (a) center placed, (b) bottom placed.](image-url)
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We employed a two step approach in solving the coupled fluid and ion-transport problem. First, we find a steady state solution to the incompressible Navier-Stokes equations.

![Graph showing current versus potential for different element counts.](image)

Figure 4: The computations are conducted for the fluid cell geometry in Figure 3b.

The steady state velocity is then substituted into the ion transport problem. We solved the fluid flow problem by discretizing the computational domain using the linear Lagrange finite elements for the pressure field and quadratic elements for the velocity field. In addition, we have utilized quadratic elements for the ion transport problem [39, 46, 45].

In order to assess the accuracy of the solution method, we performed several studies based on finer and finer meshes until there are only small changes in the estimated current-potential curves, Figure 4 are observed. The high density of mesh is due to local mesh refinement around the electrode where there are large solution gradients. In order to ensure a good compromise between computational time and the accuracy of the results we have used about 35000 elements in our computations. For the time integration, we have employed implicit Euler method. Table 1 shows the parameters used throughout in the simulation.
5. Results and Discussion

Figures 5a and 5b show a snapshot of the concentration of $Fe^{III}(CN)_{6}^{3-}$ taken at time $t = 16.25\, s$, that is at the final time of one scan with 50 mV/s scan rate. For the center placed electrode in Figure 5a, the concentration of $Fe^{III}(CN)_{6}^{3-}$ downstream of the cantilever electrode is slightly lower than the upstream concentration. As the concentration is high close to the electrode we may expect higher currents. For the bottom placed electrode in Figure 5b the electrolyte flow velocity is very small close to the bottom surface. This suggests that mass transport due to convection is limited and that mass flow is dominated by diffusion and the electric forces, which means fewer electro active species are brought towards the electrode surface for the bottom placed electrode. However, for the center placed electrode, electro active species are brought fast to the electrode surface.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l )</td>
<td>( 400\mu m )</td>
<td>electrode length</td>
</tr>
<tr>
<td>( w_e )</td>
<td>( 100\mu m )</td>
<td>electrode width</td>
</tr>
<tr>
<td>( t_e )</td>
<td>( 550\text{nm} )</td>
<td>electrode thickness</td>
</tr>
<tr>
<td>( L )</td>
<td>( 12\text{mm} )</td>
<td>channel length</td>
</tr>
<tr>
<td>( H )</td>
<td>( 1\text{mm} )</td>
<td>channel height</td>
</tr>
<tr>
<td>( C_b )</td>
<td>( 2\text{mM} )</td>
<td>bulk concentration</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( 997\text{kg/m}^3 )</td>
<td>fluid density</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( 0.36\text{mPa} )</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>( P )</td>
<td>( 1\text{Pa} )</td>
<td>outlet pressure</td>
</tr>
<tr>
<td>( T )</td>
<td>( 298\text{K} )</td>
<td>room temperature</td>
</tr>
<tr>
<td>( \nu )</td>
<td>( (50 - 250)\text{mV/s} )</td>
<td>scan rates</td>
</tr>
<tr>
<td>( D )</td>
<td>( 1 \times 10^{-10}\text{m}^2\text{s} )</td>
<td>diffusion constant</td>
</tr>
<tr>
<td>( F )</td>
<td>( 96485\text{C/mol} )</td>
<td>Faraday’s constant</td>
</tr>
<tr>
<td>( R )</td>
<td>( 8.314\text{J/(mol K)} )</td>
<td>gas constant</td>
</tr>
<tr>
<td>( \alpha_a, \alpha_c )</td>
<td>( 0.5 )</td>
<td>anodic and cathodic transfer coefficients</td>
</tr>
<tr>
<td>( u_j )</td>
<td>( 2.529 \times 10^{-8}\text{m}^2/\text{V}\text{s} )</td>
<td>ionic mobility</td>
</tr>
<tr>
<td>( U )</td>
<td>( (50 - 250)\mu\text{L/min} )</td>
<td>volumetric flow rates</td>
</tr>
</tbody>
</table>

Table 1: Cell dimensions and other parameters used in the simulations.

5.1. Cyclic voltammetry in a static electrolyte

In order to validate the model, we perform experiments and simulations using a static electrolyte by varying the bulk concentration from \( 500\mu\text{M} \) to \( 2\text{mM} \) before flow is introduced into the respective systems. In Fig. 6, we show the plots of the current (\( \mu\text{A} \)) against potential \( E(\nu) \) for forward and reverse scans performed between 0.6 V and -0.2 V. Note here that both experiments and simulation were performed at a scan rate of 50 mV/s.

Focusing on the experimental results presented in Fig. 6a, a first observation for all concentrations is that the peak current is reached before the end of the
forward scan. Interestingly, for all concentrations, the anodic peak current is reached at a potential $E \approx 0.25\ V$. This indicates a non-dependence of the peak potential reached on the concentration. Secondly, we observe that the current recorded at end of the forward scan $E = -0.2\ V$ is higher with increasing concentration, even though they were all initiated at zero current. During the reverse scan, a non-symmetric evolution of the current is seen with respect to the forward scan. The non-symmetry of the current is possibly a feature arising from the non-symmetric range of potential chosen. The minimum current is reached at a higher potential $E \approx 0.35\ V$ and is also independent of concentration. At the end of the reverse scan, the initial state is not recovered, indicating hysteretic and memory effects.

In Fig. 6b, we plot the corresponding numerical results of the experiment described above. For the sake of brevity, we note that qualitative features reported for experiments, namely the independence of potential at peak current and increase in current at the end of the forward scan with increasing concentration are well captured by the simulation. Slight quantitative differences in the anodic peak current reached in simulation and the current obtained at the end of the forward scans are possibly due to the dimensionality of the current simulations.
Figure 6: Comparison of a) experimental and b) simulation results of steady-state cyclic voltammograms as a function of concentration recorded at a center placed microelectrode in a solution of 200mM KNO$_3$ with K$_3$Fe(CN)$_6$ of a static electrolyte. Other parameter values taken from Table 1.

5.2. The effect of flow rates on cyclic voltammetry measurements at a micro-sized electrode

In Figure 7a we show experimental voltammograms at different flow rates compared to numerical simulations depicted in Figure 7b for an electrode positioned in the center of the flow chamber with 50 mV/s scan rate. As both the experiments and the simulations suggest, flow rates clearly affect the current recorded during voltammetry measurements. At low flow rates of (50 – 150)$\mu$L/min, the results suggest that the ionic mass transport is dominated by the diffusion of the ionic species towards the working electrode. This ensures that even at a slow scan rate of 50mV/s we record enough peak currents shown in Figure 7b. However, as the flow rate increases, the hysteresis of the voltammograms diminishes and the appearance of peak currents becomes less pronounced. For higher flow rates of 250$\mu$L/min the mass transport due to convection dominates that due to diffusion. We believe that the higher flow rates lead to fresh supply of Fe$^{III}$(CN)$_6^{3–}$ at high concentration to the electrode and
hence the current increases, in particular at voltage values less than about 0.2 V as is evident in Figure 7.

Figure 7: Comparison of a) experimental and b) simulation results of cyclic voltammograms as a function of flow rates recorded at a centre placed micro-electrode in a solution of 200mM KNO$_3$ with K$_3$Fe(CN)$_6$. The scan rate is 50mV/s. Other parameter values taken from Table 1.

Figure 8: Effect of flow rates - Simulation with electrode at the bottom of the cell. Scan rate at 50mV/s. Other parameter values taken from Table 1.

In Figure 8 we show simulations of cyclic voltammetry for a microfluidic
cell with the working electrode placed at the bottom. The same flow rates
have been used as in Figure 7. Comparing the results in Figure 7 and Figure 8
demonstrates that the position of the electrode impacts the shape of the recorded
CV. At the bottom of the cell the flow velocity decreases and the ion transport
is dominated by diffusion leading to lower concentrations of $Fe^{II}(CN)_6^{3-}$ at
the electrode (see Figure 5) and hence lower currents, in particular for voltages
less than about 0.2 V. Our simulation results in Figure 8 fitted well with the
previous calculations reported in [19].

At high flow rates the hysteresis of the voltammograms become less pro-
nounced as opposed to the pure diffusion dominated mass-transport in which
a quasi-steady state is obtained. This suggests the reduction of the diffusion
layer built up by depleting electro active species. In other words, the depleted
region thickness for electro active species will be limited by the average diffusion
layer thickness and the current response is only mass-transport limited through
convection.

Finally, we considered the extreme cases of flow rates at high scan rate
of 250 mV/s. The intention is to show the limit to which convection should
be introduced into a cyclic voltammetry measurement, see Figure 9. We in-

![Figure 9: Simulation results for a center placed electrode showing the effect of using extreme higher flow rates at high scan rate 250 mV/s. Other parameter values taken from Table 1.](image-url)
creased the volumetric flow rate to as high as $10^4 \mu L/min$. The hysteresis of the voltammograms vanishes completely at the highest flow rate. This implies that compromise must be made as to what flow rates and scan rates are admissible depending on the object of interest in the voltammetry study.

5.3. The effect of scan rates on cyclic voltammetry measurements at a micro-sized electrode

Depending on the direction of scan, oxidation or reduction, it is expected that at high scan rates one records the highest current response in voltammetry. This is indeed observed in Figure 10a where we sweep the potential from 0.6V to -0.2V at different scan rates and at a fixed volumetric flow rate of 250$\mu$L/min. The associated simulation results are depicted in Figure 10b, which demonstrate fair agreement with the experimental measurements but deviates at more negative and more positive potentials. As expected, the current response increases with scan rate. At the scan rate of 250$mV/s$, the peak currents are observed in both directions of scan while at 50$mV/s$ a diminished hysteresis is recorded.

Figure 10: Comparison of a) experimental and b) simulation results of cyclic voltammograms as a function of scan rates recorded at a centre placed micro-electrode in a solution of 200mM KNO3 with 2mM $K_3Fe(CN)_6$ with flow rate of 250 $\mu$L/min. Other parameter values taken from Table 1.
The peak at high scan rates recorded at the flow rate of 250$\mu$L/min can be explained since at high scan rates surface kinetics is fast enough for electron exchange to occur before fresh electro-active ions are brought onto and the products are washed away from the electrode surface. When the potential is scanned from positive to negative potentials, the reactants lose electrons fast enough leading to the increase in current response. The products then deplete away from the electrode surface. At low scan rates, e.g. 50mV/s, current is controlled mainly by diffusion and convection of the reactant to the electrode surface. However, at high flow rates, convection increases relative to diffusion and fresh reactants are brought to the electrode surface. In addition, because of the slow scan, electrode surface kinetics is not fast enough for the electron exchange to record a peak current and hence the narrow and flattened voltammograms as shown in Figure 10b. Comparison between the experimental data and the simulation results show a very good agreement. See Figure 10a.

6. Conclusions

The above results show the successful model of a two step finite element method for simulating cyclic voltammetry under flow conditions. We found that the flow rates has a strong influence on the current response recorded during cyclic voltammetry. At high flow rates, a peak current disappears and the hysteresis is reduced while at low rates steady current response with peak current is recorded. In addition, the placement of electrodes is critical when performing cyclic voltammetry under flow. The main difference between the centered placed electrode and the bottom placed electrode is the delay in the conversion of the fresh ionic species brought to the electrode surface for the bottom placed electrode. In the centered placed electrode the influence is more apparent since the variation can be seen in the current response. We were able to identify the characteristics of the hydrodynamic effect on the the dynamics of the current response to the applied voltage in cyclic voltammetry measurements. Qualitative and often also quantitative agreement are found between experimental and
theoretical predictions for cyclic voltammetry measurements. For the design and optimization of the electrodes, investigation of a full 3D problem is needed. In addition, since electroneutrality condition does not hold at the electric double layer (EDL) one can extend the present model by including the phenomenon in order to capture the complete Physics at the electrode-electrolyte interface.

7. Acknowledgement

We acknowledge financial support from the Villum Kann Rasmussen centre of Excellence: Nano Mechanical Sensors and Actuators, fundamentals and new directions (NAMEC).

References


URL http://www.comsol.com

Chapter 6

Assessing electric double layer of microelectrochemical system
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Paper III
Transient dynamics of electric double layer (EDL) characterized by charge transfer and steric effect
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Abstract

We provide a numerical solution for describing non-linear responses to large applied voltages at the electrode in a microelectrochemical system. In our analysis, we account for the finite size properties of ions in the equation describing the mass and the charge transport of ionic species in an electrochemical system and then analyse the responses on the charging of the electric double layer. We consider an arbitrary electrolyte solution that is sandwiched between electrodes and allow for electrochemical reactions at the electrode/electrolyte interface. The result shows a quick build up of boundary layers in the double layer which is counterbalanced by the finite size constraint on the ionic species and prevents overcrowding of the ions.

Keywords: Electric double layer, Steric effects, Modified Nernst-Planck-Equation, Boundary layers
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1. Introduction

In recent years, advancements in miniaturized electrochemical systems have brought new trends towards development of micro analytical devices that are capable of fast, quantitative and multistep detection. Such microelectrochemical systems are found in thin film batteries \cite{1,2,3,4}, colloid and surface science \cite{5,6,7}, ion channels in biological cells \cite{8,9,10,11}, electrokinetics \cite{12,13,14,15}, microfluidics \cite{16,17}, among others. These microelectrochemical systems are normally subjected to applied voltages or currents and the goal is to measure their responses to the input signals. A broad understanding of the underlying physics requires mathematical modeling and analysis.

The model for the mass and charge transport of ionic species in an electrochemical system was derived by Nernst and Planck as early as in the nineteenth century \cite{18,19}. Over the years, researchers have adopted various simplifications of their model. For example electroneutrality throughout the domain of the electrolyte solution is assumed in order to make the problem mathematically tractable. However, for microelectrochemical systems where the interface plays a crucial role there are limitations to which these simplified models are accurate. For example, for large electrode potentials of more than 50mV, the ionic concentration is usually
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overestimated by the theory [20, 21]. One of the reasons for this feature is the fact that ionic species are treated as point charges and finite size of ions is discarded. This assumption becomes invalid because close to the electrode surface the ion concentration can get very high due to the crowding effect. As a consequence, the ion transport model should account for the finite size of ions and the model must be coupled to appropriate boundary conditions where special attention is paid to the dynamics of the electrolyte solution in the region close to the surface of the electrode, in particular, the electric double layer (EDL).

The electric double layer is a set of nested layers, which consists of the inner compact layer referred to as the Stern layer, and the outer diffuse layer also known as the Debye layer. The typical width of an EDL is about 1-10Å depending on the electrolyte solution. Within the electric double layer there is usually no net charge separation which means that one or more ionic species can occur in excess and hence electroneutrality condition does not hold in this region. Typically, the Stern layer of the double layer is considered to be the compact layer where ions adhere to the surface of the electrodes and a capacitive effect of the ions within the compact layer is included while formulating the appropriate boundary conditions. The most important work on the Stern layer was performed both theoretically and experimentally by Stern and Grahame, respectively [22, 23]. On the other hand, the Debye layer is the layer where the diffuse-charge effect of the ionic species is normally accounted for. In addition, the dynamical charging of the layer is considered to have essential effect on the charge transfer kinetics at the electrode-electrolyte interface. The objective of this study is to incorporate the EDL model into the ion transport model for an arbitrary electrolyte. We comment that in this study, the non-linear reaction kinetics will be given by the generalized Frumkin-Butler-Volmer-Equations [24, 25] which account for the potential drop across the EDL that nullifies the electroneutrality approximation.

Numerous authors have attempted to incorporate models for the electric double layer in modeling of ion and charge transport in an electrochemical system. Bazant et al and Chu et al [10, 26] have considered steady state transport model and studied the diffuse charge effect in the electric double layer. They adopted the classical Poisson-Nernst-Planck equations for a binary and symmetric electrolyte but neglect the steric effect due to the finite size of ions. Their model is suitable for the dilute electrolyte solution. Time dependent transport models have also been studied in [27, 28, 24] for a binary and symmetric electrolyte albeit without taking the steric effect into account. Bazant et al [7], Kilic et al [29], Kilic et al and Olesen et al [30] have extended the investigation to concentrated electrolyte under large applied potential while accounting for the finite size effect of the ions. The authors investigated a modified Poisson-Nernst-Planck equations that is valid for binary and symmetric electrolytes which is characterized by large potentials. An extra term in the chemical potential and mass flux to account for the finite size of ionic species is also included in their model. Furthermore, in their model they have prescribed blocked electrode boundary conditions which means there are no electrochemical reactions at the electrodes.
In many practical applications, ionic charge of higher valency may be present in an electrolyte solution. For example, the human blood plasma contains high concentration of $Na^+$, $Ca^{2+}$, $Mg^{2+}$, $Cl^-$, $HCO_3^-$, $HPO_4^{2-}$, $SO_4^{2-}$. Hence, treating its mixture as an electrolyte solution with binary symmetric ions is generally not feasible. Furthermore, in most realistic electrochemical systems, reactions on electrode surfaces allows for passage of a current, which means that the conservation laws at the electrode-electrolyte interface must be augmented by the introduction of Faradaic current at the surface of the electrode and its corresponding electrolyte flux density. Due to the limitation of the available studies, there is a need to develop a model that can capture ion transport for an arbitrary electrolyte solution that will account for the EDL with proper boundary conditions, will include the finite size ionic effect, and will allow for electrochemical reaction at the electrodes.

In this study, we present diffuse charge dynamics of the electric double layer (EDL) of a concentrated electrolyte solution in a microelectrochemical system. In particular we investigate the transient response of the electrochemical system to a large applied voltage and we account for the finite size of the ions by considering the steric constraints on the maximum concentration of the ionic species. Our model deals with an arbitrary electrolyte which is one of the key features of this study. Furthermore, we allow for electrochemical reactions at the surface of the electrode.

2. Theory

In this section, we develop the theory based on work by Kilic et al [29]. In the present study, we extend Kilic’s work which considers only the symmetric and binary ionic species to an electrolyte solution of arbitrary valence charges and of opposite signs.

![Figure 1: schematic of double layer](image)

Throughout this study, we shall analyse a 1-dimensional electrochemical system in the region $0 \leq x \leq L$. The system consists of two electrodes which are separated by a length $L$ and enclose a concentrated electrolyte solution. Figure 1 shows the schematic of part of the system. Define by

$$\mu_i = z_i e \phi + k_B T \ln C_i - \ln (1 - a^3 \sum_i C_i)$$

(1)
the chemical potential of the concentrated ionic species \( C_i \) \[31\]. Here, \( \phi \) is the local electrostatic potential, \( e \) is the electron charge and \( z_i \) is the valence of ionic species \( i \). \( k_B \) and \( T \) are the Boltzmann’s constant and the absolute temperature respectively. \( a \) is the spacing between the densely packed ions which is related to the entropy of the solvent molecules. It imposes the steric limit on the maximum concentration of the ions, that is \( c_{\text{max}} = a^{-3} \).

The dynamics of ionic species \( i \) in an electrolyte solution is governed by the mass conservation law

\[
\frac{\partial C_i}{\partial t} = \frac{\partial}{\partial x} \left( D_i \frac{\partial}{\partial x} \left( \frac{k_B T}{e} \frac{\partial \mu_i}{\partial x} \right) \right),
\]

\[
= \frac{\partial}{\partial x} \left( D_i \frac{\partial C_i}{\partial x} + \text{sign}(z_i) \frac{D_i F}{RT} z_i C_i \frac{\partial \phi}{\partial x} \right) + \frac{a^3 D_i C_i}{1 - \sum_i C_i a^3} \frac{\partial (\sum_i C_i)}{\partial x}.
\]

(2)

Here, \( F \) and \( R \) are the Faraday’s and gas constants respectively. The first term in the right hand side of equation (2) corresponds to diffusion term due to the gradient of ionic concentration within the electrolyte solution. The second term is the electromigration driven by the gradient of the electric potential while the last term represents the nonlinear diffusion term that leads to the saturation of ion concentrations at the surface of the electrode. Similar nonlinear and singular diffusion terms play an important role in models of bio film growth \[32\]. It is the steric corrections to the Nernst-Planck equation that becomes significant when the ionic concentration grows large. We emphasize that in our formulation, we have neglected the effect of electrolyte convection and there is no bulk reaction to produce or consume ions in the electrolyte.

In order to close the system, together with equation (2) we solve the Poisson’s equation

\[
\frac{\partial}{\partial x} \left( -\varepsilon_b \frac{\partial \phi}{\partial x} \right) = F \sum_i z_i C_i,
\]

(3)

which governs the electrostatic potential in the system where \( \varepsilon_b \) is the permittivity of the electrolyte solution. Finally, equations (2) and (3) are referred to as modified Poisson-Nernst-Planck equations (MPNP).

### 2.1. Boundary Conditions

Since Faradaic reactions occur at the electrodes surfaces then the ionic flux boundary conditions for the charge transfer is non-zero and is given by

\[
J_i = D_i \frac{\partial C_i}{\partial x} + \text{sign}(z_i) \frac{D_i F}{RT} z_i C_i \frac{\partial \phi}{\partial x} + \frac{a^3 D_i C_i}{1 - \sum_i C_i a^3} \frac{\partial (\sum_i C_i)}{\partial x}.
\]

(4)

The current due to the motion of all charges in an electrochemical system is the Faradaic current written as the sum of all local currents, that is,

\[
J_F = F \sum_i z_i J_i.
\]

(5)

At the electrode, the Faradaic current \( J_F \), which contributes to surface reaction and is related to local concentrations and potentials can be written as,

\[
J_F = f(C_i, \Delta \phi_s, k_i),
\]

(6)
where \( C_i, S \) are the local ionic concentrations of the reacting ions \( C_i \) at the electrode, \( k_i \) are the rate constants, and \( \Delta \phi_s = \phi_{rp} - \phi_e \) is the potential drop across the compact Stern layer. Here \( \phi_{rp} \) is the electric potential of the electrolyte solution at the reaction plane and \( \phi_e \) is the applied potential on the electrode. The function \( f \) in equation (6) depends on the type of reactions at the surface of the electrode and the physical state of the ionic species that partake in the reaction. An example of such reaction is the generalized Frumkin-Butler-Volmer kinetic relation [10, 24, 27].

Following Bazant et al [10] we prescribed Robin type boundary conditions for the electric potential as follows:

\[
\phi_{rp} = \begin{cases} 
\phi_e - \lambda_S \frac{\partial \phi}{\partial n} & \text{at } x = 0; \\
\phi_e + \lambda_S \frac{\partial \phi}{\partial n} & \text{at } x = L.
\end{cases}
\]  

(7)

where \( \lambda_S \) is the effective width of the compact layer of the electric double layer, and \( n \) is the normal pointing towards the electrolyte solution. We adopt a sign convection of positive at \( x=0 \), and negative at \( x=L \). The boundary conditions (7) incorporate the essential capacitance of the Stern layer of the electrode-electrolyte interface. It is important to note that the layer could contain solvated ionic substance at the points immediately adjacent to the electrodes. The boundary conditions also ensure that capacitance accounts for the dielectric polarization of the solvation layer.

3. Dimensionless equations

We shall nondimensionalize the model equation and boundary conditions (2 - 7) explicitly. In order to do this, we introduce the following dimensionless parameters

\[
x^* = \frac{x}{L}, \quad C_i^* = \frac{C_i}{C_{ref}}, \quad \phi^* = \frac{F\phi}{RT},
\]

\[
k_i = \frac{D_i}{D}, \quad t^* = \frac{tD}{L^2}, \quad \nu = a^3C_{ref}.
\]

(8)

Here, \( C_{ref}, R \) and \( D \) are the reference concentration, the gas constant and a constant diffusivity respectively. We insert the scaling parameters (8) into equations (2) and (3), to obtain the dimensionless model given by

\[
\frac{\partial C_i^*}{\partial t^*} = k_i \frac{\partial}{\partial x^*} \left( \frac{\partial C_i^*}{\partial x^*} + \text{sign}(z_i)z_iC_i^* \frac{\partial \phi^*}{\partial x^*} + \frac{\nu C_i^*}{1 - \nu(\sum_i C_i^*)} \frac{\partial (\sum_i C_i^*)}{\partial x^*} \right),
\]

\[
-\epsilon^2 \frac{\partial^2 \phi^*}{\partial x^*^2} = \sum_i z_iC_i,
\]

(9)

(10)

where the parameter \( \epsilon \) is another dimensionless parameter defined as \( \epsilon = \frac{\lambda_D}{L} \) such that \( \lambda_D = \sqrt{\frac{\varepsilon_bRT}{F^2C_{ref}}} \) is the Debye length, that is, the width of the electrolyte region where the charge neutrality fails to be evenly approximated. Before we proceed to solve the model we prescribe the dimensionless boundary conditions.
3.1. Dimensionless B.C

By inserting the scaling parameters from equation (8) into the ionic flux boundary condition defined by equation (4), we arrive at the dimensionless fluxes

$$ j_i = k_i \left( \frac{\partial C_i^*}{\partial x} + \text{sign}(z_i)z_i C_i^* \frac{\partial \phi^*}{\partial x} + \frac{\nu C_i^*}{1 - \nu \sum C_i^*} \frac{\partial (\sum C_i^*)}{\partial x} \right), $$

scaled by $\frac{L}{DC_{\text{ref}}}$. Furthermore, the dimensionless Faradaic current

$$ j_F = \sum_i z_i j_i $$

is scaled by $\frac{L}{DFC_{\text{ref}}}$. At the electrode surface, the dimensionless local Faradaic current can also be obtained as

$$ j_F = f^*(C_{i,S}^*, \Delta \phi_s^*, k_i^*). $$

Finally, we define another dimensionless parameter $\delta = \frac{\lambda_S}{\lambda_D}$, the ratio of the effective width of the compact and diffuse parts of the electric double layer. It measures the strength of the surface capacitance. The non-dimensional boundary condition for the Poisson problem is thus

$$ \phi^* \bigg|_{x=0} = \phi^* \bigg|_{x=L} = \phi^* \bigg|_{x=r_p} + \delta \frac{\partial \phi^*}{\partial x^*} \bigg|_{x=r_p}. $$

Before we proceed, we drop the star * accent for all non-dimensional variables in the subsequent analysis.

4. Numerical results

In what follows, we numerically analyse microelectrochemical systems where we focus on the case of an anion and a cation with possible different reactions at the electrodes. At $x=0$, we maintain a zero voltage and apply a voltage of 2.35V at an instant $t=0$ on the electrode at $x=L$. These correspond to voltages of 0 and 10 respectively for the dimensionless model defined on a computational domain $0 \leq x \leq 1$. We denote the concentration of the anion and cation by $C_1$ and $C_2$, respectively. Taking the valences of the anion and cation to be $z_1$ and $z_2$ respectively, equations (9) and (10) simplify to

$$ \frac{\partial C_1}{\partial t} = k_1 \frac{\partial}{\partial x} \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu (C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right), $$

$$ \frac{\partial C_2}{\partial t} = k_2 \frac{\partial}{\partial x} \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu (C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right), $$

$$ -\varepsilon^2 \frac{\partial^2 \phi}{\partial x^2} = z_2 C_2 - z_1 C_1, $$

with the following boundary conditions

$$ k_1 \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu (C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right) = j_F, $$
\[ k_2 \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu (C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right) = j_F, \quad (19) \]

\[ \phi \bigg|_{r_p} = \phi|_e \pm \delta \epsilon \frac{\partial \phi}{\partial x} \bigg|_{r_p}. \quad (20) \]

For the electrode charge transfer we adopt the non-dimensional generalized Frumkin-Bulter-Volmer relation given by,

\[ j_F = k_R C_{1,S} \exp(-\alpha z_1 \Delta \phi_s) - k_O C_{2,S} \exp((1 - \alpha) z_2 \Delta \phi_s). \quad (21) \]

We implement the model using the finite element Multiphysics software package COMSOL \[33, 34\]. In order to test the accuracy of our numerical results, we verify the convergence by running numerous test cases for different mesh resolutions. Furthermore, we successfully verified the implementation using some of the previously published results, see for example, Figure 2 reported in \[29\], page 5.

![Figure 2: Dimensionless charge density \( \rho(t) \).](image)

In our computations, we locally refine the mesh (about \( \Delta x_{\text{min}} \approx 10^{-6} - 10^{-8} \) ) close to the electrode due to the large solution gradients in this region. The choice depends on the parameters being considered for the specific case. For the time integration, we have employed implicit Euler method that is stable for the numerical computations. Throughout the discussion, we present numerical solutions for time \( t = 0, 0.1, 0.5, 2.5, 5 \).

The arrows in the figures indicate the direction of time increase.

### 4.1. Only Cation reaction at the electrodes, \( z_1 = -2, z_2 = 3 \)

In order to show the effects of the steric term on the model for microelectrochemical systems, we first present a comparison between the model without the steric effect, that is, \( \nu = 0 \), and the case with the steric term. Figures (3a - 5a) and (3b - 5b) show the solutions for the case \( \nu = 0 \) and the latter, respectively. At the earlier time, say \( t=0.1 \), in the bulk electrolyte, the transport term due to the diffusion dominates the one due to the migration. As time increases the migration transport flux overtake the diffusive fluxes. Furthermore
close to the electrode there is a sharp steep gradient of the migration fluxes, which results in the quick build up of massive ionic concentration. This in turn is due to the large applied voltage at the electrode and results in a large electric field, which pushes large ion concentration towards the electrode.

![Graph](image)

(a) Case of no steric term, \( \nu = 0 \)

(b) Case of steric term \( \nu = 0.25 \)

Figure 3: Numerical solutions for the model problem (15 - 21) describing the evolution of anion concentration in space and time for \( \epsilon = 0.1, \phi_e = 10, k_1 = k_2 = 0.1 \).

For the non-steric case, Figure 5a indicates a very steep gradient of the voltages recorded close to the left electrode. This means that the high electric field on the left counteracts the anion species which are depleted into the bulk electrolyte towards the electrode on the right. Figure 3a clearly shows shifting of the anion species towards the electrode on the right. However, we observe that in the case where finite size effect is present shown in Figure 3b, that the build up of charges on the right hand size is counterbalanced by the present steric term in the set up. Since the flux of the anion on both boundaries are zero, the total mass concentration of the anion species in the system must be conserved and remains constant throughout the simulation. It is no surprise therefore that taken the integral of the anion \( C_1(t) \) under the limit \( 0 \leq x \leq 1 \) remains constant which affirms the assertion by [27, 10].
Again, we observe in Figure 4a that the evolution of the concentration of cation with time blows up to infinity even at the shortest time possible. This is because the strong electric field attracts the cations created due to faradaic reactions and there is a quick build up of the charges which results in overcrowding of the ionic species at the layer adjacent to the electrode surface. The is clearly the consequence of the absence of the finite size of ionic species. However, for the corresponding case with non-zero steric term shown in Figure 4b there is also a quick build up of the ions close to the electrode surface due to the strong electric field but the ions having finite size diffuse away and ions are depleted into the electrolyte bulk solution. The the presence of the singular steric diffusive term counter balances the crowding effect and ensures the crowding of ions does not exceed the steric limit of, $\frac{1}{\nu}$.

Figure 5: Numerical solutions for the model problem (15 - 21) describing the evolution of potential in space and time for $\epsilon = 0.1$, $\phi_e = 10$, $k_1 = k_2 = 0.1$. 
5. Conclusion

We have simulated a dynamic mechanistic model which describe the transient response of the electric double layer in a microelectrochemical system. The model account for the finite size ion properties and incorporate charge transfer kinetics. The model also allows for simulating arbitrary electrolyte in the system. At the electrode/electrolyte interface, the reaction kinetics depends on the drop in potential within the compact layer of the electric double layer. The numerical results show dynamical changes of the the ionic concentration and the local ionic potentials. The present study could open up a promising perspective for the design of highly sensitive microchemical system. In order to achieve this, higher dimension system is necessary.
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Chapter 7

Conclusion and Outlook

There is a great collection of literature on the theory and numerics of electrochemical systems in general. Many complex phenomena like the charge transfer, diffusion, reaction dynamics have been researched based on these studies. This thesis focuses on the simulations of the microelectrochemical systems which deviates slightly from the standard approach.

In order to distinguish the macro and micro systems, we start by considering the Nernst-Planck equations which is a system of advection-diffusion-reaction partial differential equations solved with the Poisson equation. The assumption of electroneutrality reduces the Poisson equation to the Laplace equation and hence the right hand side of the differential equation for the potential field equals zero. Furthermore, the flux condition relates the current density to the charge transfer across the electrolyte/electrode interface through the Butler-Volmer relation. The overpotential term in the Butler-Volmer relation defines the potential drop between the electrode and the bulk electrolyte. This term is crucial when modeling microelectrochemical systems where the dynamics of the electrode/electrolyte interface cannot be ignored. In the thesis, we incorporated the electric double layer model which divides the electrode/electrolyte into the Stern and the diffuse layers. The Stern layer is modelled by a Robin type boundary condition which also affects the charge transfer and thus utilize a modified Butler-Volmer equation.
In modeling electrochemical systems, ions are normally treated as point charges, but because of huge electric fields in the double layer ionic species can become crowded in this region and the ionic concentration tends to infinity. The introduction of finite size properties of ions overcomes this effect and thus a more appropriate model for the electrochemical systems especially the miniaturized size.

The results have been reported in two parts. The first part presents the mechanism of the electrochemical systems through cyclic voltammetry in a fluidic system in which electrolyte solution was pumped in and out of the system. The results through computations show the influence of the convection and the scan rate in an electrochemical system which can affect the system dynamics. The information gathered from such computations could be very useful in the experimental design as well as very useful in providing insight when designing electrochemical systems of high sensitivity.

Another interesting contribution from the first part is that the placement of electrodes is critical when performing cyclic voltammetry experiments under flow. The main difference between the centered placed electrode and the bottom placed electrode is the delay in the conversion of the fresh ionic species brought to the electrode surface for the bottom placed electrode when the scan rate is slow. In the centered placed electrode the influence is more apparent since the variation can be seen in the current response recorded during cyclic voltammetry. We were able to identify the characteristics of the hydrodynamic effect on the dynamics of the current response to the applied voltage in cyclic voltammetry measurements. Qualitative and often also quantitative agreement are found between experimental and the numerical predictions for cyclic voltammetry measurements.

The second part of the thesis provides simulations for the dynamic mechanistic model which described the transient response of the electric double layer in a microelectrochemical system. The model accounts for the finite size ion properties and incorporates charge transfer kinetics. The model also allows for simulating arbitrary electrolytes in the system. At the electrode/electrolyte interface, the reaction kinetics depend on the drop in potential within the compact layer of the electric double layer. The numerical results show dynamical changes of the ionic concentration and the local ionic potentials. In the example we simulated a system in which the electrolyte is non-binary and the reaction kinetics complicates the computation.

Based on the motivation from the numerical computations, we solve for the steady state solution for the mass transport equations that contains the steric properties of the ionic charges. The result suggests that the analytic solution to the problem consists of traveling wave solutions obtained from non-linear
diffusion equations. However, further investigation is needed for this result.

As a final remark, there are several challenges and extensions that could be made in the present study. Reactions like coating, functionalization of the electrodes could be modeled and simulated in cyclic voltammetry. Furthermore, for the design and optimization of the electrochemical system, the investigation of the full 3D problem may be needed. A further research area is to simulate cyclic voltammetry of the microelectrochemical system with the steric properties and proper electric double layer boundary conditions. Finally, theoretical analysis of microelectrochemical systems, for example through asymptotic expansion could also be pursued. This is still ongoing.
The purpose of this section is to present the non-dimensionalization of the equations we solved in Paper III and also in chapter 3 where we present the summary of the result. We state all the equations involved for modeling the microelectrochemical system and non-dimensionalize them appropriately.

**A.1 Dimensional analysis for the model equation**

In a microelectrochemical system, the dynamics of ionic species satisfies the mass transport equations

\[
\frac{\partial C_i}{\partial t} = \frac{\partial}{\partial x} \left( D_i \frac{\partial C_i}{\partial x} + \frac{D_i F}{RT} z_i C_i \frac{\partial \phi}{\partial x} + \frac{a^3 D_i C_i}{1 - \sum_i C_i a^3} \frac{\partial (\sum_i C_i)}{\partial x} \right). \tag{A.1}
\]

The first term on the right hand side of equation (A.1) corresponds to a diffusion term due to the ionic concentration gradient within the electrolyte solution. The second term is the electromigration driven by the gradient of the electric potential while the last term represents the nonlinear diffusion term that can
lead to the saturation of ion concentrations at the surface of the electrode. Here, we do not include the term due to convection.

In order to couple the local potential term to equation (A.1), we solve the Poisson equation

\[
\frac{\partial}{\partial x}(-\varepsilon_b \frac{\partial \phi}{\partial x}) = F \sum_i z_i C_i,\tag{A.2}
\]

### A.1.1 Boundary Conditions

In what follows, we shall consider a two electrode system that is separated by a length L and sandwiches an electrolyte solution. We consider an electrolyte solution that is arbitrary and allow the valence of ionic species to be of opposite signs. Across the electrode/electrolyte interface Faradaic reactions are involved and hence the ionic flux boundary conditions for the charge transfer is given by

\[
J_i = D_i \frac{\partial C_i}{\partial x} + \frac{D_i F}{RT} z_i C_i \frac{\partial \phi}{\partial x} + \frac{a^3 D_i C_i}{1 - \sum_i C_i a^3} \frac{\partial (\sum_i C_i)}{\partial x}.\tag{A.3}
\]

Here, \(J_i\) is the current density within the electrochemical system. The current due to motion of all charges in an electrochemical system is the Faradaic current written as the sum of all local currents, that is,

\[
J_F = F \sum_i z_i J_i.\tag{A.4}
\]

At the electrode, the Faradaic current \(J_F\) which contributes to surface reaction and is related to local concentrations and potential through the generalized Frumkin-Butler–Volmer kinetic relation [27], takes the form

\[
J_F = k_R C_1 \exp(-\alpha \frac{z_1 F}{RT} \Delta \phi_s) - k_O C_2 \exp((1 - \alpha) \frac{z_2 F}{RT} \Delta \phi_s),\tag{A.5}
\]

where \(k_i\) are the rate constants, \(\alpha\) is the transfer coefficient, \(R\) is the gas constant and \(T\) is the temperature. The choice \(C_1\) and \(C_2\) will become immediately clear in the next section. Furthermore, \(\Delta \phi_s = \phi\bigg|_{rp} \mp \phi_e\) is the potential drop across the compact Stern layer. The variables involved are defined below.

Following Bazant et al [23] we prescribed Robin type boundary conditions for the electric potential as follows

\[
\phi\bigg|_{rp} = \pm \phi_e \mp \lambda \delta \frac{\partial \phi}{\partial n}\bigg|_{rp},\tag{A.6}
\]
where $\lambda_S$ is the effective width of the compact layer of the electric double layer, $\phi_{|rp}$ is the electric potential at the reaction plane, $\phi_{|e}$ is the applied potential on the electrode and $n$ is the normal pointing towards the electrolyte solution. We have adopted a sign convention that current flowing towards the cathode is negative.

### A.2 Dimensionless equations

We introduce the following scaling parameters

\[
x^* = \frac{x}{L}, \quad C_i^* = \frac{C_i}{C_{ref}}, \quad \phi^* = \frac{F\phi}{RT}, \quad (A.7)
\]

\[
k_i = \frac{D_i}{D}, \quad t^* = \frac{tD}{L^2}, \quad \nu = a^3 C_{ref}, \quad (A.8)
\]

in order to nondimensionalize the equations (A.1 - A.6). Here, $C_{ref}$, $R$ and $D$ are the reference concentration, the gas constant and a constant diffusivity respectively. We insert the scaling parameters into A.1 and obtain

\[
\frac{DC_{ref}}{L^2} \frac{\partial C_i^*}{\partial t^*} = \frac{\partial}{\partial x^*} \left( \frac{k_i DC_{ref} \partial C_i^*}{L} \frac{\partial C_i^*}{\partial x^*} + \frac{\text{sign}(z_i) z_i k_i DC_{ref} C_i^*}{L} \frac{\partial \phi^*}{\partial x^*} \right) + \frac{a^3 k_i DC_{ref} C_i^*}{L(1 - a^3 C_{ref} \sum_i C_i^*)} \frac{\partial (\sum_i C_i^*)}{\partial x^*} \left( \frac{\partial (\sum_i C_i^*)}{\partial x^*} \right). \quad (A.9)
\]

When both sides of equation (A.10) are multiplied by $\frac{L^2}{DC_{ref}}$ we arrive at

\[
\frac{\partial C_i^*}{\partial t^*} = k_i \frac{\partial}{\partial x^*} \left( \frac{\partial C_i^*}{\partial x^*} + \text{sign}(z_i) z_i C_i^* \frac{\partial \phi^*}{\partial x^*} + \frac{\nu C_i^*}{1 - \nu(\sum_i C_i^*)} \frac{\partial (\sum_i C_i^*)}{\partial x^*} \right). \quad (A.11)
\]

Since we chose an electrolyte solution that is arbitrary and allow the charges of ionic species to be of opposite signs such that when the $^*$ is dropped we can write the following

\[
\frac{\partial C_1}{\partial t} = k_1 \frac{\partial}{\partial x} \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu(C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right), \quad (A.12)
\]

\[
\frac{\partial C_2}{\partial t} = k_2 \frac{\partial}{\partial x} \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu(C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right). \quad (A.13)
\]
Now recall the Poisson problem (A.2),
\[
\frac{\partial}{\partial x}(-\varepsilon \frac{\partial \phi}{\partial x}) = F \sum_i z_i C_i, \tag{A.14}
\]
we substitute the dimensionless parameter defined in equation (A.7) to get
\[
\frac{1}{L} \frac{\partial}{\partial x^*}(-\varepsilon \frac{\partial}{\partial x^*} \left( \frac{RT \phi^*}{F} \right)) = FC_{\text{ref}} \sum_i z_i C_i^*, \tag{A.15}
\]
and when we re-arrange and drop the * we obtain
\[
-\left(\frac{\lambda_D}{L}\right)^2 \frac{\partial^2 \phi}{\partial x^2} = \sum_i z_i C_i, \tag{A.16}
\]
where \(\lambda_D = \sqrt{\frac{\varepsilon RT}{F^2 C_{\text{ref}}}}\) is the Debye length signifying the electrolyte region where charge neutrality fails to be evenly approximated. If we chose the Debye length \(\lambda_D\) as the natural scale for charge screening then one can define another dimensionless parameter, \(\epsilon = \frac{\lambda_D}{L}\), such that
\[
-\epsilon^2 \frac{\partial^2 \phi}{\partial x^2} = \sum_i z_i C_i, \text{ is satisfied.} \tag{A.17}
\]
The parameter \(\epsilon\) is the governing small parameter for the matched asymptotic expansion to be considered in the later section.

**A.2.1 Dimensionless Ion flux B.C**

Recall the ionic flux boundary conditions,
\[
J_i = D_i \frac{\partial C_i}{\partial x} + \frac{D_i F}{RT} z_i C_i \frac{\partial \phi}{\partial x} + \frac{a^3 D_i C_i}{1 - \sum_{\pm} C_i a^3} \frac{\partial (\sum_i C_i)}{\partial x}. \tag{A.18}
\]
By inserting the scaling parameters from equation (A.7) one gets
\[
J_i = \frac{k_i D C_{\text{ref}}}{L} \left( \frac{\partial C_i^*}{\partial x} + \text{sign}(z_i) z_i C_i^* \frac{\partial \phi^*}{\partial x} + \frac{\nu C_i^*}{1 - \nu \sum_i C_i^*} \frac{\partial (\sum_i C_i^*)}{\partial x} \right), \tag{A.19}
\]
which results in the dimensionless fluxes

\[ j_i = k_i \left( \frac{\partial C_i^*}{\partial x} + \text{sign}(z_i)z_iC_i^* \frac{\partial \phi^*}{\partial x} + \frac{\nu C_i^*}{1 - \nu \sum_i C_i^*} \frac{\partial (\sum_i C_i^*)}{\partial x} \right), \]  

(A.20)
defined by

\[ j_i = \frac{L}{DC_{ref}} J_i, \]  

(A.21)

Now Faradaic current is defined as the sum of individual ionic currents written as

\[ J_F = F \sum_i z_i J_i, \]  

(A.22)

When we substitute equation (A.21) into (A.22) we obtain

\[ J_F = \frac{DFC_{ref}}{L} \sum_i z_i j_i, \]  

(A.23)

which in turn gives the dimensionless Faradaic current

\[ j_F = \sum_i z_i j_i \]  

(A.24)

that scaled the dimensional Faradaic current such that \( j_F = \frac{L}{DFC_{ref}} J_F \). Now recall the surface kinetics defined by equation (A.3),

\[ J_F = k_R C_1 \exp(-\alpha \frac{z_1 F}{RT} \Delta \phi_s) - k_O C_2 \exp((1-\alpha) \frac{z_2 F}{RT} \Delta \phi_s), \]  

(A.25)

and substitute dimensional Faradaic current equation into equation (A.25) so that

\[ \frac{DFC_{ref}}{L} j_F = k_R C_1 \exp(-\alpha \frac{z_1 F}{RT} \Delta \phi_s) - k_O C_2 \exp((1-\alpha) \frac{z_2 F}{RT} \Delta \phi_s) \]  

(A.26)

and when both sides are multiplied by \( \frac{L}{DFC_{ref}} \) we obtain

\[ j_F = \frac{Lk_R}{DF C_{ref}} \frac{C_1}{C_{ref}} \exp(-\alpha \frac{z_1 F}{RT} \Delta \phi_s) - \frac{Lk_O}{DFC_{ref} C_{ref}} \frac{C_2}{C_{ref}} \exp((1-\alpha) \frac{z_2 F}{RT} \Delta \phi_s). \]  

(A.27)
Using the scaling parameters defined in (A.7) we formally obtain the non-dimensional surface reaction kinetics equation

\[ j_F = k_R^* C_1 \exp(-\alpha z_1 \Delta \phi_s^*) - k_C^* C_2 \exp((1 - \alpha) z_2 \Delta \phi_s^*), \]  

(A.28)

where \( k_R^* = \frac{L}{DF}k_R \) and \( k_C^* = \frac{L}{DF}k_O \) are the dimensionless rate constants.

### A.2.2 Dimensionless Poisson B.C

Now consider the boundary condition for the Poisson problem,

\[ \phi \big|_{rp} = \pm \phi_e \mp \lambda_S \frac{\partial \phi}{\partial x} \big|_{rp}. \]  

(A.29)

Again, we insert the scaling parameters in (A.7) such that

\[ \left( \frac{RT}{F} \right) \phi \big|_{rp} = \pm \phi_e \pm \lambda_S \left( \frac{RT}{F} \right) \frac{\partial \phi^*}{\partial x^*} \big|_{rp}. \]  

(A.30)

We multiply the right hand side of (A.30) by \( \frac{\lambda_D}{\lambda_D} \) and re-arrange as follows,

\[ \phi^* \big|_{rp} = \pm \left( \frac{F}{RT} \right) \phi_e \pm \frac{\lambda_S}{\lambda_D} \frac{\lambda_D}{L} \frac{\partial \phi^*}{\partial x^*} \big|_{rp}. \]  

(A.31)

Finally, we define another dimensionless parameter \( \delta = \frac{\lambda_S}{\lambda_D} \) the ratio of the effective width of the compact and diffuse parts of the electric double layer.

\[ \phi^* \big|_{rp} = \pm \phi_e \mp \delta \epsilon \frac{\partial \phi^*}{\partial x^*} \big|_{rp}. \]  

(A.32)

### A.3 The model and the boundary conditions

We want to solve the following model

\[ \frac{\partial C_1}{\partial t} = k_1 \frac{\partial}{\partial x} \left( \frac{\partial C_1}{\partial x} - z_1 C_1 \frac{\partial \phi}{\partial x} + \frac{\nu C_1}{1 - \nu(C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right), \]  

(A.33)
\[
\frac{\partial C_2}{\partial t} = k_2 \frac{\partial}{\partial x} \left( \frac{\partial C_2}{\partial x} + z_2 C_2 \frac{\partial \phi}{\partial x} + \frac{\nu C_2}{1 - \nu (C_1 + C_2)} \frac{\partial (C_1 + C_2)}{\partial x} \right), \quad (A.34)
\]

\[-\epsilon^2 \frac{\partial^2 \phi}{\partial x^2} = \sum_i z_i C_i, \quad (A.35)\]

for a microelectrochemical system satisfying the following boundary conditions

\[j_F = k_R C_1 \exp(-\alpha z_1 \Delta \phi_s) - k_D C_2 \exp((1 - \alpha) z_2 \Delta \phi_s) \quad (A.36)\]

the nondimensional Faradaic current which can be accessed through equations (A.20) and (A.24), and

\[\phi \bigg|_{rp} = \pm \phi \bigg|_{e} \mp \delta \epsilon \frac{\partial \phi}{\partial x} \bigg|_{rp}, \quad (A.37)\]

with parameters \(\delta, \epsilon\) are defined in previous sections.


