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Abstract—The paper aims at describing two different control strategies for a combined system composed by a Vanadium Redox Flow Battery and a wind farm. A brief overview of the dynamic models used at describing the storage system and the wind turbines is presented. The focus is then devoted to the description of the two controllers, which task is to grant the desired power output at the point of connection of the system to the main network. The two control strategies called respectively Power Control and Energy Control are analyzed and their effectiveness is tested. The wind turbines are, in fact, fed with turbulent winds and the storage is controlled to perform a series of charges and discharges in order to have the desired global output. Their implementation and the dynamic simulations are performed in the Matlab-Simulink environment.
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I. INTRODUCTION

The development of the electric system, due to the strong increase of the distributed and renewable generation, is posing new challenges to the management and control of the power system. Concerning the wind generation, one of the major issues is related to its production profile, hardly predictable and manageable, that could cause overloading or overvoltage [1].

Thus the presence of a storage system could help to mitigate these drawbacks, allowing the full exploitation of the renewable energy sources. Nowadays the cost per stored energy is quite high and so it might not be economically feasible to install huge amount of batteries. The size of the storage systems can considerably vary and, depending on the size, different tasks can be performed as shown in [2]. They could perform duties ranging from power quality to primary frequency-power regulation and, in case of large storage sizing, compliance to day-ahead generation dispatching [3].

Each storage technology has some inherent limitations that make it practical or economical for only a limited range of applications. Though, the development of Vanadium Redox Battery (VRB) is expanding the possibilities for large-scale storage facilities, suitable for modern power systems. VRB have already been used in a number of demonstration applications and it is believed that the technology is close to being viable for a more widespread use [4].

The main advantages of the VRB reside in the long life and in the independence of energy and power ratings; moreover the design simplicity and ease of operation, due to the fact that the same electrolyte is used for both positive and negative side, make it a very interesting technology.

The paper is therefore aimed at presenting a VRB electrochemical dynamic model, a wind farm composed by five wind turbines and two different control strategies for the storage. The benefits and the problems of each control strategy are highlighted with the help of the simulations. The task of the control strategies, called Power Control and Energy Control, is to grant the desired output power of the system storage plus turbines, with special regard to the power profile and the energy profile respectively.

II. DYNAMIC MODELS

A. Storage Model

The flow battery converts the energy, stored in a liquid electrolyte, into electricity: the active material for both the positive and negative electrodes of the VRB is made up of vanadium ions that are dissolved in sulfuric acid and serve as metal ions with changing valence number.

The VRB model proposed is suited for electrical studies and may have a general validity. The system modeled has a...
nominal power of 1.08 MW and a nominal energy of 10 MWh, it is composed of a set of 100 units, each with nominal values of 10.8 kW – 100 kWh; each unit is composed of 5 parallels of 40 cells connected in series. The nominal values of the single cell are 1.35 V and 40 A, determining thus a power of 54 W.

It is assumed that all the units are perfectly balanced and thus the tasks requested to the storage system are equally divided among them. Under this assumption all the dynamics are built in the single equivalent battery; the overall storage size is then obtained by multiplying/dividing the battery parameters for the number of series/parallel elements.

The modeled dynamics regard the State-of-Charge (SOC) behaviour, the electrochemical conversion and the limitations and protections systems. The main state variables are therefore the state of charge and the current: all the characteristic elements of the storage system (e.g., open circuit voltage, internal resistance and protection thresholds) present some kind of dependence from these state variables.

The block diagram reported in Fig. 2 can be understood reading it from the upper left to the lower right. The model input is the active power reference, \( P_{\text{ref,Battery}} \) (in pu or in W), that is the power that the battery is asked to release or to store. While the output, \( P_{\text{Battery/Grid}} \), is the power effectively produced, including the power required by the auxiliary systems and the losses in the Power Conversion System (PCS).

The power reference is passed through a first controller stage that compares the request with the actual AC battery output (that mean the power at the PCS connection, before the pumps withdrawal): the output is the dc reference current. This new reference is passed through a second control loop, named Battery Current Controller, which sets the reference voltage that the DC side of the PCS has to set on the battery connection. Inside this control loop the extra signal, such as the max/min SOC level or max/min current trigger the blocking of the storage. The voltage applied, subject to a delay that models the PCS response time, is used in the Electrochemical Dynamic block to implement the storage dynamic model. A third order model has been used with two time constants in the equivalent electrical circuit as described in [7] and [8].

Finally the battery DC output is evaluated along with the internal shunt and Joule losses. By the knowledge of the converter efficiency curve and the auxiliary services consumption it is possible to compute the storage power transit towards the grid.

B. Storage economical analysis

A brief analysis of the storage technology cost is hereafter reported. Concerning the life of the storage it is assumed that after the expected charge/discharge cycles number and after the declared life-time the battery will still possess, at least, 80% of its nominal capacity.

Firstly the SOC cycle (or equivalent SOC cycle) is defined as the amount of energy that can be charged or discharged. Its value is equal to the nominal energy value of the storage. Thus an ideal charge from SOC level 0 to SOC level 1 means one SOC cycle. Similarly a charge from SOC level 0.5 to full charge and back to 0.5 means one SOC cycle. It is worth noting that the charge/discharge cycle number declared by the manufacturer is referred to a 80% discharge intensity, that means that a full charge and discharge goes from 0.2 SOC level to 1 and back to 0.2 corresponding thus to 1.6 SOC cycles.

The overall storage capital cost, \( C_c \), is evaluated as the sum of a quota depending on the power capacity, \( P_c \), due mainly to the cell and the PCS size, \( P_{\text{nom}} \), and a quota depending on the energy size, \( E_{\text{nom}} \), i.e., the amount of Vanadium electrolyte, \( E_{\text{nom}} \), finally the overall cost is multiplied by a constant factor of 1.2 to consider installation and designing costs [5]:

\[
C_c = \left( P_c \cdot P_{\text{nom}} + E_c \cdot E_{\text{nom}} \right) \cdot 1.2
\]  

The specific energy value, \( E_{\text{value}} \), is calculated as the ratio between the capital cost and the total energy that the storage is declared to manage without significant aging (i.e. the nominal SOC cycles per the nominal energy) and the average roundtrip efficiency. This last parameter takes in account the fact that the energy, flowing inside and then outside the battery, will be subject to the internal Joule and shunt losses, the PCS efficiency and the pumps consumption; thus, the more intense are the charge and the discharge (i.e. the greater the power) the higher the losses. Of course the proposed models, can evaluate this kind of losses for the specific missions and thus estimate the real roundtrip efficiency. However a first evaluation is done considering the nominal battery efficiency equal to 80% per flow (meaning a roundtrip efficiency, \( \text{Eff} \), around 64%):

\[
E_{\text{value}} = \frac{C_c}{\text{SOC cycles} \cdot E_{\text{nom}} / \text{Eff}}
\]
A further correction requires the knowledge of the time length of the investments. The manufacturer states a useful life of 15 years without main maintenance operations, thus an horizon of 10 years for the return of the capital is assumed. The actualized energy value, $E_{\text{value, actual}}$, is thus calculated by the assumption of a discount rate, $i$, equal to 5%:

$$E_{\text{value, actual}} = E_{\text{value}} \left(1 + \frac{i}{100}\right)^{-10}$$  \hspace{1cm} (3)

The main information concerning the battery data and costs are summarized in Table I. It can be seen that the actual specific cost determines an energy value of 72 €/MWh but this values is due to reduce in the next years if the forecasted technology improvements are achieved.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>VRB COST ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal size (Power – Energy)</td>
<td>1.08 MW – 10 MWh</td>
</tr>
<tr>
<td>2007 specific costs [5]</td>
<td>2.3 S/W + 0.3 S/Wh</td>
</tr>
<tr>
<td>2013 estimated specific costs [5]</td>
<td>1.2 S/W + 0.2 S/Wh</td>
</tr>
<tr>
<td>2007 capital cost</td>
<td>6.36 MS (= 4.54 M€*)</td>
</tr>
<tr>
<td>2013 estimated capital cost</td>
<td>3.84 MS (= 2.74 M€*)</td>
</tr>
<tr>
<td>Nominal charge discharge cycles</td>
<td>15000 (= 1000 per year)</td>
</tr>
<tr>
<td>equal to 24000 SOC cycles</td>
<td></td>
</tr>
<tr>
<td>2007 Energy value actualized</td>
<td>101 S/MWh</td>
</tr>
<tr>
<td>2013 Energy value actualized</td>
<td>61 S/MWh</td>
</tr>
<tr>
<td>* change ratio equal to 1.4 S $/€</td>
<td></td>
</tr>
</tbody>
</table>

C. Wind Farm

The wind turbine model realized is described from an electromechanical perspective, thus it provides: an analysis of the aerodynamic behaviour of the rotor including the pitch control system, the shaft dynamic and the maximum power tracking characteristic. The model is tuned for a 2 MW full converter direct drive equipped generator. This typology of wind turbine is characterized by the absence of the gearbox and the presence of AC/DC/AC converter sized for the whole power. Since the model is not intended to analyze dynamics faster than a fraction of second, there is no need to characterize in a detailed way the generation/conversion system, which thus is modeled as a negative load [9].

The rest of the electromechanical conversion system needs an accurate detail due to the interest in studying the possibility to reduce the output in certain conditions. There is, in fact, the need to model the delays introduced by the pitch controller and by the shaft rotational speed.

The block diagram that describes the main model components and their mutual interaction is depicted in Fig. 3. Reading the picture from left to right the first block met is the Aerodynamic one that evaluates the power harvested by the rotor that depends on wind speed, rotational speed and blade angle. This accelerating power, along with the rotational speed of the generator, enters the block named Shaft that describes the shaft behaviour and allows the evaluation of the power at the end of the shaft and of the turbine rotational speed. The blade angle is controlled by the Pitch Control that describes the dynamic of the pitch actuators.

Fig. 3. Wind turbine model block diagram.

The five turbines are fed by different wind speeds profiles, shown in Fig. 4, calculated from the power output of five wind turbines belonging to a real wind farm. These data are five seconds sampled in order to better appreciate the wind turbulence. Their main information are reported in Table II.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>WIND SPEED CHARACTERISTIC PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind 1 @ 90m</td>
<td>Wind 2 @ 90m</td>
</tr>
<tr>
<td>U max (m/s)</td>
<td>16.9</td>
</tr>
<tr>
<td>U media (m/s)</td>
<td>8.0</td>
</tr>
<tr>
<td>U min (m/s)</td>
<td>3.3</td>
</tr>
<tr>
<td>Turbulence Intensity</td>
<td>8.3%</td>
</tr>
</tbody>
</table>

III. WIND PARK LAYOUT AND CONTROL STRATEGIES

A. Wind Park Layout

As foretold, the idea proposed in this paper is to control the battery charging and discharging in order to control the whole plant power output at the Point of Common Coupling (PCC) [10]. An overview of the park layout is shown in Fig. 5 [11].

The five 2 MW wind turbines are identified by the blocks on the right side of the picture while the storage is located in the central block. The block that “calls” the wind speed profiles from the Matlab workspace is behind the picture of Eolo; while the measurements of the power transits and the power and energy references are included in the blocks just below Eolo’s one. The Wind Park Controllers (i.e. the Power and the Energy ones) are included in the greater block between the Eolo’s one and the storage’s one.
B. Power Control

The first control strategy, named Power Control, has the task to set the reference power to the storage in order to compensate the wind farm fluctuations and to have at the PCC the desired power profile. This kind of control is very rigid: in fact, if a smooth power output (time frame of 1 second) is requested, the controller has to command a series of deep and very fast cycles of charge and discharge in order to compensate the fluctuation induced in the wind farm output by the turbulence. An excessive stress on the storage could be so realized and moreover an excess of energy depletion would result, due to the storage system losses, without taking a significant benefit to the system. If the main network is robust this kind of fluctuations could, in fact, be easily absorbed by the power system, or at least being compensated by other wind farms output, located somewhere else.

In order to avoid any blocking of the storage system due to maximum charge or minimum charge protection, it is present a feedback on the SOC [12]. The reference PCC power is thus summed to another power signal generated by a Power-SOC characteristic, as shown in Fig. 6.

This feedback reduces or increases the battery reference power with the purpose of keeping the SOC within an adequate range thus making the storage always available.

C. Energy Control

The second control strategy, named Energy Control, has thus been proposed. This control differs from the previous one because it is more elastic. The control action is realized within a longer time frame (i.e., 10 or 60 minutes instead of 1 second). As before, the desired power at the PCC is known, but it is not used in the control loop; it is used to compute the correspondent energy amount in the timeframe considered instead. This value is then equally divided in the time frame; it means that, for instance, at half of the period the farm is expected to have produced half the energy expected to be produced in the whole time frame. Thus the control loop uses the measure of the cumulated energy produced by the wind farm each second and compares it with the expected energy. If the produced energy is the same (or it is inside a certain band, e.g. ±10%) no charge/discharge actions are performed, otherwise the more the distance from the objective value, the deeper the charge/discharge is required.

The control strategy described in [13] for load management is thus realized in Simulink and suited to the storage management. The energy reference value, calculated as before using the forecasted power production, is the energy that the farm is expected to produce every ten minutes. This value is then used to create the control energy function, that means the blue curve depicted in Fig. 7.

This time dependant value, is then compared with the cumulated energy produced by the farm. The control does not take any action if the two values are not coincident, but intervenes if the energy produced is above the red curve (the superior limit) or below the green one (the inferior limit).

The two curves (the red and the green one) form the control band and with this shape (i.e. parallel curves), there is no warranty that at the end of the period (i.e. at the 600th second) the energy produced will be equal to the reference value. This is due to the fact that this kind of control is a discrete-proportional type, thus a control action is taken if an error is generated but when the control variable is within the band (i.e. the control band) no corrective measurements are taken. If an integral action is intended to be realized the two curves can be designed to be convergent at the end (left picture of Fig. 8) or before the end (right picture of Fig. 8) of the control period.
The realization in the Simulink block diagram is shown in Fig. 9. The relays shown generate a signal (respectively negative for a charge command and positive for a discharge command) when the error (in per unit) is above 0.

Both power and energy controllers, however, are intended to set a battery management in the short period (within the day). The power and the energy reference values could be the result of a scheduling established the day ahead by means of an optimal management algorithm. The main inputs for the optimization process would be the wind power forecast and the expected hourly energy price, the algorithm output (i.e. the hourly energy reference values) can then be tested in this Simulink model to prove its feasibility [14].

IV. SIMULATIONS

A. Power Control Strategy

Firstly the system behaviour with the Power Control enabled is analyzed. The first diagram of Fig. 10 shows the power production of the wind farm (red curve) and the smoothed transit at the PCC (blue curve) due to the instantaneous compensation provided by the VRB. The reference power, that means the forecasted mean power each 10 minutes without the effect induced by the local terrain turbulence, is shown in the second diagram of Fig. 10. The SOC-modified reference power is also present (blue curve) but it is superimposed to the previous one because the SOC-feedback is not triggered.

The battery power output is reported in the first diagram of Fig. 11 along with the behaviour of the SOC level (shown in the second diagram). It can be seen that the SOC is going down and a longer simulation (i.e., 24h) would force the SOC feedback intervention.

B. Energy Control Strategy

This second scenario studies the system response to the Energy Control strategy. Fig. 13 reports, just like Fig. 10, the shape of the PCC power profile and the reference power each ten minutes. It can be graphically appreciated that the power profiles at the PCC (blue curve) is far from being smoothed (see also the PCC power deviation values in Table III). The reason of that can be observed by the first diagram of Fig. 14, which reports the storage power profiles. This time the storage is not asked to compensate instantaneously the variability of the wind farm but just to grant, at the end of the ten-minutes window, the desired energy amount. Thus the storage is required to perform a less stressing task.
The energy profiles, along with the correspondent energy errors, are reported in Fig. 15.

In order to better appreciate how the energy controller works a zoom of one period is reported in the first diagram of Fig. 16. The second one shows the charge/discharge action of the storage instead.

This control strategy has been realized with the control path reported in the left picture of Fig. 8. The same analysis is performed also with the path shown in the right picture, which forces the control bands to reach the convergence point at the 8th minutes instead of the 10th. The numerical results are reported in the last column of Table III along with the results of the just illustrated scenarios.

C. Results Comparison

The overall results for the three set of simulations are reported in Table III. It can be seen that the Energy Control strategies do not grant a smooth power profile at the PCC but are able to grant the same desired PCC energy without excessive battery work (i.e. SOC cycles or charge/discharge cycles).

The average energy error is about 0.44% in case of the Power Control and goes up to 0.64% with the first Energy Control strategy. It can be noted that the anticipation of the convergence point of the control band before the end of the ten minutes window (i.e., in the Energy Hybrid scenario) allows the storage to better pursue the desired energy value and thus the average energy error goes down to 0.37%.

The subsequent variables reported in table III are defined as follows. The Mean Power deviation is the mean of the 72 ratios (i.e., 6 periods per 12 hours) between the ten minutes period standard deviation of the power transit and the period average value:

$$I_p = \frac{\sum_{i=1}^{72} \sigma_{P_i} |P_i|}{P_{i=600}}$$

The Battery Works are the sum, without sign of the released and the stored energies. While the SOC cycles, already introduced in the economical analysis paragraph, is the ratio between the Battery Work (DC) and the nominal energy:

$$SOC_{cycles} = \int P_{dc} dt \bigg/ E_{nom}$$

The different efficiencies are referred to different parts of the storage system. Fig. 17 can help to understand these efficiency areas. Eta DC is useful to analyze the electrochemical performances of the storage, thus it includes the Joule and the shunt losses. Eta AC measures the PCS efficiency, while Eta pumps gives the measure of the consumption of the main auxiliary system present (i.e., the circulating pumps) compared to the power transit inside and outside of the storage. The Eta system is the global product of the efficiencies just described.
Particular attention must be given to the way of defining the efficiency. Generally the system efficiency is the ratio between the output energy and the input energy. But, due to the reversibility of the storage, the way of computing the efficiency changes. The different formulas are hereafter reported:

\[
\begin{align*}
P_{DC} \geq 0 & \rightarrow \eta_{DC} = \frac{P_{DC}}{P_{AC}} \\
P_{DC} < 0 & \rightarrow \eta_{DC} = \frac{P_{DC} - P_{joule} - P_{shunt}}{P_{DC}}
\end{align*}
\]

\[\begin{align*}
P_{\text{pumps}} \geq 0 & \rightarrow \eta_{\text{pumps}} = \frac{P_{\text{grid}}}{P_{AC}} \\
P_{\text{pumps}} < 0 & \rightarrow \eta_{\text{pumps}} = \frac{P_{AC} - P_{\text{pumps}}}{P_{AC}}
\end{align*}\]

\[
e_{\text{System}} = e_{\text{DC}} \cdot e_{\text{AC}} \cdot e_{\text{pumps}}
\]

It is interesting to note that the efficiency passes from around 90%, when just considering the specific battery losses, to 80% once all the system losses are included. Similar trends can be observed also in the cases of the Energy Controls.

The lost energy is about 1.33 MWh in the Power Control scenario while it is reduced to 0.65 and 0.37 MWh in two Energy Control scenarios, corresponding to respectively 2%, 1% and 0.6% of the farm production (that is around 64 MWh) in the 12 hours simulation. It is thus necessary to establish if the improvement, and moreover the kind of improvement, in the power quality balances the minor energy production.

It is also necessary to pay attention to the number of SOC cycles (0.55 in case of the most stressing scenario) that could lead to premature aging of the storage. In fact, if it is assumed that the simulated work cycle is a good representation for every other day of the year, this would lead to an overall number of 400 cycles per year. As foretold VRB manufacturers claims for 1600 SOC cycles (corresponding to 1000 cycles of charge/discharge) per year, thus the requested mission could be satisfied without particular problems.

Last but not least, the rapidity or step response must be considered. From this point of view the VRB offers extraordinary speed: if the pumps are already running it can commute from maximum charge to maximum discharge within few seconds; the start-up (i.e. when everything is shut down) requires just few minutes of electrolyte pre-mixing, before the system is fully ready.

V. CONCLUSIONS

The present paper focused on the development of models of wind turbines and storage systems, in Matlab-Simulink environment, useful for implementing integrated control strategies of the whole resulting system in order to describe the benefits that storage can provide to renewable generation. The main purpose was the facilitation of the integration of distributed, intrinsically not dispatchable, generation in the electric grid.

The electrochemical dynamic model of a Vanadium Redox Flow battery and the electromechanical dynamic model of five wind turbines have been briefly presented. The wind turbines used five wind speed profiles with a detail of five seconds.

Three control strategies have been envisaged, the first one named Power Control, the second one Energy Control and the
last one Energy Hybrid Control with the aim of setting the battery charging and discharging phases in order to control the whole plant output.

It was thus highlighted how the storage system could grant benefits in term of controllability of the wind park output. However, the rigid Power Control, whose aim was to pursue a perfectly smoothed output, proved to be quite stressful for the storage and energy-depleting. Both the Energy Control strategies allowed a smarter management of the storage, granting the desired energy production at the PCC, without, however, any particular regard to the smoothness of the overall generated power profile.

Future works will focus on the coupling of the storage system with photovoltaic power plants too. The testing of these control strategies on real small devices will be implemented later in the year.
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