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1. Introduction

Wireless networks have gone through an extensive development throughout the recent years. After the Internet, in the 1990s, came the second generation wireless systems with additional features for communication by means of cellular phones. With the move from analog (1G) to digital transmission (2G), the capacity of the cellular systems have been significantly improved. Further demand for greater bandwidth resulted in the development of third generation mobile telecommunications (3G), providing a mobile broadband access to handheld devices.

The number of mobile cellular subscriptions has also been rapidly growing in the last decade, and now the rough estimate has almost reached 6 billions. Nowadays 3G systems are also becoming ubiquitous: the number of active mobile-broadband subscriptions reaches almost 1.2 billion [1]. As wireless communication technology advances, in new generation mobile phones 3G networks provide a large amount of various services including high data rate Internet access, videoconferencing, global positioning, high quality music and video downloading, and gaming capabilities.

Mobile TV and video-on-demand services are also rising in popularity and expected to be a significant driver for the wireless consumer industry. Consumers demand for video data, quality of experience of mobile multimedia and its usability is pushing the development of Mobile TV and related services. Therefore, video transmission for mobile terminals is a major application in the 3G and beyond systems and may play a key role in their success [2]. According to Cisco research, “two-thirds of the world’s mobile data traffic will be video by 2015” [3]. As a consequence, these additional features are bringing the power consumption of mobile phones to the level of desktop computers. However, the lack of a constant power supply and limited battery capacity [4] pose strict limits to the overall power consumption of the device. Therefore, minimization of the power consumption of wireless devices is a great challenge for the entire electronic industry, at all system levels. Hence, an intense research in this field has focused on power management [5–7].

In our work we analyze the power consumption in case of uplink transmission, show how the power consumption depends on the transmission parameters and explain how it can be reduced by optimizing the power management policy. We analyze the cases with buffer and latency restrictions and show how to choose transmission parameters in these scenarios. Due to the growing interest in various mobile video applications, the analysis is then extended to the case of constant bit rate video transmission. Experimental results show that in this case the proposed solution allows to save power on video transmission if compared to the conventional approach.

Our paper starts with a review of some prior work on the power consumption in wireless networks in Section 2. Then we present...
the 3G mobile transmission system in Section 3, where we explain the idea of state machine applied to mobile devices and describe the communication between transmitter and receiver. In Section 4 the state power model is provided, with particular focus on Cell_FACH (Cell Forward Access Channel) and Cell_DCH (Cell Dedicated Channel) states. We propose a model of power consumption in Cell_DCH state and show that power consumption is related to the packet size and transmission interval. In Section 5 we propose a method of parameter selection for the 3GPP transition state machine that allows to decrease power consumption on the mobile device in case of constant bit rate data transmission. Section 6 presents the power consumption for constant bit rate video transmission and provides the results for trade-off between video quality and power consumption for several standard test video sequences.

2. Power consumption in wireless networks

There exists a large number of approaches for power management in communication networks for handheld devices and they have been studied throughout the recent years.

An overview of the methods to reduce the large and growing energy consumption of the Internet was provided in [8]. However, since that time the Internet has been adopted and widely used in many other devices other than networked desktop computers, and deployment of next generation networks in the mobile devices has significantly contributed to it. Yeh et al. [9] as well as Sklavos and Touliou [10] provided an analysis of power consumption in 3G networks. Markov chains are used in [9] to analyze the 3GPP transition state machine and examine how different timer values affect the power consumption of the device. The analysis is based on several assumptions about the device power consumption in different states. Sklavos and Touliou [10] considered different units of the mobile phone (such as memory, display, cellular engine), analyzed power consumption on each of them and addressed different power management techniques for different units, thereby focusing on the device power consumption. They also state the need for power control techniques, e.g. based on method of idling the modules that are not used. A similar approach of dividing the processes in stages and applying different power saving mechanisms to them is described in [11]. For the reception stage, which requires most of the power, the solution is to send multimedia data in larger amounts at less frequent intervals by hiding the traffic temporarily from a mobile station, thus allowing it to sleep longer and achieve power savings. Korhonen and Wang [12] also proved that in IEEE 802.11 power of the receiver can be saved if data packets are transmitted as bursts. Perrucci [5] provided a broad overview of existing approaches and studied the strategies for efficient use of the wireless communication in three main focus areas, namely Cross Layer, Overlay Networks and Cooperation. The energy savings on mobile devices are achieved by choosing the most efficient available network, using wake-up systems (described in detail in [13]) and sharing cellular links between mobile users. Another analysis of approaches for achieving energy-efficient web access on mobile devices is provided in [14].

Two good overviews of the past and future research directions in the field of power management for mobile networks are given in [6,7]. In [6] the mobile device and battery capacity evolutions, multiaccess nature of modern mobile devices and the respective implications for power management are described, as well as a proposal of an information-centric approach to networking, which allows audio/video streaming to be transformed from an energy-heavy network service to a lightweight one. However, the last would require an adoption of a new networking paradigm and a change in the way the information is distributed to its intended recipients. Zhang et al. [7] provided a survey of many issues related to power-aware mobile multimedia, such as power-management for mobile devices, rate-distortion-complexity optimized video codec design, and computatio nal complexity and power aware cross-layer design and optimization. The authors have pointed out the challenges and the corresponding future research directions in power-aware video coding and power-aware video delivery, such as power management in mobile devices, rate-distortion-complexity analysis of video codecs and network information feedback and cross-layer signaling.

Considering wireless video transmission from mobile devices, it is necessary to take into account that some energy has to be spent on the video capturing and compression. On average, a mobile camera may consume less than 60 mW for CIF resolution video at 30 Hz [15]. According to [16], the power needed for compression is also lower than the one needed for the transmission. Nevertheless, cross-layer approaches could be applied here as well and work like [17] discusses joint power control and bit allocation for video transmission in wireless networks. A good overview of works on this topic is also given in [18].

Chen et al. [19] described the fundamental trade-offs in wireless networks, such as deployment efficiency – energy efficiency, spectrum efficiency – energy efficiency, bandwidth – power, and delay – power trade-offs. Kim et al. [20] and Vuyst et al. [21] explored the trade-offs between delay and power consumption for sleep-mode operation in mobile WiMAX. In [22,23] the possibility for trade-off between video quality and power saving in the receiver was demonstrated. In [22] the mobile broadcast standard DVB-H along with JPEG2000 for video encoding was used to show how to allow receivers to control the level of power consumption depending on the priorities. As any other scalable codec could be used instead of JPEG2000, the work was further extended to the Scalable Extension of H.264/AVC [23].

Unlike the work in [22,23], this time we consider the case of power consumption for the uplink transmission only and thereby focus on the device. However, the main idea – that it is possible to control the trade-off between the level of power consumption and video quality – has been kept. Moreover, we also take the delay – power trade-off into account and show how it influences the achieved power savings. We provide a power model for devices for 3G systems, and perform power-aware cross-layer optimization by controlling the transmission parameters and adjusting the time periods spent by the mobile device in the state with active data transmission. We also show the potential for power management for video transmission that is content-dependent as different videos can have different rate-distortion characteristics.

3. Mobile transmission system overview

3G systems provide global communication with various services including telephony, messaging and access to Internet. 3G networks consist of three domains: Core Network (CN), UMTS Terrestrial Radio Access Network (UTRAN) and User Equipment (UE). UE interoperates with Base Station (called Node B). The Radio Resource Control (RRC) handles the control plane signaling between the UEs and the UTRAN. For efficient use of radio resources and power consumption control, RRC introduces a state machine for UE [24].

3.1. State machine

There are five states in the RRC: Idle, Cell_FACH (Cell Forward Access Channel), Cell_PCH (Cell Paging Channel), Cell_DCH (Cell Dedicated Channel) and URA_PCH (Utran Registration Area Paging Channel). Cell_PCH and URA_PCH can be considered as low power
The power consumption in Cell_FACH is roughly 50% of that in Cell_DCH, and Cell_PCH state uses about 1–2% of the power consumption of Cell_DCH state [25]. Each state is now described in more detail.

Idle. In this mode UE does not communicate with the network although it does listen for broadcast messages. So it does not have a RRC Connection, but UE can still have an IP address and be reached by paging. In this state the mobile device consumes the least amount of power.

Cell_PCH. In this state the channel is shared by all mobile devices so the inclusion of an additional mobile device does not have any impact on the network. UE monitors paging messages from the Radio Network Controller (RNC). As in the Idle state, the power consumption is very small. In this state dedicated physical channel is allocated to the UE, so no uplink activity is possible.

Cell_FACH. In the Cell_FACH the mobile device communicates with the network via a shared channel. A few bits of data can be transmitted at a relatively low data rate, on the order of up to 16 kbps in the uplink. The maximum amount of transmission data also depends on the overall loading of the common channels. At the same time the UE continuously monitors a FACH in the downlink. The mobile device power consumption is higher than in Idle or Cell_PCH states.

Cell_DCH. The mobile device is allocated a dedicated transport channel both in downlink and uplink. It consumes the most network resources and the impact on the battery is at the very high level.

3.2. Communication between transmitter and receiver

It is UE that always initiates the RRC connection, then the establishment and the release are handled by the RRC protocol. UE starts working in Idle state, when an RRC connection has not yet been established. Only one RRC connection is used at any time between the UE and the network. When an RRC connection has been established between UE and Node B together with RNC, the Idle state switches to the RRC Connected mode.

To be more precise, from Idle mode through establishment of an RRC connection the UE enters the Cell_DCH state. Further it can be moved by explicit signaling from Cell_DCH to other states. The UE does not generally listen to the broadcast channel in this state. If Node B allocates to UE a common or shared traffic channel (i.e., the channel is shared by several UEs), it enters Cell_FACH state. The data communication activities can only be performed in these two states.

Depending on the activities of the UE and traffic volume, states could be changed. Signaling messages (radio bearer configuration messages) are sent between UE and Node B when states are changing. Three timers are used to detect when a mobile device should move to a lower power state in case of inactivity. These inactivity timers T1, T2, and T3 are managed by RNC.

T1 is used in Cell_PCH. After T1 seconds (usually a very long timer), the RRC connection will be released and the state will be changed to Idle. T2 is an inactivity timer determining how long the 3G device should remain in Cell_FACH state without any activity. Timer T3 is used within Cell_DCH state and refers to the inactivity period after which the 3G device enters Cell_FACH.

As for the signaling traffic i.e. messages between UE and Node B, it is necessary to note that 3G was designed and implemented to support large amounts of data traffic (like long, uninterrupted data sessions, video conferencing, etc.). But according to Thelander, CEO and founder of Signals Research Group (SRG), the reality is that “signaling traffic is outpacing actual mobile data traffic by 30–50%, if not higher” [26].

4. Power consumption analysis of transition states

In this section, the power consumption of each state of the RRC is analyzed. We focus on modeling the power consumption in Cell_DCH state. Then, our proposed model is compared with real measurements and a reference model which thoroughly analyzes power consumption for UDP traffic in 3G network and provides practical power model for the consumption.

4.1. The influence of packet sending intervals and packet size on power consumption of Cell_DCH state

Each RRC state requires varying power to maintain operation and differs when generating signals transferred between UE and RNC to establish, maintain and release connections as well as transmit/receive data across the air interface. Compared to Cell_FACH state, which is only applicable for transferring relatively small quantities of data, Cell_DCH state gives potential for UE to transfer large quantities of data and, thus, is the state where most of the data communication happens, as specifically described in the previous section. It is the most interesting state to examine the effect of packet sending intervals and packet size on power consumption of UE radio interface.

Generally speaking, the size of a transport block specifies the maximum payload that can be transmitted within each Transmission Time Interval (TTI), which decides the maximum packet sending or receiving rate. These two parameters together influence the maximum throughput and packet sending or receiving pattern in the Physical layer. From the Transport layer perspective, application’s traffic pattern – namely packet sending or receiving interval and packet size – directly decides underlaying layer’s behavior regarding the size of transport block set and transmitting interval. Specifically, if the number of bits in a TTI is larger than the maximum size which one physical block can contain, segmentation is performed and the over-sized bits are sent during the next TTI. If the packets are generated with an interval which is less than TTI, the transmitting interval is decided by TTI. Otherwise, it is decided by the packet generating interval of the application. The power consumption of a radio interface increases proportionally to the number of transport block sets sent and received over one radio interface.

Fig. 1 demonstrates the power consumption of packet transmission on a smartphone Nokia N900 in downlink. A traffic generator is used to generate UDP packets in different intervals as shown in the figure. Each peak corresponds to the power consumption of transmitting one transport block set. As it can be seen, the number of peaks directly influences the power consumption of the radio interface. A faster receiving interval leads to a larger number of peaks, and thus higher power consumption. In our experiments, we also observed the same phenomena in uplink on Nokia N900. Among the peaks, wide ones are due to the power consumption of daemon processes of 3G modem and excluded from calculation in the following subsections. The power consumption was measured in a stable environment. Otherwise, when the signal quality of UE drops off or the UE moves away from the Node B, power control mechanisms in 3G network have to increase transmission power in order to keep the received uplink Signal-to-Interference Ratio (SIR) at a given SIR target. Moreover, the degradation of signal quality also increases MAC layer retransmission, which leads to more energy consumption for successful transmission of one bit.
The measurements were done three times. The average variance of the transmission power consumption (sending and receiving) is $5.7 \cdot 10^{-8}$.

### 4.2. Power consumption modeling of Cell_DCH state

The power consumption of sending or receiving packets in Cell_DCH state mainly consists of three sources: the power consumption of Cell_DCH state defined as $P_{\text{DCH}}$ in watt, the power consumption of sending or receiving packets which is defined as $P_{\text{peak}}$ in watt demonstrated as power peaks in Fig. 1, and the power consumption of encapsulating or decapsulating packets which is defined as a function of packet size $P_{\text{enc}}(s)$, where $s$ is the size of packet in bytes. Therefore, the power consumption of UE to send or receive packets in state Cell_DCH can be reformulated as follows:

$$P = P_{\text{DCH}} + P_{\text{peak}} + P_{\text{enc}}(s).$$  \hfill (1)

UE requires resource and power consumption to maintain the state. Thus, $P_{\text{DCH}}$ is the minimal power consumption for the UE to stay in state Cell_DCH, which includes the power consumption of reception of control signals and is considered as an approximately fixed value since most of the traffic is data traffic.

Besides, we define $I$ as the UDP packet sending interval in Transport layer in ms, which is the interval of sending packets from UE to Node B or the interval of sending packets from Node B to UE.

The power consumption for encapsulation or decapsulation $P_{\text{enc}}(s)$ for packet size $s$ is assumed to be linear and proportional to the size of the packet since more computational power is required to process bigger packets yielding higher power consumption. Since $P_{\text{DCH}}$, $P_{\text{peak}}$ and total power consumption $P$ are measurable, the power component $P_{\text{enc}}(s)$ can be calculated and then used to derive the linear model.

The number of transport blocks needed for sending one IP packet is determined by the size of the packet and maximum number of bits for a transport block per TTI defined in different 3GPP releases. Here we define the number of transport blocks as

$$N = \left\lceil \frac{s}{\text{MTBS}} \right\rceil,$$  \hfill (2)

where MTBS is Maximum Transport Block Size.

Let $E_{\text{peak}}$ denote the energy consumption of sending or receiving one peak in Joule. As analyzed above, the power consumption of peaks changes more or less linearly with the number of the transport blocks. When more than one transport block is needed to send or receive one IP packet, the time spent on processing this packet is $N \cdot \tau$, where $\tau$ is the value of TTI. Normally, packet sending interval $I$ is much larger than the packet processing time. Thus,

$$P_{\text{peak}} = \frac{N}{\tau} E_{\text{peak}} \text{ when } I \gg N \cdot \tau.$$  \hfill (3)

Then combining (1)–(3), the power consumption in Cell_DCH state can be written as
\[ P = P_{\text{DCH}} + \frac{E_{\text{peak}}}{I} \left( \left\lceil \frac{s}{\text{MTBS}} \right\rceil \right) + P_{\text{enc}}(s). \]  

(4)

Eq. (4) formulates the power consumption of one connection of uplink or downlink traffic. This model shows that power consumption can be determined by the number of peaks, namely set by packet sending or receiving interval \( I \) and packet size \( s \), which is the influential factor of power consumption of the radio interface. This model can be extended to formulate the power consumption for multiple connections by counting the amount of bits sent or received in a certain interval. As long as mobile devices are capable to record transmitted and received packet intervals and sizes, the proposed model can be extended to estimate power consumption of the radio interface in runtime.

### 4.3. Experimental setup

In order to have sufficient measurement accuracy and an uninterrupted power source, the battery of the N900 was replaced with a battery adapter, which was serially connected to a 4.1 V DC power supply and a 0.1 Ohm resistor. A NI cRIO-9215 was then used as a data logger to record voltage fluctuations of the N900 at a sample rate of 1000 sample/s. A Linux traffic generator was also used to generate packets with various packet sizes and sending intervals. UDP traffic was generated instead of TCP to avoid TCP hand-shake and retransmissions. The packet sending interval ranged from 10 ms to 1000 ms to avoid UE switching to Cell_FACH state. The packet size ranged from 10 bytes to 1500 bytes, which is the typical Maximum Transmission Unit (MTU) for Ethernet. When measuring the power consumption of sending packets, the UDP packets generated on the N900 were sent to Node B via uplink, and then forwarded to the Linux server. When measuring the power consumption of receiving packets, the UDP packets were generated on the Linux server and received by the N900 in downlink.

### 4.4. Evaluation of power models

The power model was evaluated on Nokia N900, which follows a 3GPP Release 5 and 6 supporting HSDPA/HSUPA data bearers. The measured average energy consumption of peak \( E_{\text{peak}} \), average power consumption in Cell_DCH \( P_{\text{DCH}} \) and related parameters needed for (1) are listed in Table 1. Through (4), the power consumption of sending or receiving packets is thereby decided by \( I \) and \( s \).

In order to evaluate our model, we use another power consumption model, which is based on the assumption that power consumption is linear in the data rate \( r \) [27]. The referenced model designates two independent variables.

- Time of data communication.
- Amount of data sent or received during the communication.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Parameters for the experiment applied on Nokia N900.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uplink</td>
</tr>
<tr>
<td>UE category</td>
<td>HSUPA category 5</td>
</tr>
<tr>
<td>TTI</td>
<td>10 ms</td>
</tr>
<tr>
<td>Maximum Transport Block Size (MTBS)</td>
<td>20000 bits</td>
</tr>
<tr>
<td>Data rate</td>
<td>2 Mbit/s (^a)</td>
</tr>
<tr>
<td>( E_{\text{peak}} )</td>
<td>0.4532E-3 J</td>
</tr>
<tr>
<td>( P_{\text{DCH}} )</td>
<td>0.8355 W</td>
</tr>
</tbody>
</table>

\(^a\) Note: The uplink data rate is limited to 2 Mbit/s due to the type of data packet. The maximum data rate is 3.65 Mbit/s.

The energy consumption of UDP-type session, therefore, is expressed as follows.

\[ E = t \cdot (r_t + r_d) + c, \]  

(5)

where \( r_d \) is the energy consumption rate for data in Joule/KByte, \( r_t \) is power consumption in Watt, \( r \) is data rate, \( t \) is transmission time in second and constant \( c \) represents the offset term of the energy consumption, which is independent of the process duration. The model is introduced as a general equation of energy consumption to describe UDP-type of data session. In order to compare it with our power consumption model, the equation needs to be divided by time \( t \). The power consumption model can be formulated as a linear equation.

![Fig. 2. Uplink power consumption for experiment, proposed model and reference model for time interval = 10 ms.](image-url)

![Fig. 3. Downlink power consumption for experiment, proposed model and reference model for time interval = 10 ms.](image-url)
\[ P = r_s + r \cdot r_d. \]  

(6)

The fitted values of the proposed model and reference model, and the measured values from experiments are shown in Figs. 2 and 3. To compare two models, rate \( r \) in the reference model is expressed as the product of packet size \( s \) and packet sending frequency \( f^{-1} \) such that two models share the same coordinate. Our proposed model shows a better approximation than the reference model. We also compared the two models with their Mean Absolute Percentage Error (MAPE) for downlink and uplink power consumption, which is defined as follows.

\[
    MAPE = \frac{1}{n} \sum_{i=0}^{n} \frac{|A_i - F_i|}{A_i},
\]

(7)

where \( n \) is the number of measured values of power consumption, \( A_i \) is the actual value and \( F_i \) is the fitted value. The MAPEs of the proposed model is 5.0% for downlink and 4.7% for uplink power consumption, which is about 28% more accurate than that of the reference model.

5. Uplink power consumption analysis of transition state machine

Section 5 provides the uplink power consumption analysis of the transition state machine (TSM) described in Section 3. As we consider constant bit rate sources (in contrast to http-like data sources, modeled e.g. as Poisson source traffic [28]), it is easy to predict the source rate and find optimal parameters for TSM to minimize the uplink power consumption. This section starts with an evaluation of power consumption for ideal transition state machine. Further this ideal TSM is used for parameter selection for 3GPP TSM, and the differences between these two TSMs are also described. The paper continues with the analysis of the TSM and parameter selection in case for different limitations: the limitation described in previous subsection and timer \( T_s \). The corresponding results for power savings in these cases are presented on the figures in this Section.

5.1. Power consumption for ideal transition state machine

Let \( P \) denote the uplink power consumption of mobile device, \( r \) the data source bit rate and \( c \) the channel bit rate. The optimal TSM has to correspond to the following optimization task:

\[
\begin{cases}
\text{minimize } P, \\
\text{subject to } c > r.
\end{cases}
\]

(8)

Let us define \( B_{RLC} \) as the uplink data buffer of UE, \( B_{RLC}^T \) as the buffer threshold and \( t_{inact} \) as the inactivity time. Then, the following ideal TSM can be introduced:

**State 1 (Cell_PCH).**
If activity detection, then go to State 2, else go to State 1.

**State 2 (Cell_FACH).**
If \( B_{RLC} > B_{RLC}^T \), then go to State 3, else if \( t_{inact} > T_2 \), then go to State 1, else go to State 2.

**State 3 (Cell_DCH).**
If \( B_{RLC} = 0 \), then go to State 2, else go to State 3.

Let us define \( p_1, p_2 \) and \( p_3 \) as the power consumption in State 1, State 2 and State 3 respectively and \( c_2 \) and \( c_3 \) as channel rate in State 2 and State 3. The power consumption of this TSM depending on the data source bit rate \( r \) can be described as follows.

If data rate \( r = 0 \), then UE is always working in State 1 and power consumption is \( p_1 \). If \( 0 < r \leq c_2 \), then UE is always working in State 2 and has power consumption \( p_2 \). If \( r > c_2 \), then UE is always working in State 3 and has power consumption \( p_3 \). If \( c_2 < r < c_3 \) then there is buffer accumulation in State 2 and buffer emptying in State 3.

Accumulation time in State 2 is

\[
t_2 = \frac{B_{RLC}^T}{r - c_2}.
\]

(9)

Emptying time in State 3 is

\[
t_3 = \frac{B_{RLC}^T}{c_3 - r}.
\]

(10)

Finally, power consumption for the ideal TSM is:

\[
P = \begin{cases}
    p_1, & \text{if } r = 0, \\
    p_2, & \text{if } 0 < r \leq c_2, \\
    \frac{t_2}{t_{inact}} \cdot p_2 + \frac{t_2}{t_{act}} \cdot p_3, & \text{if } c_2 < r < c_3, \\
    p_3, & \text{otherwise}.
\end{cases}
\]

(11)

Theorem 1. The state machine described above is a solution of the optimization task (8) for data source bit rate \( r \in (c_2, c_3) \).

Proof. From (11) it follows that for ideal TSM the channel rate \( c = r \) for \( r \in (c_2, c_3) \). Let us assume that another TSM with power consumption \( P' < P \) exists. It is possible only if accumulation time \( t_2 \) in State 2 for this TSM is more than the accumulation time \( t_2 \) in State 2 for ideal TSM. But in this case channel rate \( c' \) for this TSM will be less than \( r \). It means that this TSM does not exist. □

5.2. Power consumption for the 3GPP transition state machine

The ideal TSM can be used to select the parameters for 3GPP TSM [29]; \( B_{RLC}^T \) which was defined in previous subsection and timer \( T_s \). Then 3GPP TSM differs from the ideal TSM only in State 3, that can be described as follows (see Fig. 4):

**State 3 (Cell_DCH).**
If \( r < c_2 \) more than \( T_3 \) sec, then go to State 2, else go to State 3.

If data rate \( r = 0 \), then UE is always working in State 1 and power consumption is \( p_1 \). If \( 0 < r \leq c_2 \), then UE is always working in State 2 and has power consumption \( p_2 \). If \( r > c_2 \), then UE is always working in State 3 and has power consumption \( p_3 \). If \( c_2 < r < c_3 \) then there is buffer accumulation in State 2 and buffer emptying in State 3. Finally, a power consumption model for 3GPP TSM is given by (11) with accumulation time in State 2.

![Fig. 4. 3GPP transition state machine.](image-url)
in [24] and compared with TSM with proposed parameters selected using (13) for constant bit rate data. In fact, the parameters depend on the operator; some additional data and discussions could be found in [30]. These figures illustrate that with the proposed parameter selection the power consumption is growing linearly with the growth of bit rate, which allows a significant decrease of uplink power consumption of UE.

5.3. Parameter selection taking signaling traffic into account

As was mentioned in Section 3, one of the problems for 3G networks is the increasing amount of the signaling traffic [31,32,24], as each time UE moves between the various RRC states it exchanges signaling messages with the mobile network for mobility and radio resource management. In this subsection we show the possibility of controlling the total signaling traffic on the base station.

Let us define $n_{23}$ as the number of signaling messages needed to be transmitted from UE to base station for the transition from State 2 to State 3 and $n_{32}$ as the one needed for the transition from State 3 to State 2 and $n_s$ as the number of signaling messages per second for UE. Then, optimization task (8) can be modified as follows:

\[
\begin{align*}
\text{minimize } P, \\
\quad c \geq r, \\
\quad n_s \leq N_s',
\end{align*}
\]

where $N_s' > 0$ is a maximum allowed number of signaling messages per second for UE.

If $C_2 < r < C_3$ the UE works in State 2 and State 3 only. In case of constant bit rate transmission all working time can be divided into the equal intervals $t_2 + t_3$ seconds (see Fig. 7). The number of transmitted signaling messages in each interval is a sum of transition signaling messages for both states $n_{23} + n_{32}$. Therefore the number of signaling messages per second can be calculated as

\[
n_s = \frac{n_{23} + n_{32}}{t_2 + t_3} \leq N_s'.
\]

Combining (9), (10) and (15), it follows:

\[
B_{RLC}^T = \frac{(n_{23} + n_{32}) \cdot (r - C_2) \cdot (C_3 - r)}{N_s' \cdot (C_3 - C_2)}.
\]

The maximum needed $B_{RLC}^T$ is

\[
\max B_{RLC}^T = \frac{(n_{23} + n_{32}) \cdot (C_3 - C_2)}{4 \cdot N_s'}.
\]

From (17) follows that 3GPP TSM is a solution of (14) if

\[
\begin{align*}
B_{RLC}^T &= \frac{(n_{23} + n_{32}) \cdot (C_3 - C_2)}{4 \cdot N_s'}, \\
T_3 &= \frac{B_{RLC}^T}{C_3 - r}.
\end{align*}
\]

In case of constant bit rate data transmission, (18) allows to control the total network signaling traffic on the base station by selecting $N_s'$ for each UE.

5.4. Parameter selection taking signaling traffic and UE buffer size restrictions into account

In real applications the UE buffer size can be limited depending on device properties. In this case, it is important to comply with this limitation while choosing the parameters for the transmission in the proposed method. Taking into account buffer size restrictions, the optimization task (14) can be modified as follows:
Taking into account buffer size restrictions, the working time of UE in State 2 is

\[ t_2 = \frac{B_{\text{RLC}}^{\text{max}}}{r - c_2} \]  

(20)

At the same time the working time of UE in State 3 can be written as

\[ t_3 = \frac{B_{\text{RLC}}^{\text{max}}}{c_5 - r} + \Delta t_3, \]  

(21)

where \( \Delta t_3 \geq 0 \) is an additional time needed to provide the maximum allowed number of signaling messages per second \( N_s^s \).

Taking into account (15), (20) and (21), the additional time has to satisfy the following inequality:

\[ \Delta t_3 \geq \frac{n_{s2} + n_{s3}}{N_s} - \frac{B_{\text{RLC}}^{\text{max}}}{r - c_2} - \frac{B_{\text{RLC}}^{\text{max}}}{c_5 - r}. \]  

(22)

To minimize the power consumption and provide \( c = r \) the inequality in (22) should be written as equality. As a result, for \( c_2 < r < c_5 \) 3GPP TSM will be a solution of (19) if

\[
\begin{aligned}
& B_{\text{RLC}}^{\text{RLC}} = \frac{B_{\text{RLC}}^{\text{max}}}{c_5 - r}, \\
& T_3 = \frac{B_{\text{RLC}}^{\text{max}}}{c_5 - r} + \max \left\{ \frac{n_{s2} + n_{s3}}{N_s}, \frac{B_{\text{RLC}}^{\text{max}}}{r - c_2} - \frac{B_{\text{RLC}}^{\text{max}}}{c_5 - r} \right\}.
\end{aligned}
\]  

(23)

Figs. 8 and 9 show the comparison between the power consumption for systems with TSM without any restrictions and with different buffer limitations. Formula (23) shows that with the increase of restricted \( N_s^s \) the time portion of working in State 2 becomes closer to the maximum possible value without restrictions (18). For low values of \( N_s^s \) there is an opposite situation, and the UE should stay longer in State 3, therefore the gain in power consumption savings is lower. For \( N_s^s = 2 \) only the curve for \( B_{\text{RLC}}^{\text{RLC}} = 200 \text{ kB} \) differs from the one without restrictions. That means the value of \( N_s^s \) is high enough to adapt the parameter values, unless the buffer becomes too small to keep the UE in State 2 long enough. Thus, the result of the gain in power consumption savings with buffer restrictions depends on the current situation in the network and limitations on \( N_s^s \), imposed by the network operator.

5.5. Parameter selection taking signaling traffic and buffering latency restrictions into account

Another important restriction is buffering latency \( \Delta T \), which has a significant meaning for real-time wireless communications. Necessary requirement for conversational services is an end-to-end delay smaller than 250 ms [33], but, according to [34], the desired delay in real time video applications is approximately 40 ms. For non-real-time video applications the limit value is higher and should not be greater than 10 s, as stated in [35]. This limitation for buffering latency also influences our method for efficient power savings.

Taking buffering latency restriction into account, the optimization task (14) can be modified as follows:
minimize $P$,
\[ c \geq r, \]
\[ n_s \leq N_s^*, \]
\[ \Delta T \leq L, \]  
(24)

where $L$ is a buffering latency restriction.

Taking this restriction into account, the working time of UE in State 2 is
\[ t_2 = L. \]
(25)

At the same time the working time of UE in State 3 can be written as
\[ t_3 = \frac{L \cdot (r - c_2)}{c_3 - r} + \Delta t_3, \]
where $\Delta t_3 \geq 0$ is an additional time needed to provide the maximum allowed number of signaling messages per second $N_s^*$. Taking (15) into account, $\Delta t_3$ has to satisfy the following inequality:
\[ \Delta t_3 \geq \frac{n_{s2} + n_{s3}}{N_s^*} - L \cdot \frac{(r - c_2)}{c_3 - r}. \]
(27)

In order to minimize the power consumption and provide $c = r$, the inequality in (27) should be written as equality. As a result, for $c_2 < r < c_3$ 3GPP TSM will be a solution of (24) if
\[
\begin{align*}
    B_{RRC}^T &= L \cdot (r - c_2), \\
    T_3 &= \frac{n_{s2} + n_{s3}}{N_s^*} - \frac{L \cdot (r - c_2)}{c_3 - r} + \max \left\{ 0, \frac{n_{s2} + n_{s3}}{N_s^*} - L \cdot \frac{(r - c_2)}{c_3 - r} \right\}. \quad \text{(28)}
\end{align*}
\]

Figs. 10 and 11 show the comparison between the power consumption for system with TSM without any restrictions and TSM with different latency limitations. As in the case with buffer limitations, (28) shows that with the increase of $N_s^*$, the time portion of working in State 2 can come closer to the maximum possible value without restrictions, defined by (18). Instead, low values of $N_s^*$ mean that the UE will work more in State 3, and there is a smaller gain in power consumption savings compared to the case without any restrictions. For $N_s^* = 2$ a significant gain can be obtained for latencies bigger than 5 s. On one hand, this is caused by the fact that limitation on latency allows for UE to stay in State 2 long enough to achieve the decrease of power consumption. At the same time, due to a reasonably high value of $N_s^*$, the UE can also move to State 3 and come back to State 2 after transmission often enough. So, generally speaking for the case with latency restrictions, as well as for the case with buffer limitations, the resulting gain in power consumption savings depends on the limitations on $N_s^*$.

6. Energy efficient constant bit rate video transmission over 3GPP networks

In this section the analysis of video transmission over 3G networks is presented. We are focusing our research on power consumption of constant bit rate video only. One source of constant bit rate video data is a single-layer codec with rate control mechanism that helps to achieve constant bit rate of the compressed video data [36,37]. Constant bit rate transmission of variable bit rate stored video may be performed e.g. with the optimal choice of buffer size [38].

The system in general can operate as described on the Fig. 12. The UE decides the power saving mode according to its needs, and based on it the power saving controller chooses the optimal video bit rate, as demonstrated later in this section. At the same time, power saving controller finds the optimal parameters for RRC state machine, as described in Section 5. Based on the given video bit rate, the video rate controller defines the compression parameters, which are used for encoding the video source. After this the compressed bit stream is ready for the transmission with optimal TSM parameters, providing the necessary level of power consumption for the UE.
Another approach considers the use of scalable video coding (e.g. Scalable Extension of H.264/AVC [39]), with further extraction of the necessary amount of data under bit rate constraints (at the same time, possibly maximizing quality) [40]. The latter approach can practically be used in hybrid video surveillance systems, consisting of a camera that records video data in a scalable format and a transmission terminal that is used for the delivery of the encoded video data. For power saving reasons, in case of no motion detection, the camera can transmit the base layer only. When the motion is detected, the camera starts transmitting several (up to all) quality layers of the video sequence, thus increasing the power consumption of the mobile terminal.

In this section we evaluate the necessary amount of power for the video transmission for different levels of video quality. For practical experiments the H.264/AVC scheme in reference software JM codec v.16.2 [41] was used. Experimental results were obtained for several test video sequences: “Hall monitor”, “Foreman”, “Soccer” and “Akiyo” at QCIF (176 × 144) resolution, 15 Hz, 300 frames and CIF (352 × 288) resolution, 30 Hz, 300 frames, and also “Crew” at QCIF, CIF and SD (704 × 576, 30 Hz, 300 frames) resolutions. The following GOP structure was used: IPPP, GOP size = 16.

Using the JM codec, we obtained the rate-distortion performance on the test video sequences, shown on Figs. 13 and 14. Using the analysis, provided in Sections 4 and 5, it is possible to evaluate the power consumption for uplink transmission taking different restrictions into account, as it was done, for example, on Figs. 8–11. Thus, we know the dependency between the power consumption and the transmission rate. Combining these results and the rate-distortion performance, results demonstrating the trade-off between video quality and power consumption can be obtained.

We used Figs. 13 and 14 and the power consumption for TSM with proposed parameters without any restrictions (Fig. 5) to obtain Figs. 15–17. Similar results can be obtained if using power consumption for TSM with proposed parameters used for Fig. 6. They illustrate that, due to the combination of the proposed TSM parameter selection with a video encoder providing constant bit rate, it is possible to adapt the level of the power consumption based on the requirements.

Fig. 13 shows the PSNR of the luminance component vs. bit rate for four standard CIF test video sequences. Fig. 14 shows the PSNR of the luminance component vs. bit rate for one test sequence “Crew” in three different resolutions. As the content/resolution of these sequences varies (e.g. slow motion for “Akiyo” and fast motion for “Soccer”, or, for example, QCIF and CIF resolutions for “Crew”), the performance of the video codec is also different. As a consequence, the same video quality for different sequences can be obtained at different bit rates.

As illustrated on Figs. 15 and 16, more power may be needed for the transmission of one sequence with a certain quality than for another sequence with the same level of quality. For example, for a quality level around 36 dB, approximately 450 mW will be needed for “Hall monitor” compared to 590 mW for “Soccer”. A similar example can be found for “Crew” sequence, when the transmission in QCIF resolution with quality around 36 dB will require 440 mW compared to approximately twice as much power for SD resolution. That means, that it is possible to control the power consumption of the UE, by defining the required level of video quality for a particular sequence.
In fact, for some applications it would make sense to define the range of desired or acceptable quality (e.g. 30–40 dB for video transmission [42]), so that no additional power is spent for the unnecessary improvement of the video quality. Thus, for the provided data on Figs. 13 and 15, it could be beneficial to restrict the quality for “Akiyo” to say 45 dB, and, in case of transmission of several sequences, spend the saved power on other sequences. So, we suggest that a cross-layer strategy to optimize the power and quality performances should be sequence-dependent.

As we consider the case of restricted power consumption, we try to maximize quality within these constraints. Fig. 17 shows the gain in the video quality vs. power consumption for the 3GPP and proposed TSMs for “Foreman” video sequence in CIF resolution. For the 3GPP TSM it is possible to achieve only a small gain in power consumption savings even for a significant decrease in a bit rate. The proposed state machine uses the information about the bit rate and optimizes the parameters, as was described in Section 5, so that a significant gain in power savings is achieved (up to two times for low PSNR values for the sequence “Foreman”). The proposed approach can be used for adaptive power control for the mobile device. Depending on the power resources, the transmitting device can decrease/increase the power consumption by varying the quality of the transmitted video data. For example, if it is necessary to have the high level of power savings or the transmission will last a long time, a mobile device can switch to the energy saving mode. But if there is no need for power savings on the device in the current moment, it can work with the highest quality of the video data.

7. Conclusion

In this paper we have considered the power consumption of data transmission over 3G networks for smartphones. The first part of the analysis is related to the states in RRC in general. We have proposed a power consumption model based on our experimental results on a smartphone Nokia N900, taking into account packet size and transmission intervals. Our model provides a better approximation to the experimental results than the referenced model based on data rate. The second part of the paper discussed the uplink power consumption analysis of the transition state machine. We proposed a method for parameter selection for the 3GPP transition state machine that allows to significantly decrease the uplink power consumption on the mobile device taking signaling traffic, buffer size and latency restrictions into account. Furthermore, we presented an analysis of power consumption for constant bit rate video transmission in 3G networks. We achieved a gain in power consumption vs. PSNR for transmitted video of our proposed method over the one used currently in 3GPP. Our results demonstrate that, depending on the requirements for power consumption, a mobile device can balance the video quality and transmission power, permitting to perform adaptive power management. Moreover, this work can be further extended to the LTE systems, as also there a TSM exists with a low latency for transition between idle and connected states [43]. Thus, a similar approach can be applied for energy savings in LTE.
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