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Topology optimisation for natural convection problems

Joe Alexandersen*†, Niels Aage, Casper Schousboe Andreasen and Ole Sigmund

Department of Mechanical Engineering, Solid Mechanics, Nils Koppels Allé, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark

SUMMARY

This paper demonstrates the application of the density-based topology optimisation approach for the design of heat sinks and micropumps based on natural convection effects. The problems are modelled under the assumptions of steady-state laminar flow using the incompressible Navier-Stokes equations coupled to the convection-diffusion equation through the Boussinesq approximation. In order to facilitate topology optimisation, the Brinkman approach is taken to penalise velocities inside the solid domain and the effective thermal conductivity is interpolated in order to accommodate differences in thermal conductivity of the solid and fluid phases. The governing equations are discretised using stabilised finite elements and topology optimisation is performed for two different problems using discrete adjoint sensitivity analysis. The study shows that topology optimisation is a viable approach for designing heat sink geometries cooled by natural convection and micropumps powered by natural convection. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Natural convection is an interesting and important phenomenon where fluid motion is induced due to spatial differences in the buoyancy force. These differences can be due to variations in concentration or temperature, among others. The most often considered type of natural convection is that due to temperature differences leading to variations in the fluid density, which is the type treated in this paper. Natural convection is a strongly coupled phenomenon where the temperature field induces fluid motion, which affects the temperature field through the convection of heat. Natural convection can thus be exploited for either the convective cooling effect, as is the case in e.g. electronics cooling [1], or the fluid motion induced through differences in buoyancy [2].

Structural optimisation is the classical engineering discipline of modifying the design of a structure in order to improve its performance with respect to some desirable behaviour. Simple, yet effective, structural optimisation techniques, such as size and configuration optimisation, are frequently applied to the design of heat sinks in electronics cooling. For instance, Morrison [3] optimises plate fin heat sinks in natural convection using a downhill simplex method and empirical correlations. Morrison considers the fin thickness, fin spacing and backplate thickness as design variables. Bahadur and Bar-Cohen [4] optimise staggered pin fin heat sinks for natural convection
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cooled microprocessor applications using analytical equations. Here the design variables considered are pin height, diameter and spacing. Simple forms of optimisation have likewise been applied to the design of buoyancy-driven PCR-reactors (polymerase chain reaction) by e.g. changing the aspect-ratios of reactor cylinders [5] or the diameter, length and configuration of closed-looped channel systems [2].

While these traditional optimisation techniques can provide significant improvements to existing designs, they are all limited in the design freedom as an a priori determined initial design must be supplied. This is where the topology optimisation method triumphs by having the possibility to find unintuitive and unanticipated designs. Topology optimisation as it is known today was pioneered by Bendsøe and Kikuchi [6] as a material distribution method for finding an optimal structural layout, for a given problem subject to design constraints. The most popular numerical method for topology optimisation, now known as the density or SIMP (solid isotropic microstructure with penalisation) approach, was developed concurrently to the homogenisation approach [6]. The SIMP approach was originally suggested by Bendsøe [7] and used extensively by Zhou, Rozvany and coworkers [8, 9]. Although the topology optimisation method originated and gained maturity within structural mechanics, the method has since been extended to a wide range of physics, such as acoustics [10], photonics [11], fluidics [12] and many more.

One of the extensions of the density-based topology optimisation method has been to purely conductive heat transfer [13, 14]. In order to take the heat transfer to an ambient fluid into account in the design process, a constant out-of-plane convection coefficient has been applied in many works for two-dimensional problems, e.g. [15]. For plane problems where the out-of-plane dimension is small, the in-plane convection is therefore neglected. However, in order to include the design-dependent effects of in-plane convective heat transfer, a common extension is to introduce some form of interpolation of the convection boundaries\(^1\). Yin and Anathasresh [16] used a density-based peak interpolation function, Yoon and Kim [17] introduced a special type of parameterised connectivity between elements, Bruns [18] suggested to interpolate the convection coefficient as a function of the density-gradient and Iga et al. [19] used a density-based smeared-out Hat-function, which also tried to take variation in the strength of the convective heat transfer into account. Another approach, has been to track the boundary implicitly using the levelset approach to topology optimisation [20].

A common feature of the above works, except reference [19], is that while the dependency of the convective heat transfer on the exposed surface area is taken into account, a single constant convection coefficient, \(h\), is assumed and applied on all convection boundaries. It is standard engineering practice to assume an average/effective convection coefficient and apply it in analysis, but these values are often taken from tables of empirical data or empirical models for very specific types of problems. During the topology optimisation process, the design changes and thereby the interaction with the ambient fluid changes. This, along with the fact that topology optimisation often leads to unanticipated designs, makes it hard to justify the application of a predetermined and constant convection coefficient based on empirical assumptions. This is one of the reasons for why it is necessary to extend topology optimisation to problems where both the solid and the ambient fluid is modelled, as will be discussed below.

Topology optimisation for fluid flow problems was pioneered for Stokes flow by Borrvall and Petersson [12]. They achieved control of the topology of a solid domain in Stokes flow by the introduction of a friction term based on lubrication theory, yielding the generalised Stokes equations. The same methodology was later extended to the Navier-Stokes equations [21, 22]. The friction term has later become somewhat decoupled from lubrication theory and now constitutes the Brinkman approach to fluid topology optimisation, where the friction term can be seen as that arising from the introduction of an idealised porous medium. The Brinkman approach has since been used for transport problems [23], reactive flows [24], transient flows [25, 26], fluid-structure interaction [27] and flows driven by constant body forces [28]. Alternatives to Brinkman penalisation exists in the

\(^1\)This is necessary in order to treat fully three-dimensional problems, but this has to the authors’ knowledge not been demonstrated in the literature.
literature: Guest and Prevost [29] utilised the interpolation between two physical models, namely the Darcy and Stokes equations, and the levelset approach to topology optimisation has also been applied to fluid flow problems [30, 31], recently also in combination with the extended finite element method (X-FEM) [32].

With the possibility of performing topology optimisation of heat conduction problems as well as fluid problems, the logical next step is coupling these to perform topology optimisation of multiphysics convection-diffusion problems. The difference in thermal conductivity of the solid and fluid domains is extremely important to take into account when dealing with problems where the temperature field inside the solid is of interest, which is the case for e.g. heat sinks. Many papers either concentrate on the temperature distribution of the fluid itself, e.g. [23], ignore the temperature problem in the solid domain [33] or ignore the differences in thermal conductivity, e.g. [34]. However, there are several notable papers taking the difference into account. Yoon [35] interpolates the conductivity and other parameters in order to design heat dissipating structures subjected to forced convection. Dede [36] presented results for jet impingement surface cooling problems using linear interpolation for the thermal conductivity. Lee [37] interpolates the conductivity and presents many interesting results for the design of convective cooling systems. McConnel and Pingen [38] interpolates the thermal diffusivity for the design of layered pseudo-3D problems using the Lattice-Boltzmann-Method. Marck et al. [39] presented topology optimisation of multi-objective heat exchanger problems using the finite volume method. Lastly, Koga et al. [40] recently presented optimisation and experimental results for a water-cooled device for compact electronic components.

The above references on convective heat transfer problems are all concerned with forced convection, where the fluid motion is driven by e.g. a fan, pump or pressure-gradient, as illustrated in figure 1a. This work applies topology optimisation to natural convection problems, where the fluid motion is governed by differences in buoyancy arising from temperature gradients. This means that the state problem is fully coupled, where the temperature field gives rise to fluid motion as well as the fluid motion affecting the temperature field through convection, as can be seen in figure 1b. To the authors’ knowledge this has not been done before in the published literature. The developed methodology is applied to both a heat sink problem, where the solid temperature field is in focus, and a micropump problem, where the fluid velocity is in focus.

The paper is organised as follows: Section 2 describes the governing equations and assumptions, section 3 describes the stabilised finite element formulation, section 4 introduces the topology optimisation problem and methodology and section 5 covers the details of the implementation. Finally, section 6 presents numerical design examples and section 7 contains a discussion and conclusions.

Figure 1. Illustration of a metallic block subjected to different heat transfer mechanisms in the surrounding fluid. Subfigure (a) shows forced convection with a cold flow entering at the left-hand side. Subfigures (b) and (c) show natural convection and pure diffusion, respectively, due to cold upper and side walls.
2. GOVERNING EQUATIONS

Figure 2 shows an arbitrary domain consisting of a solid domain, \( \Omega_s \), engulfed by a fluid domain, \( \Omega_f \). The total domain is enclosed and thus a no-slip condition, \( u_i = 0 \), exists at all external boundaries, where \( u_i \) is the fluid velocity field. The possible thermal boundary conditions are also shown, which include a specified temperature, \( T_D \), and a specified heat flux, \( f_n \). The acceleration due to gravity is characterised by the vector \( g \).

Throughout this paper, the flows are assumed to be steady and laminar. The fluid is assumed to be incompressible, but bouyancy effects are taken into account through the Boussinesq approximation, which introduces variations in the fluid density due to temperature gradients. In order to facilitate the topology optimisation of fluid flow, a Brinkman friction term is introduced.

2.1. Incompressible and isothermal flow

Under the assumption of constant fluid properties, incompressible, isothermal and steady flow and neglecting viscous dissipation, the set of equations governing the conservation of momentum, mass and energy for incompressible isothermal steady-state fluid flow are:

\[
\begin{align*}
\rho u_j \frac{\partial u_i}{\partial x_j} - \frac{\partial \sigma_{ij}}{\partial x_j} &= s_i + \rho g_i \quad \text{in } \Omega_f \\
\frac{\partial u_i}{\partial x_i} &= 0 \quad \text{in } \Omega_f \\
\rho c_p u_j \frac{\partial T}{\partial x_j} - k_f \frac{\partial^2 T}{\partial x_j \partial x_j} &= s_T \quad \text{in } \Omega_f
\end{align*}
\]

where \( \rho \) is the fluid density, \( c_p \) is the fluid specific heat capacity under constant pressure, \( k_f \) is the fluid thermal conductivity, \( T \) is the temperature field, \( x_i \) is the spatial coordinate, \( s_i \) is a momentum source term, \( s_T \) is a volumetric heat source term, and \( \sigma_{ij} \) is the simplified fluid stress tensor given by:

\[
\sigma_{ij} = -\delta_{ij} p + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

where \( p \) is the pressure, \( \mu \) is the fluid dynamic viscosity, and \( \delta_{ij} \) is the Kronecker delta.

Equation (1) describes the convection and diffusion of momentum, equation (2) enforces an incompressible and divergence free flow and equation (3) describes the convection and diffusion of thermal energy quantified by the temperature.
2.2. The Boussinesq approximation

In order to include buoyancy effects due to temperature differences in the fluid, the Boussinesq approximation will be introduced. It is assumed that the density variations are assumed to be small enough so that they are only important in the volumetric gravity force, which can be written as:

$$\rho g_i = \rho_0 g_i + (\rho - \rho_0) g_i$$  \hspace{1cm} (5)

where $\rho_0$ is a reference fluid density. By assuming only small temperature differences, the density is approximated as a linear function of the temperature around the reference fluid density. This yields the Boussinesq approximation:

$$\rho g_i \approx \rho_0 g_i (1 - \beta (T - T_0))$$  \hspace{1cm} (6)

where $\beta$ is the coefficient of thermal volume expansion and $T_0$ is the temperature corresponding to the reference density. Inserting equation (6) into equation (1) yields the set of equations governing the conservation of momentum, mass and energy for incompressible steady-state fluid flow taking buoyancy effects into account:

$$\rho_0 u_j \frac{\partial u_i}{\partial x_j} - \frac{\partial \sigma_{ij}}{\partial x_j} = s_i - \rho_0 g_i \beta (T - T_0) \hspace{1cm} \text{in} \ \Omega_f$$  \hspace{1cm} (7)

$$\frac{\partial u_j}{\partial x_j} = 0 \hspace{1cm} \text{in} \ \Omega_f$$  \hspace{1cm} (8)

$$\rho_0 c_p u_j \frac{\partial T}{\partial x_j} - k_f \frac{\partial^2 T}{\partial x_j \partial x_j} = s_T \hspace{1cm} \text{in} \ \Omega_f$$  \hspace{1cm} (9)

where the constant gravitational body force, in equation (6), has been absorbed into the pressure, by using the fact that gravity is a conservative force and it therefore can be represented as the gradient of a scalar quantity, modifying the pressure to include the so-called "gravitational head".

2.3. Dimensionless form

The dimensionless form of the governing equations are used as a basis for the finite element formulation described in section 3. The following relations are used to non-dimensionalise the governing equations:

$$u_i = U u_i^*$$  \hspace{1cm} (10)

$$x_i = L x_i^*$$  \hspace{1cm} (11)

$$p = \rho_0 U^2 p^*$$  \hspace{1cm} (12)

$$s_i = \rho_0 U^2 L s_i^*$$  \hspace{1cm} (13)

$$T = \Delta T T^* + T_0$$  \hspace{1cm} (14)

$$s_T = \rho_0 c_p \Delta T U L s_T^*$$  \hspace{1cm} (15)

where $U$ is a reference velocity, $L$ is a reference length, $\Delta T$ is a reference temperature difference and all variables marked with an asterisk are dimensionless quantities. As this paper deals with pure natural convection problems, where there is no forcing velocity present, the reference velocity $U$ is defined as the diffusion velocity:

$$U = \frac{\Gamma}{L}$$  \hspace{1cm} (16)

where $\Gamma$ is the thermal diffusivity of the fluid, defined as:

$$\Gamma = \frac{k_f}{\rho_0 c_p}$$  \hspace{1cm} (17)
By combining equations (4), (7-9) and (10-15) and collecting the coefficients, the final dimensionless governing equations become:

$$u_j \frac{\partial u_i}{\partial x_j} - Pr \frac{\partial}{\partial x_j} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \frac{\partial p}{\partial x_i} = s_i - GrPr^2 e_i^g T$$

in $\Omega_f$ (18)

$$\frac{\partial u_j}{\partial x_j} = 0$$

in $\Omega_f$ (19)

$$u_j \frac{\partial T}{\partial x_j} - \frac{\partial^2 T}{\partial x_j \partial x_j} = s_T$$

in $\Omega_f$ (20)

where $Pr$ is the Prandtl number, $Gr$ is the Grashof number, $e_i^g$ is the unit vector in the gravitational direction and the asterisks denoting dimensionless quantities have been dropped for convenience.

The Prandtl number is defined as:

$$Pr = \frac{\nu}{\Gamma}$$

where $\nu = \frac{\mu}{\rho_0}$ is the kinematic viscosity, or momentum diffusivity. The Prandtl number is defined from fluid material constants and describes the ratio between the momentum and thermal diffusivities of the fluid and, thus, the relative spreading of viscous and thermal effects. For $Pr$ below unity, diffusion is more effective for heat transfer than momentum transfer and vice versa for $Pr$ above unity. Liquid metals have small $Pr$, gases slightly less than unity, light liquids somewhat higher than unity and oils very large $Pr$. The same flow can thus exhibit vastly different heat transfer characteristics for fluids of different Prandtl numbers.

The Grashof number is defined as:

$$Gr = \frac{g \beta \Delta T L^3}{\nu^2}$$

and thus describes the ratio between the buoyancy and viscous forces in the fluid. The Grashof number is therefore used to describe to what extent the flow is dominated by natural convection or diffusion. For low $Gr$ the flow is dominated by viscous diffusion and for high $Gr$ the flow is dominated by natural convection.

There exists two critical limits when it comes to natural convection. The first corresponds to the transition from a static state, where the fluid remains still because the buoyancy forces are not large enough to trigger fluid motion, to a state with fluid motion. The second corresponds to the transition from laminar to turbulent natural convection. The problems in this paper are assumed to be in the interval between these two critical points and thus exhibit laminar fluid motion. There has been some investigation into these critical limits, for instance for a cylinder heated from below where the critical Grashof numbers are $Gr_{c,1}Pr \approx 5 \cdot 10^3$ and $Gr_{c,2}Pr \approx 10^5$ for an aspect ratio of 1 [41]. However, these critical limits are highly dependent on the geometry and boundary conditions and can thus not be used to validate the assumptions for the complex and changing geometries that can arise during topology optimisation. This would require experimental investigations for the specific problem and that is beyond the scope of this paper.

### 2.4. Brinkman friction term

The Brinkman friction term is introduced in order to facilitate the topology optimisation of fluid flow problems [12]. The Brinkman friction term is a velocity-dependent momentum-sink term and represents the friction force exerted on a fluid flow when passing through an idealised porous medium. The Brinkman friction term is defined as:

$$s_i = -\alpha u_i$$

where $\alpha$ is the effective inverse permeability of the porous medium. It is defined as:

$$\alpha = \frac{Pr}{Da}$$
where $Da$ is the Darcy number. The Darcy number is defined as the dimensionless permeability of the porous medium:

$$Da = \frac{\kappa}{L^2}$$  \hfill (25)

where $\kappa$ is the dimensional permeability of the porous medium and $L$ is the reference lengthscale from the non-dimensionalisation process, equation (11).

In order to effectively simulate an immersed solid body inside of a fluid flow, one would ideally set $\alpha = \infty$, or $Da = 0$, inside the solid domain in order not to allow fluid to pass through it at all. However, this is not possible numerically and a large value, $\alpha \gg 1$, is therefore used instead. This value has to be chosen carefully and must be sufficiently large to ensure negligibly small velocities in the solid domain, while small enough so as to ensure numerical stability and stable optimisation convergence. Throughout this paper, $\alpha$ is set to zero in the fluid parts of the domain, recovering the original Navier-Stokes equations with Boussinesq approximation. This is equivalent to assuming an infinite domain in the out-of-plane direction for the two-dimensional problems considered.

2.5. Thermal conduction in a solid

The heat transfer through a solid is governed by the diffusion, or conduction, process. The steady-state governing equation for the heat transfer within a solid, the heat conduction equation, is thus very similar to the fluid equivalent, except for the lack of a convective term:

$$- k_s \frac{\partial^2 T}{\partial x_j \partial x_j} = s_T \text{ in } \Omega_s$$  \hfill (26)

where $k_s$ is the thermal conductivity of the solid material. By non-dimensionalising the conduction equation using the relations in equations (11), (14-15) and (16), the following dimensionless equation is obtained:

$$- \frac{1}{C_k} \frac{\partial^2 T}{\partial x_j \partial x_j} = s_T \text{ in } \Omega_s$$  \hfill (27)

where:

$$C_k = \frac{k_f}{k_s}$$  \hfill (28)

is the ratio between the thermal conductivities of the fluid and solid materials.

Equations (20) and (27) can thus be collected to a single unifying equation:

$$u_j \frac{\partial T}{\partial x_j} - K(x) \frac{\partial^2 T}{\partial x_j \partial x_j} = s_T \text{ in } \Omega_f \cup \Omega_s$$  \hfill (29)

where it is assumed that the velocities $u_j$ are zero in $\Omega_s$ and $K(x)$ is the effective conductivity given by:

$$K(x) = \begin{cases} 1 & \text{if } x \in \Omega_f \\ \frac{1}{\kappa} & \text{if } x \in \Omega_s \end{cases}$$  \hfill (30)

In practice, the assumption of zero velocities is approximately fulfilled by penalising the velocities inside the solid domain, $\Omega_s$, using the Brinkman friction term.

3. FINITE ELEMENT FORMULATION

The governing equations are discretised using stabilised bilinear quadrilateral finite elements. The standard Galerkin finite element method runs into problems when used with certain unstable combinations of finite element spaces for velocity and pressure, as well as for convection-dominated problems. The addition of stabilisation terms to the weak form equations are therefore neccessary to ensure smooth non-oscillatory solutions.

The Pressure Stabilising Petrov-Galerkin (PSPG) method is used in order to allow for the use of equal-order interpolation for the velocity and pressure fields. The PSPG stabilisation was
first introduced for the Stokes equations by Hughes et al. [42] and later generalised for the incompressible Navier-Stokes equations by Tezduyar et al. [43] and has since seen widespread use in the finite element modelling of fluid flow. The PSPG stabilisation affects the discrete continuity equation and allows otherwise unstable elements to circumvent the Ladyzhenskaya-Babuska-Brezzi (LBB), or inf-sup, stability condition for the finite element spaces [42]. This condition is satisfied by a range of different combinations of finite element spaces, such as second-order and first-order interpolation for the velocity and pressure fields, respectively. But using higher-order elements for topology optimisation quickly becomes computationally expensive, as here one ideally wants to refine the mesh quite heavily in order to capture the design with a high resolution.

Furthermore, the Streamline-Upwind Petrov-Galerkin (SUPG) method, as presented by Brooks and Hughes [44], is used in order to suppress oscillations in the velocity and temperature fields due to sharp solution gradients in the streamline direction, which often arise in convection-dominated problems due to downstream boundary conditions. The SUPG stabilisation method can be seen as a generalisation of upwinding schemes in finite difference and finite volume methods, adding a carefully scaled amount of numerical diffusion in the streamline direction.

To obtain the finite element discretised equations, the weak form of the governing equations is found by multiplying the strong form, equations (18-20), with suitable test functions and integrating over the domain. The suitable finite dimensional spaces, \( U^h, S^h, W^h, \psi^h \) and \( Q^h \), are introduced and the discrete variational problem becomes:

Find \( u^h \in U^h, p^h \in Q^h \) and \( T^h \in S^h \) such that \( \forall w^h \in W^h, \forall q^h \in Q^h \) and \( \forall v^h \in \psi^h \):

\[
\int_{\Omega} w_i^h u_j^h \frac{\partial u_i^h}{\partial x_j} dV + \int_{\Omega} \frac{\partial w_i^h}{\partial x_j} \left( \frac{\partial u_i^h}{\partial x_j} + \frac{\partial u_j^h}{\partial x_i} \right) dV - \int_{\Omega} w_i^h \frac{\partial p^h}{\partial x_i} dV + \int_{\Omega} w_i^h c \alpha u_i^h dV + \\
+ \int_{\Gamma} w_i^h G r Pr R e^2 e_i^T dS \int_{\Gamma} w_i^h h_i dS + \sum_{e=1}^{N_e} \int_{\Omega_e} T_{SU} u_j^h \frac{\partial u_i^h}{\partial x_j} R_i^u(u^h, p^h, T^h) dV = 0
\]

(31)

\[
- \int_{\Omega} \frac{\partial q_i^h}{\partial x_i} dV + \sum_{e=1}^{N_e} \int_{\Omega_e} T_{PS} \frac{\partial q_i^h}{\partial x_i} R_i^u(u^h, p^h, T^h) dV = 0
\]

(32)

\[
\int_{\Omega} v_i^h \frac{\partial T_i^h}{\partial x_j} dV + \int_{\Omega} \frac{\partial v_i^h}{\partial x_j} \frac{\partial T_i^h}{\partial x_j} dV - \int_{\Omega} v_i^h s_i^h dV \\
\int_{\Gamma} f_i dS + \sum_{e=1}^{N_e} \int_{\Omega_e} T_{SU} u_j^h \frac{\partial u_i^h}{\partial x_j} R_T(u^h, T^h) dV = 0
\]

(33)

where \( h_i \) is the surface traction vector on the surface \( \Gamma_N^u \), \( f_i \) is the surface heat flux normal to the surface \( \Gamma_N^T \), \( R_i^u \) is the residual form of equation (18), \( R_T \) is the residual form of equation (20), \( T_{SU} \) is the SUPG stabilisation parameter for the momentum equation, \( T_{PS} \) is the PSPG stabilisation parameter and \( T_{SU} \) is the SUPG stabilisation parameter for the temperature equation. The stabilisation parameters are described in appendix A.

In order for the stabilised discrete weak form equations to be mathematically consistent with the original equations, the stabilisation terms are posed as dependent on the strong form residual. This is what makes them Petrov-Galerkin methods, where the test functions are perturbed. This ensures that a solution to the original problem remains a solution to the stabilised equations.
4. TOPOLOGY OPTIMISATION

Several optimisation problems are considered in this paper, so a general topology optimisation problem is defined as:

\[
\begin{align*}
\text{minimise:} & \quad f(\gamma, s) \\
\text{subject to:} & \quad g_i(\gamma, s) \leq 0 \quad \text{for } i = 1, ..., m \\
& \quad R(\gamma, s) = 0 \\
& \quad 0 \leq \gamma_i \leq 1 \quad \text{for } i = 1, ..., n_d
\end{align*}
\]

where \( \gamma \) is a vector of the \( n_d \)-number of design variables, \( s \) is a vector of the \( n_s \)-number of state field variables, \( f \) is the objective functional, \( g_i \) are the \( m \)-number of constraint functionals and \( R(\gamma, s) = M(\gamma, s) s - b(\gamma, s) \) is the residual of the discretised system of equations arising from equations (31 - 33). The optimisation problems are solved using the nested formulation, where the discretised system of equations for the state field is solved separately from the design problem.

4.1. Interpolation

The goal of topology optimisation is most often to end up with binary designs, that is where the design variables either take the value 0, representing solid, or 1, representing fluid. Thus, it is important that the physical modelling is correct for these two extremes in order for the final optimised design to be physically realistic. However, when performing topology optimisation with continuous variables, the interpolation between the two extremes is also of utmost importance. It can be discussed whether the intermediate regions, where the design variables take values between 0 and 1, should be physically realistic or not. But when the goal is to have binary designs, the most important thing is to make sure that the intermediate regions are unattractive with respect to the optimisation problem. This is usually done by penalising the intermediate densities with respect to the material parameters, such as impermeability and effective conductivity.

In order to minimise the number of physical properties to interpolate, the Boussinesq forcing term is left constant, with respect to design variable, throughout. This has worked very well for the heat sink problem, but difficulties were faced for the micropump problem, as will be discussed in sections 6 and 7.

The inverse permeability is interpolated using the following function:

\[
\alpha(\gamma) = \alpha + (\alpha - \alpha) \frac{1 - \gamma}{1 + q_\alpha \gamma}
\]

which is a reformulated version of the original convex interpolation function as laid out by Borrvall and Petersson in their seminal paper [12]. The convexity factor, \( q_\alpha \geq 0 \), determines the convexity of the function and can thus be adjusted to determine the effective inverse permeability for the intermediate design variables.

The difference in the thermal conductivities of the fluid and solid phases is included through interpolation of the effective conductivity, \( K \), which was defined in section 2.5. The effective conductivity is interpolated using the following function:

\[
K(\gamma) = \frac{\gamma(C_k(1 + q_f) - 1) + 1}{C_k(1 + q_f \gamma)}
\]

which is a RAMP-style function [45]. The convexity factor, \( q_f \geq 0 \), can be adjusted in order to penalise intermediate design variables with respect to effective conductivity and, thus, forcing the design variables towards the bounds of 0 and 1.

4.2. Adjoint sensitivity analysis

In order to apply gradient-based optimisation algorithms to the topology optimisation problem (34), the gradients of the objective functional and any given constraint functionals need to be known.
These gradients, also known as sensitivities, are here found using the discrete adjoint method, see e.g. [13, 46]. This gives rise to the following adjoint problem:

\[
\frac{\partial \mathbf{R}^T}{\partial s} \lambda = \frac{\partial \Phi}{\partial s} \tag{37}
\]

where \( \lambda \) is the vector of adjoint variables and \( \Phi \) is a generic functional that depends on the state and design variables, \( \Phi(\gamma, s) \). The sensitivities can easily be calculated as:

\[
\frac{d\Phi}{d\gamma} = \frac{\partial \Phi}{\partial \gamma} - \lambda^T \frac{\partial \mathbf{R}}{\partial \gamma} \tag{38}
\]

where \( \frac{d}{d\gamma} \) denotes the total derivative and \( \frac{\partial}{\partial \gamma} \) denotes the partial derivative. The partial derivatives of the objective function and residual vector, with respect to the design variables, are derived analytically.

It can be seen that the adjoint problem (37) depends on the transpose of the tangent system matrix of the original state problem. For many problems, e.g. linear elasticity and Stokes flow, this matrix is symmetric and the factorisation from solving the state problem can be reused. However, the FEM discretised flow equations result in an unsymmetric tangent system matrix and hence, the transposed matrix must be calculated and factorised before solving the adjoint problem. It is important to note that the adjoint problem is linear, even though the original state equations are non-linear.

It should be noted that sensitivities of all objective and general constraint functionals can be found using the above methodology. A new adjoint variable field is then introduced per functional and thus problem (37) needs to be calculated once per functional, where the factorised transposed tangent system matrix can be reused. In this paper, only a simple volume constraint is applied, which does not depend on the state field, and the sensitivities can therefore be derived analytically.

4.3. Density filter

Filtering is imposed for the topology optimisation problems with a thermal objective functional. This is done to solve issues with ill-posedness of the optimisation problem and also issues with lengthscale. Fluid flow problems where the objective is to minimise the dissipated energy are generally well-posed and no filtering is needed [12], but for structural mechanics and heat transfer problems so-called checkerboards may appear in the design solution [47]. Filtering is also used to introduce a lengthscale into the design. Mesh-dependency is a well-known issue in topology optimisation for conductive heat transfer and it has also been observed as an issue that thin solid members do not provide enough resistance to effectively inhibit the flow when using the Brinkman approach [32, 48], so imposing a minimum lengthscale can help on this issue.

In this work, the density filter [49, 50] is used, but there exists other methods to fix the complications listed above [13, 51]. The filtered relative densities are defined as a “weighted average” of the design variables of the elements within a predefined neighbourhood:

\[
N_e = \{ i \mid \|\mathbf{x}_i - \mathbf{x}_e\| \leq R \} \tag{39}
\]

where \( R \) is the filter radius and \( \mathbf{x}_i \) is the spatial location of the element \( i \).

It should be noted that the filtered relative densities, \( \tilde{\gamma}_i \), become the physically meaningful variables that now replace \( \gamma \) in the interpolation functions. The now non-physical design variables, \( \gamma \), are updated using the optimisation algorithm and therefore the sensitivities have to be updated using the chain rule:

\[
\frac{\partial \Phi}{\partial \gamma_e} = \sum_{i \in N_e} \frac{\partial f}{\partial \tilde{\gamma}_i} \frac{\partial \tilde{\gamma}_i}{\partial \gamma_e} \tag{40}
\]

Although filtering solves the problems of checkerboarding and mesh-dependent solutions, it also introduces a band around the edge of the solution where the design transitions from one phase to the other. This can be solved by using projection methods and robust formulations [51, 52] in order to
have crisp final designs with a clear separation between material and void. This is left as a subject for future work.

It is important to note that for all the figures showing the design fields, it is the physically relevant filtered relative densities, $\tilde{\gamma}$, that are shown.

5. IMPLEMENTATION

The finite element formulation explained in section 3 is implemented into DFEM [53] which is an object-oriented parallel finite element framework programmed in the C++ programming language [54].

The damped Newton method is used to solve the system of non-linear equations arising from equations (7-9) with a constant, experimentally predetermined, damping factor. The size of the damping factor depends on the non-linearity of the system and, thus, the Grashof number. Typically, for low Grashof numbers the full Newton step can be taken, whereas for higher Grashof numbers $20 - 60\%$ of the step is taken. The reasons why this simple approach is chosen instead of an elaborate update scheme is discussed in section 7. In order to ease the convergence of the non-linear solver for large Grashof numbers, the Grashof number is ramped from a low value and then increased during the non-linear iterations to the required value at intermediate stages of convergence. The multifrontal parallel direct solver MUMPS [55] is used to factorise and solve the linearised system of equations at each non-linear iteration.

For updating the design variables, a parallel implementation [53] of the Method of Moving Asymptotes [56] is used with a movelimit of $20\%$ and a convergence criteria of $|\gamma_{k+1} - \gamma_k|_\infty < 0.01$, where the subscript denotes design iteration number. In order to ease the convergence of the optimisation, a continuation approach is taken, where the convexity parameter for the effective conductivity, $q_f$, is gradually increased during the optimisation process for a constant value of the convexity parameter for the impermeability, $q_\alpha$. Unless otherwise stated, the sequence of values are $q_f = \{10^0, 10^1, 10^2, 10^3, 10^4\}$, where the parameter is changed every 100 design iterations or at intermediate stages of convergence and the value of the convexity parameter for the impermeability is $q_\alpha = 10^7$. These values are chosen to aggressively penalise intermediate densities with respect to effective conductivity and to confine the maximum impermeability to the fully solid parts of the domain.

The variation of the stabilisation parameters, described in appendix A, due to changes in the state and design fields is ignored when computing the sensitivities of the objective functional. This leads to inconsistent sensitivities, however, finite difference checks show that the adjoint sensitivities are generally very accurate for the thermal compliance functional. For functionals directly dependent on the flow field, slight discrepancies are observed, primarily near boundaries. No oscillatory behaviour has been observed during the optimisation process, so this is not seen as a significant problem for the current examples. However, this can not be guaranteed for all problems, so derivation and implementation of the derivatives of the UGN-based stabilisation parameters is a subject of future research.

6. NUMERICAL EXAMPLES

6.1. Heat sink cooled by natural convection

The first numerical example is the design of a heat sink subjected to natural convection cooling due to surrounding cold walls. Figure 3 shows schematic illustrations of the layout and boundary conditions for the problem. The calculation domain consists of a rectangular design domain on top of a block of solid material that is subjected to a distributed heat flux, $f_{\text{tot}}$, along the bottom and a rectangular flow domain surrounding the heat sink. The upper and side walls are kept at a specified temperature, $T_w$, and the bottom wall is thermally insulated, $f_n = 0$. All walls have no-slip conditions imposed, $u_i = 0$. Table I lists the dimensionless quantities specifying the layout and boundary conditions of the natural convection heat sink problem. All of the quantities...
Figure 3. Schematic illustration of the layout and boundary conditions for the heat sink subjected to natural convection. Black denotes fully solid, white denotes fully fluid and light grey denotes the design domain.

Table I. The dimensionless quantities used for the natural convection heat sink problem shown in figure 3.

<table>
<thead>
<tr>
<th>(a) Sizes</th>
<th>Total height</th>
<th>Total width</th>
<th>Design height</th>
<th>Design width</th>
<th>Flux width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H = 4$</td>
<td>$W = 7$</td>
<td>$h = 2.5$</td>
<td>$w = 4$</td>
<td>$B = 0.2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Boundary conditions</th>
<th>Wall temperature</th>
<th>Flux</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_w = 0$</td>
<td>$f_{tot} = 2.2 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

specified are kept constant throughout. The flow velocities are relative to the diffusion velocity, as explained in section 2.3, and the flux and temperature are relative to the scales defined by the non-dimensionalisation process \(^\dagger\). The Grashof number, $Gr_H$, is based on the height of the entire domain, $H$.

The problem is investigated for varying $Gr_H$ under constant parameters, $C_k = 10^{-2}$, $\alpha = 10^7$ and $Pr = 1$. The computational domain, excluding the solid flux base, is discretised using $280 \times 160$ square elements, where the design domain makes up $160 \times 100$ of these. The solid flux base is discretised using $8 \times 4$ elements with only temperature degrees of freedom. The total number of state degrees of freedom for the entire calculation domain is $181,000$. The filter radius is set to 0.06, which is 2.4 times the element size.

The objective functional for the heat sink problem is chosen as the thermal compliance, which has been successfully used as the objective functional in heat transfer problems, e.g. [13, 35]. The thermal compliance is defined as:

$$f_{tc}(\gamma, t) = f_{t}^{T} t$$

where $t$ is the vector containing the nodal temperature and $f_t$ is the heat flux vector from the finite element equations. Thus, by minimising the thermal compliance, the temperatures where heat flux is applied, are minimised and the optimal structure will therefore be one that maximises the transport of thermal energy away from the points of applied heat flux.

When diffusion dominates in the fluid and the conductivity of the solid material is higher than that of the fluid, then the trivial solution is to fill the entire design domain with fully solid material. As the importance of thermal convection increases, it has been observed that the shape of the design becomes more important. However, it has also been observed that as long as the conductivity of the solid material is several orders of magnitude higher than that of the fluid, the optimised design tends

\(^\dagger\)The temperature scale for problems with only homogeneous Dirichlet boundary conditions on the temperature, $T = 0$, and non-homogeneous Neumann boundary conditions, $f_n \neq 0$, is given by $\Delta T = \frac{TL}{k_s f_n}$ where $t$ is the applied dimensional heat flux.
Figure 4. Optimised designs along with streamlines and corresponding temperature fields for the heat sink subjected to natural convection flow at various $Gr_H$.

Objective function: (a) $f_{tc} = 8.886 \cdot 10^{-4}$ - (b) $f_{tc} = 8.134 \cdot 10^{-4}$ - (c) $f_{tc} = 6.987 \cdot 10^{-4}$

Design iterations: (a) 440 - (b) 486 - (c) 376

Table II. Crosscheck objective function values ($\times 10^{-4}$) for the natural convection heat sink designs shown in figure 4.

<table>
<thead>
<tr>
<th>Analysis $Gr_H$</th>
<th>Optimisation $Gr_H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>640</td>
<td>8.886</td>
</tr>
<tr>
<td>3200</td>
<td>8.587</td>
</tr>
<tr>
<td>6400</td>
<td>7.982</td>
</tr>
</tbody>
</table>

to fill the majority of the design domain with solid material for the rather low Grashof numbers considered. Therefore, a constraint on the maximum allowable solid volume fraction is set to 50%.

Figure 4 shows the optimised designs for various $Gr_H$-numbers along with the streamlines illustrating the recirculatory convection rolls that form due to the natural convection effect. Table II contains the crosscheck values for the different designs and flow conditions. For the crosscheck, the optimised designs are analysed across the different flow conditions and the design optimised for a certain flow condition should preferably perform better than the others for its particular flow condition. As can be seen from table II, the designs perform exactly as they should and one can
Table III. Crosscheck objective function values ($\times 10^{-4}$) for the thresholded natural convection heat sink designs shown in figure 5.

<table>
<thead>
<tr>
<th>Optimisation $Gr_H$</th>
<th>Analysis $Gr_H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>640</td>
<td>3200</td>
</tr>
<tr>
<td>640</td>
<td>8.369</td>
</tr>
<tr>
<td>3200</td>
<td>8.082</td>
</tr>
<tr>
<td>6400</td>
<td>7.495</td>
</tr>
</tbody>
</table>

therefore try to draw some conclusions from the obtained designs. It can clearly be seen from figure 4 that significantly different designs are obtained for the different flow conditions. For a Grashof number of 640, diffusion can be seen to dominate the heat transfer in the fluid when looking at the temperature field in the right of figure 4a. This is clearly reflected in the obtained design, where the solid material is placed in the form of a conductive tree with branches conducting the heat towards the cold boundaries, similar to what is seen for pure conductive heat transfer problems [13, 52]. As the Grashof number is increased to 3200, as shown in figure 4b, it can be seen that as convection begins to play a role in the heat transfer in the fluid, the obtained design begins to adapt to the fluid flow. It can be seen that no branches are formed towards the side walls in this case, but the two main branches have been thickened and shaped to accommodate the fluid motion. These effects are exhibited even more clearly when the Grashof number is increased further to 6400. As can be seen from figure 4c, the obtained design no longer shows significant branching and appears to have adapted the surface to optimise the contact with the four large convection cells by curving the edges.

One of the disadvantages of using the density filter is the transition region of intermediate relative densities that it inherently imposes along the interface between solid and fluid. It can be debated to what extent these represent a problem for the accuracy of the modelling of the actual physics and whether they impose difficulties for interpreting the obtained designs. The lack of a distinct and sharply defined interface between the solid and fluid regions could be fixed by using projection filters or robust optimisation techniques [51, 52], but these introduce additional optimisation parameters which would require tuning for the problems at hand. As long as simple thresholding of the relative densities produces physically meaningful and feasible designs, then it is not seen as pertinent to implement projection filters.

As the physical parameters, the impermeability and the effective conductivity, are penalised quite aggressively at the final stages of the optimisation, it seems reasonable to set the threshold value at $\gamma_{th} = 0.1$; setting all relative densities below to 0 and all above to 1. This is deemed to be reasonable as the thresholding procedure leads to the binary designs shown in figure 5 that perform as seen in table III. The crosscheck shows that the threshold procedure leads to designs that still perform as they should with respect to the other flow conditions. Comparing tables II and III, it can also be seen that the threshold procedure actually improves the objective functional values as compared to the original design distributions. This can be attributed to the fact that penalised solid material, with a relative density between 0 and 0.1 but a low effective conductivity, is “upgraded” to fully conducting solid material due to the threshold. It should be noted that the maximum allowable solid volume fraction, which was imposed as an optimisation constraint, is not exceeded for all three thresholded designs, with used solid volume fractions of $38.6\%$, $42.9\%$ and $46.4\%$ for $Gr_H = \{640, 3200, 6400\}$ respectively. Thus, the thresholded designs shown in figure 5 are seen as physically meaningful, feasible and representable designs for the optimisation problem.

6.2. Natural convection pump

The second numerical example is the design of a micropump where the fluid motion is caused by natural convection due to differential heating of walls. Figure 6 shows schematic illustrations of the layout and boundary conditions for the problem. The calculation domain consists of a square design domain, which is connected to itself through a closed-loop channel system. Table IV lists the dimensionless quantities specifying the layout of the natural convection micropump problem. All of the quantities specified are kept constant throughout. All spatial dimensions are relative to the height
Figure 5. Thresholded versions, of the optimised designs in figure 4, along with streamlines and corresponding temperature fields for the heat sink subjected to natural convection flow at various $Gr_H$.

Objective function: (a) $f_{tc} = 8.369 \cdot 10^{-4}$ - (b) $f_{tc} = 7.882 \cdot 10^{-4}$ - (c) $f_{tc} = 6.753 \cdot 10^{-4}$

Figure 6. Schematic illustration of the layout and boundary conditions for the natural convection micropump problem. White denotes fully fluid and light grey denotes the design domain.
Table IV. The dimensionless quantities used for the natural convection micropump problem shown in figure 6.

<table>
<thead>
<tr>
<th>Total height</th>
<th>Design size</th>
<th>Channel width</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H = 2$</td>
<td>$L = 1$</td>
<td>$W = 0.2$</td>
</tr>
</tbody>
</table>

Table V. The different combinations of orientation and boundary conditions used for the natural convection micropump problem shown in figure 6.

<table>
<thead>
<tr>
<th>Number</th>
<th>Orientation</th>
<th>$\Gamma_1$</th>
<th>$\Gamma_2$</th>
<th>$\Gamma_3$</th>
<th>$\Gamma_4$</th>
<th>$\Gamma_5$</th>
<th>$\Gamma_6$</th>
<th>$\Gamma_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vertical</td>
<td>$T_1 = 1$</td>
<td>$f_n = 0$</td>
<td>$T_3 = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
</tr>
<tr>
<td>2</td>
<td>Vertical</td>
<td>$f_n = 0$</td>
<td>$T_2 = 1$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
<td>$T_5 = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
</tr>
<tr>
<td>3</td>
<td>Horizontal</td>
<td>$T_1 = 1$</td>
<td>$f_n = 0$</td>
<td>$T_3 = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
<td>$f_n = 0$</td>
</tr>
</tbody>
</table>

Figure 7. Optimised design along with streamlines and corresponding temperature and velocity fields for clockwise massflow for combination 1 of the natural convection micropump.

Objective function: $f_{mf} = -1.390 \cdot 10^{-4}$ - Design iterations: 261

and width of the design domain, $L = 1$, the flow velocities are relative to the diffusion velocity as explained in section 2.3 and the temperatures are relative to a reference temperature difference, $\Delta T$.

The problem is investigated for two different orientations, with respect to the gravitational direction, and several combinations of boundary conditions. Table V lists the combinations of boundary conditions and configurations used for the natural convection micropump problem. The problem is studied under constant parameters, $Gr_L = 10^3$, $C_k = 10^{-2}$, $\alpha = 10^6$ and $Pr = 1$.

The design domain is discretised using $50 \times 50$ square elements and the closed-loop channel system is discretised using elements of the same size, that is 10 elements over the width, making a total of 3800 elements. The total number of state degrees of freedom is 16,960 for the entire calculation domain. The density filter is not applied for this problem.

The objective functional for the micropump problem is chosen as the mass flow through the surface $\Gamma_{mf}$ indicated by the blue line in figure 6 and the direction of the mass flow can be chosen by either maximising or minimising the mass flow functional:

$$f_{mf}(\gamma, t) = \int_{\Gamma_{mf}} u^T n \, dS$$

(42)

where $u$ is the vector containing the nodal velocities and $n$ is the surface normal vector. For the micropump problem, a constraint on the fluid volume fraction is imposed instead of on the solid volume fraction. Even though it is not necessarily beneficial to have a completely fluid domain, the best results have been obtained by imposing a maximum allowable fluid volume fraction of 50%.

Figure 7 shows the optimised design along with the temperature and velocity fields for the first boundary condition combination listed in table V. The obtained design is qualitatively symmetric about the vertical midplane and the temperature field is anti-symmetric about the same plane. A
curious detail of the design can be seen from looking at the bottom of the temperature field in figure 7b. It can be seen that there is a very high temperature gradient over a relatively short span and this is due to the relative densities not quite being 0 in this region, yielding a significantly lower effective conductivity due to the convexity parameter being set to $q_f = 10^4$, however, this was needed in order to obtain a physical design solution for this problem. This is a problem with proper interpolation and will be discussed in section 7.

Figure 8 shows the optimised design along with the temperature and velocity fields for the second boundary condition combination listed in table V. It can be seen that a non-symmetric design is obtained and this physically makes sense. If one were to analyse the problem for this combination of boundary conditions with only fluid in the design domain, there would be no circulation through the closed-loop channel system due to the temperature distribution, and thus the buoyancy forces, being symmetric about the vertical midplane. In order to get circulation through the channel system, a non-symmetric feature or disturbance needs to be introduced. This means that one can also optimise the same problem for maximising the mass flow in the opposite direction. As expected, this yields almost the same design but mirrored across the vertical midplane and is thus not shown here.

Figure 9 shows the optimised design along with the temperature and velocity fields for the third combination listed in table V, where the problem domain has been tipped on its side. The gravitational direction remains in the negative $x_2$-directions, which means that the gravitational direction now becomes orthogonal to the longest dimension of the domain. A significantly different design is obtained than for combination 1, which has the same boundary conditions but a different orientation. Here it is again seen to be beneficial to include a small low conductivity gap in order to provide a long hot wall bordering the flow channel and thus increase the natural convection effect. However, for this combination of boundary conditions the relative densities are 1 in this region, due to the convexity factor being set to $q_f = 0$. It is interesting to note that the maximum velocity is much smaller than for combination 1. This is likely due to the fact that the total length of vertical channel, where the upwards and downwards action of buoyancy and gravity is in full effect, is smaller.

The presented results are mainly intended as a proof-of-concept to show that topology optimisation is a viable approach to design micropumps based on natural convection effects. However, the results were not easy to obtain with the current methodology and these difficulties will be further discussed in section 7.
Figure 9. Optimised design along with streamlines and corresponding temperature and velocity fields for clockwise massflow for combination 3 of the natural convection micropump.

Objective function: $f_{mf} = -2.350 \cdot 10^{-5}$ - Design iterations: 300

7. DISCUSSION AND CONCLUSION

This study shows that topology optimisation is a viable approach for designing heat sink geometries cooled by natural convection and micropumps powered by natural convection. The examples highlight that natural convection can be exploited for both convective cooling effects as well as for generating fluid motion.

However, there are several difficulties when dealing with the natural convection problems treated in this paper and the main difficulties have been with solving the system of non-linear equations. The underlying problems are highly non-linear and highly coupled, posing great difficulties for the Newton solver. The results presented in this paper were all obtained using a damped Newton solver using a constant damping factor throughout the non-linear iterations as well as the optimisation iterations. The reason for why this rather simple, but ineffective, scheme was chosen is that it provides a very robust solver. The lack of intelligently designed and/or heuristic update criteria for the damping factor means that the next solution update will never be rejected. This provides robustness in that the non-linear solver is less prone to get stuck at local stationary points in the solution space as it will simply move past them, whereas many line search methods may get stuck due to the requirement of a reduction in some convergence measure. However, using a constant damping factor less than unity does not take advantage of the full quadratic convergence of Newton’s method when near the solution and yields an extremely ineffective solver, especially as the damping factor is chosen on the conservative side to ensure convergence throughout the optimisation procedure. This is not a significant problem when one only wishes to solve the state problem a single time, but in topology optimisation the state problem must be solved several hundred times.
in succession and an efficient non-linear solution method would therefore be desirable. Various methods that attempt to globalise Newton’s method have been tested, but have not shown promise for the natural convection problems treated in this paper. Further investigation into the development of robust update criteria are left as future research.

Another problem, related to the non-linearity of the underlying equations, is encountered with the assumption of laminar steady-state flow. This is a reasonable assumption which simplifies the calculations significantly, but it is impossible to ensure that the problem will remain steady throughout the optimisation process. The problem is especially prevalent for highly convective cases, where it is very easy for the optimisation procedure to go through intermediate designs that trigger unsteady effects in the flow, leading to oscillatory behaviour or divergence of the Newton solver. This places a quite severe restriction on the application of the presented methodology, as is always the case when one makes assumptions, in that one cannot a priori guarantee that the assumptions are met. It is quite difficult to find values for the critical Grashof numbers in the literature, especially for complex geometries. However, as qualitative guidance one can make use of the limits predicted for e.g. cylinders [41], infinite plates [57] or shallow porous cavities [58].

Applying the presented methodology to the design of natural convection micropumps has been successful, but certainly not without difficulties. When working with an objective functional based on the fluid velocity field, such as maximising the volumetric flow, a new problem arises that cannot be circumvented with certainty using penalisation of the impermeability and the thermal conductivity. For natural convection around and inside a porous medium, the relationship between the effective impermeability and the magnitudes of the velocities inside of the porous material does not seem to be straight forward. For forced convective flow, a monotonous decrease is experienced in the velocities inside of the porous material, with respect to increasing the maximum impermeability. However, it has been observed that intermediate relative densities can be favoured by the optimisation when using the standard penalisation of the impermeability and the thermal conductivity for natural convection flow problems. It appears that having an intermediate impermeability in large parts of the design domain produces an amplification of the natural convection effect, thereby increasing the velocity of the fluid flow. Parallels can be drawn to the studies carried out by Vasseur et al. [58] and Lauriat et al. [59] which indicate that the presence of a porous medium can yield higher flow velocities in cavities subjected to natural convection, than for cavities filled only with fluid. This indicates that introducing a fictitious porous medium to facilitate topology optimisation of natural convection fluid flow problems is highly non-trivial and needs to be investigated further, especially for the cases considered here where the differences in thermal conductivity of the fluid and solid/porous phases are taken into account. It is possible that these problems could be solved by making the Boussinesq forcing term design-dependent as is done with the body force driven flows considered by Deng et al. [28]. However, this is outside the scope of the current study and is left as a subject for future research.

Generally when applying the density-based topology optimisation method to multiphysics problems, where one needs to interpolate an increasing number of physical properties, the selection of penalisation/convexity parameters becomes increasingly difficult and non-trivial. For thermal compliance problems, like the heat sink problem presented in this paper, good results have been achieved by having a constant high convexity of the impermeability interpolation function while performing a continuation approach on the convexity parameter for the effective conductivity interpolation. A possibility for future research could be to consider physical homogenisation-based interpolation.

The presented methodology is actually already implemented for three-dimensional calculation and optimisation, but has been restricted to two-dimensions in this initial paper in order to investigate and tune the application of the density-based topology optimisation approach for small and plane natural convection problems. The extension of the methodology to three-dimensional problems is thus trivial, however, the huge increase in computational work for three-dimensional problems has been the major obstacle. A paper presenting applications to large scale three-dimensional problems is under preparation.
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A. STABILISATION PARAMETERS

In order to have an effective, and not overly diffusive, contribution from the stabilisation, the stabilisation parameters, \( \tau \), need to be carefully determined in order to ensure that enough stabilisation is applied to ensure a non-oscillatory solution, but without adding too much and thereby sacrificing solution accuracy. Countless papers have been published on the subject of determining the best stabilisation parameter, see for example [60] for an overview.

The current implementation is based on the stabilisation parameters defined in [61] which are so-called UGN-based stabilisation parameters. The stabilisation parameters are defined as follows:

\[
\tau_{PS} = \tau_{SU} = \left( \frac{1}{\tau_{SUGN1'}} + \frac{1}{\tau_{SUGN3'}} + \alpha_e r \right)^{-1/r}
\]

which is an approximate min-function that switches between the two parameters:

\[
\tau_{SUGN1} = \frac{h_{UGN}}{2 \|u^h\|}
\]

\[
\tau_{SUGN3} = \frac{h_{RGN}^2}{4 \rho r}
\]

and the inverse of the element Brinkman friction factor, \( \alpha_e \), based on a switching parameter, \( r \), which is set to 2. \( \tau_{SUGN2} \) is the stabilisation factor corresponding to transient effects and is thus not included here due to the steady-state formulation.

The lengthscales used in the above parameters are defined as:

\[
h_{UGN} = 2 \|u^h\| \left( \sum_{a=1}^{n_{en}} \|u^h \cdot \nabla N_{ua}\| \right)^{-1}
\]

\[
h_{RGN} = 2 \left( \sum_{a=1}^{n_{en}} \|r \cdot \nabla N_{ua}\| \right)^{-1}
\]

where \( n_{en} \) is the number of nodes per element, \( N_{ua} \) is the velocity shape function for node \( a \) and \( r \) is a unit vector defined in the velocity-gradient direction:

\[
r = \frac{\nabla |u^h|}{\|\nabla |u^h|\|}
\]

The stabilisation parameters are made dependent on the Brinkman coefficient of the elements, in order to mitigate problems observed at solid-fluid interfaces during the research work, where the pressure distribution showed oscillatory behaviour and exhibited large variations at the solid-fluid interfaces. Inspired by the papers by Masud [62] and Braack et al. [63], including the element Brinkman coefficient makes sure that the stabilisation takes the reaction/porosity-dominance into account when the inverse permeability is large (solid and intermediate regions).
The length-scale used above is defined as:

\[ h_{RGN_T} = 2 \left( \sum_{a=1}^{n_{en}} |r_T \cdot \nabla N_{ta}| \right)^{-1} \]  

(52)

where \( n_{en} \) is the number of nodes per element, \( N_{ta} \) is the temperature shape function for node \( a \) and \( r_T \) is a unit vector defined in the temperature-gradient direction:

\[ r_T = \frac{\nabla r^h}{\| \nabla r^h \|} \]  

(53)
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