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Abstract

The design of future all-optical networks relies on the knowledge of the physical layer transport properties. In this thesis, we focus on two types of system impairments: those induced by the non-ideal transfer functions of optical filters to be found in network elements such as optical add-drop multiplexers (OADM) and optical cross-connects (OXC), as well as those due to the interaction of group-velocity dispersion, optical fibre non-linearities and accumulation of amplifier noise in the transmission path.

The dispersion of fibre optics components is shown to limit their cascadability. Dispersion measurement techniques are first reviewed, and the limitations of the commonly used phase-shift technique is discussed. Additionally, an alternative method which enables the direct determination of small dispersion values in the pass-band of optical filters is proposed. Available optical filter technologies are compared with respect to their dispersive properties.

The cascadability of fibre gratings is investigated numerically and experimentally. The conventional Gaussian apodisation profile is shown to result in unwanted dispersion in the pass-band, which will limit its cascadability to less than five devices when a channel spacing of 50 GHz is used at 10 Gbit/s. The use of narrow bandwidth modulation formats such as optical duobinary is suggested in order to improve the detuning tolerance of Gaussian apodised gratings. Alternatively, novel asymmetric apodisation profiles with multiple phase-shifts can be designed to provide reduced dispersion in the pass-band. Large detuning tolerances are demonstrated experimentally for a variety of modulation formats.

A numerical optimisation of pass-band flattened phased-array (PHASAR) multiplexers is performed for use in high spectral efficiency metropolitan area networks at 40 Gbit/s. Even if conventional PHASARs are theoretically dispersion-less devices, the pass-band flattening process is shown to induce unwanted dispersion, which will ultimately limit the device cascadability. A PHASAR based on a parabolic horn input coupler is found to
be the most promising design in order to maximise the spectral efficiency in a four add-drop node ring network.

The concept of “normalised transmission sections” is introduced in order to ease the dimensioning of transparent domains in future all-optical networks. Normalised sections based on standard single-mode fibre (SMF) and dispersion compensating fibre (DCF) are optimised numerically with respect to the positioning of the DCF, the degree of compensation and the input powers to the two fibre types. Experimental validations are performed for 10 Gbit/s non return-to-zero (NRZ) and chirped return-to-zero (CRZ) modulation over 80 km pre-compensated spans. Passive pre-distortion at the transmitter is shown to significantly improve the reach of the systems. Based on the experimental results, transparent domains with a diameter of the order of 1000 km can be realised, thus demonstrating the applicability of the optimisation method to the design of large area networks.

Wavelength division multiplexing (WDM) systems not only require compensation of the dispersion of the transmission fibre, but also of its dispersion slope. The effectiveness of early slope compensating DCFs for broadband compensation of SMF is demonstrated experimentally for 10 Gbit/s NRZ modulation. In particular, transmission in the L-band is achieved over more than 1000 km using a dispersion map optimised for the C-band, removing the need for separate band compensation.

Novel DCFs enabling for the cabled compensation of the dispersion and dispersion slope of SMF (the so-called inverse dispersion fibres, IDF × n, where n is the SMF to DCF length ratio), are compared numerically. For NRZ modulation at 10 Gbit/s, IDF × 1 is found to maximise the transmission distance over 50 km spans for single channel, while being prone to cross-phase modulation in WDM systems where IDF × 2 or 3 should be preferred. The benefit of using short return-to-zero (RZ) pulses over conventional NRZ modulation in a SMF+IDF × 1 link is highlighted. Short pulses disperse faster in the transmission fibre, which is in turn beneficial in terms of optical signal-to-noise ratio, resulting in a twofold increase in transmission distance over NRZ for a 3 dB power penalty criterion.
Resumé

Designet af fremtidens all-optical netværk er baseret på viden om transport egenskaberne ved det fysiske lag. I denne afhandling fokuserer vi på to typer af system forringelser, dem som er introduceret pga. den ikke ideelle overforingsfunktion af optiske filtre der befinder sig i netværkselementer så som optiske add-drop multiplexerer (OADM) og optiske cross-connects (OXC), samt de forringelser som kan tilskrives samspillet mellem group-velocity dispersion, optiske fiber ulineariteter samt akkumuleret forstærker støj i transmissions vejen.


Kaskadekoblede fiber gitre bliver undersøgt numerisk og eksperimentelt. Det bliver vist at den konventionelle Gaussiske apodisations profil resulterer i en uønsket dispersion i båndpasset, hvilket begrænser antallet af kaskadekoblede fiber gitre til mindre end 5, når en kanal separationen på 50 GHz bliver benyttet for 10 Gbit/s signaler. Det bliver foreslået at benytte modulationsformater med lille båndbredde, så som optisk dobbelt binaire modulering, for at forbedre forskydningstolerancen for Gaussiske apodiserede gitre. Som et alternativ, kan en nyudviklet asymmetric apodisation med adskillige fase skift blive designet, således at dispersionen i båndpasset bliver reduceret. Store forskydningstolerancer bliver demonstreret eksperimentelt for modulationsformater.

En numerisk optimering af en flad båndpas phase array (PHASAR) multiplexer bliver foretaget, til brug i et metropolitan netværk ved 40 Gbit/s med en høj spektral udnyttelse. Selvom konventionelle PHASARs teoretisk er dispersions fri komponenter, bliver det vist at processen der indfører
Resumé

fladt båndpas introducerer ønsket dispersion, som i sidste ende vil begrense antallet af komponenter som kan kaskadekobles. Det bliver vist at en PHASAR baseret på indgangskoblere formet som parabolisk horn er det mest lovende design, når den spektrale udnyttelsesgrad i et ringnetværk baseret på 4 add-drop netværkselementer skal optimeres.

Konceptet “normaliseret transmissions sektion” er introduceret for at forenkle dimensioneringen af transparente domæner i fremtidens all-optical netværk. Normaliserede sektioner baseret på standard single-mode fibre (SMF) samt dispersions kompenserende fibre (DCF) er optimeret numerisk mht. placeringen af DCF, graden af kompensering samt indgangs effekt til de to typer fiber. Eksperimental evaluering bliver udført for 10 Gbit/s non return-to-zero (NRZ) samt chirped return-to-zero (CRZ) modulation over 80 km prækompenseret fiberspand. Passiv forvrangning i senderen bliver vist at forbedre den totale opnåelige transmissionslængde for systemet betydelig. Baseret på de eksperimentelle resultater, kan transparente domæner med en diameter på 1000 km blive realiseret, hvorved anvendeligheden af optimeringsteknikken bliver demonstreret.

Wavelength Division Multiplexing (WDM) systemer kræver ikke kun kompensation af dispersionen af transmissions fibrene, men også af dispersions hældningen. Effektiviteten af de tidligst udviklede DCF med hældnings kompensation til bredbånds kompensation af SMF bliver demonstreret eksperimentelt for 10 Gbit/s NRZ modulation. Specielt er 1000 km transmission i L-båndet opnået, ved at benytte et dispersions kort som er optimeret til C-båndet, hvorved det bliver demonstreret at kompensation af de enkelt separate bånd er unødvendig.

Nyudviklede DCF som muliggør en kabellagt kompensering af dispersionen og dispersions hældningen af SMF (såkaldt inverse dispersion fibre, IDF×n, hvor n er forholdet mellem længderne af SMF og DCF) bliver sammenlignet numerisk. For NRZ modulation ved 10 Gbit/s, bliver det konklueret at IDF×1 optimere den mulige transmission distance baseret på 50 km spand for en enkelt kanal. Ved WDM systemer, begrænser cross-phase modulation brugen af IDF×1, hvorfor IDF×2 og IDF×3 er at foretrække. Fordelen ved at benytte korte Return-to-Zero (RZ) pulser sammenlignet med NRZ modulation i en SMF+IDF×1 link er fremhævet. Korte pulser forbreder hurtigere i transmissions fibre, hvilket er fordelagtigt mht. optisk signal-støj forhold, idet den opnåelige transmissions distance defineret ved 3 dB power penalty kravet, bliver fordoblet sammenlignet med NRZ.
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<td>Wide-band Dispersion Compensating Fibre</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
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<td>XPM</td>
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</tbody>
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Foreword

This thesis presents results obtained at the Department of Electromagnetic Systems (EMI), then at COM, following its establishment in 1998, between April 1998 and January 2001. Some of the work on the phase characterisation of optical components had been initiated in 1997 and was used as the starting point for this Ph.D. project.

The present work addresses a number of different issues in optical communication systems. Although all of these issues are relevant for the design of future optical networks, they might be of interest to different people working in different areas.

The topics covered in this thesis could be tentatively divided in three broad categories:

1. Characterisation of the dispersive properties of optical components to be used in wavelength division multiplexing (WDM) networks

2. Influence of the transfer functions of WDM network elements

3. Dispersion management solutions based on standard single-mode fibre for transparent networks and long-haul applications.

As a consequence, it has been attempted to divide this thesis in self-contained chapters. Although a general introduction to the relevance of the aforementioned issues is given in Chapter 1, it was felt that a more detailed description of each of those issues was needed, resulting in a presentation of earlier results, state-of-the-art, and perspectives for nearly each chapter. For convenience, and in spite of a few duplicates, references are included at the end of each chapter.

It is hoped that this approach contributes to improve the readability of the thesis.
Chapter 1

Introduction

Wavelength division multiplexing (WDM) has been introduced in order to make use of the large bandwidth offered by silica optical fibres, and later on to benefit from new degrees of freedom offered by the possibility to manipulate the different wavelengths for selecting, dropping, adding, and routing channels. Since the first demonstrations to the present reported capacities in excess of 10 Tbit/s in a single fibre [1, 2, 3] and record distances over 10000 km without the need to resort to electrical regeneration [4, 5], numerous challenges have been overcome over a relatively short period of time, such as dispersion compensation [6], introduction of all-optical amplification [7], control of optical fibre non-linearities [8], to name a few. In order to increase the capacity of optical systems even further, the same physical limitations need to be even better controlled or mitigated. Furthermore, one of the next long-awaited steps is the introduction of all-optical networking, requiring not only a complete control of the properties of the transmission link, but also of the components and subsystems enabling to perform the routing and cross-connecting operations. This thesis examines a number of selected topics relevant to the realisation of future high-capacity all-optical networks.

Some issues in optical communication systems pertaining to the work reported in this thesis, namely the management of dispersion and non-linearities in optical fibre links, and the influence of optical filtering devices used in WDM networks, are briefly introduced in Section 1.1. Numerical simulation tools have been widely used throughout this work. Section 1.2 reviews this emerging field and lists a number of issues one should be made aware of when using such tools for the design and optimisation of fibre optics links. Finally, a chapter-by-chapter outline of the thesis can be found in Section 1.3.
1.1 Current trends in high capacity optical communication systems

1.1.1 Evolution of optical communication systems

Recent record-breaking WDM transmission experiments reported at major optical communications conferences between 1999 and 2001 are summarised in Figure 1.1. The endeavours to achieve two concurrent goals, namely maximising the transmission distance and the total capacity, are highlighted. For a WDM system carrying $N$ channels spaced $\Delta f$ GHz apart, each channel carrying a bit rate equal to $B$ Gbit/s, the total capacity is equal to $C = N \cdot B$, while the spectral efficiency is defined as $SE = B/\Delta f$ (in bit/s/Hz). Maximising the spectral efficiency ensures that the highest possible capacity can be transmitted over a bandwidth otherwise limited to the low loss region of optical fibres and to the wavelength ranges where optical amplification can be achieved.

Two trends can be observed in the graphs of Figure 1.1. The longest transmission distances can be reached with 10 Gbit/s channels, while the largest capacities and spectral efficiencies were obtained with 40 Gbit/s channels over rather short distances. Apart from the natural tendency to use the latest available technology (nowadays 40 Gbit/s) to perform these “hero-experiments”, some basic transmission limitations inherent to the signal degradation mechanisms through optical fibres, or at the multiplexer and demultiplexer stages, can explain this trend. Since then, record capacities of 10.92 Tbit/s over 117 km [1] and 10.2 Tbit/s over 300 km [3] have been reported.
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Figure 1.2 Transmission impairments in WDM networks.

Some of the signal impairments to be encountered in a WDM optical network and their origin are summarised in Figure 1.2. Channel selective components are present under the form of terminal (de)multiplexers, but also in optical network elements (ONE) such as wavelength routers, optical add-drop multiplexers (OADM) and optical cross-connects (OXC). The choice of their bandwidth results from a trade-off between cross-talk from adjacent channels and signal distortion resulting from excessive filtering. When cascaded in a link, bandwidth narrowing and accumulation of filter dispersion might become an issue, as will be discussed in depth in this thesis. Optical fibres exhibit group-velocity dispersion as well as polarisation mode dispersion [9]. Furthermore, their non-linear behaviour results in a full range of detrimental effects, either due to the Kerr non-linearity or to stimulated Brillouin and Raman scattering mechanisms [8]. The loss of optical fibres can be compensated by the use of optical amplifiers, typically erbium-doped fibre amplifiers (EDFA) [7]. However, those will add spontaneous emission noise to the signal and might produce unequal amplification for the different WDM channels, which can to some extent be compensated by gain equalisation filters.

Some of the basic signal degradation mechanisms presented above can be avoided, or at least mitigated, by a proper design of components or by the choice of a suitable technology. As we shall see later on in this thesis, this is typically the case of dispersion in optical components. Others are inherent to the transmission medium and cannot be avoided, such as non-linearities in optical fibres. Consequently, design rules should be drawn in order to ensure a particular system is operated within safe parameter areas where those degradations are kept under control. In the following, we focus on two of the limitations investigated further in this thesis: the interaction
of dispersion and non-linearities in optical fibre links, and the influence of non-ideal transfer functions of optical network elements.

1.1.2 Management of dispersion and non-linearities

Group-velocity dispersion (GVD) is due to the frequency dependence of the group index in optical fibres and is known to be responsible for pulse broadening, resulting in inter-symbol interference (ISI) in digital fibre optics communication systems. The impact of GVD scales as the square of the bit-rate, making the effect a severe limitation at high bit-rates. For instance, if an amount of accumulated dispersion of 1000 ps/nm, corresponding to about 60 km standard single mode fibre (SMF), can be tolerated for a 10 Gbit/s system for a 1 dB penalty criterion [6], this amount will be reduced to only about 70 ps/nm (or 4 km SMF) at 40 Gbit/s. Some techniques have hopefully been introduced over the years in order to circumvent this detrimental effect, such as pre-chirping at the transmitter [10], dispersion-supported transmission [11], mid-span spectral inversion [12], the use of negative dispersion devices such as planar lightwave circuits [13], and chirped fibre gratings [14], as well as the use of negative dispersion fibres (the so-called “dispersion compensating fibres”, or DCFs) [15]. This last solution has appeared as the most attractive due to the large bandwidth offered. It relies on the fact that engineering the refractive index profile of optical fibres enables to change the contribution of the waveguide dispersion to their total dispersion, and hence to produce negative dispersion fibres.

![Figure 1.3 Principle of dispersion compensation (here applied to a 10 Gbit/s NRZ signal over 80 km SMF). CW: continuous wave laser; MZM: Mach-Zehnder modulator; EDFA: erbium doped fibre amplifier; SMF: standard single-mode fibre; DCF: dispersion compensating fibre; RX: receiver.](image)

The use of DCF in conjunction with SMF is illustrated in Figure 1.3, where the propagation of a 10 Gbit/s non return-to-zero (NRZ) signal through a 80 km link is examined. It can be seen that, after only 80 km,
the signal is severely distorted by the dispersion of the SMF, of the order of 17 ps/(nm·km). The eye diagram closure resulting from pulse spreading due to dispersion would be responsible for detection errors at the decision circuit at the receiver. Inserting a matching length of DCF - here about 13 km DCF with dispersion parameter equal to -100 ps/(nm·km) - enables the pulse shape to be restored at the end of the link, thus demonstrating the effectiveness of the use of DCFs for dispersion compensation.

In the 80 km link example shown above, even unperfect dispersion compensation might result in an acceptable signal quality at the receiver. The picture will be changed in long-haul multi-span systems where the residual dispersion will accumulate over the entire link, potentially resulting in severe signal degradation. Furthermore, when wavelength division multiplexing is used, it should be ensured that the dispersion compensation scheme is effective for all transmitted channels.

The dispersion compensation task is complicated by the occurrence of optical fibre non-linearities. The intensity dependence of the refractive index of silica can cause the phase of a signal to be modulated by its own intensity (self-phase modulation or SPM), by the intensity of neighbouring channels (cross-phase modulation or XPM), or can be responsible for the generation of mixing products at other wavelengths in WDM systems (four-wave mixing or FWM). Modulation instability (MI) can result in the spontaneous break-up of a long string of “1” in an NRZ signal into pulses. All these effects interact with fibre dispersion by either conversion of phase modulation to intensity fluctuations, frequency chirping, walk-off between WDM channels, or by satisfaction of a phase matching condition. Consequently, the effect of dispersion cannot be considered independently from the non-linearities, hence the concept of “management of optical fibre dispersion and non-linearities” achieved by a proper choice and arrangement of a combination of transmission and dispersion compensating fibres. The general rule for efficient dispersion management in multi-channel systems is to keep the local dispersion sufficiently high to reduce the efficiency of non-linear effects such as XPM and FWM, while ensuring that the total accumulated dispersion is close to zero for each channel over the link. This can be realised with dispersion maps based on SMF, the optimisation of a number of which will be reported in this thesis.

1.1.3 Influence of network elements

Wavelength division multiplexing systems are evolving from point-to-point links where the different wavelengths were merely used as a way to increase the capacity, to more complex network structures where the wavelengths
provide additional degrees of freedom (e.g. routing). Operations on the wavelengths can be performed by a variety of channel manipulation components such as optical add-drop multiplexers and optical cross-connects, which are responsible for new causes of signal degradation. In a straight line WDM system, the channels need to be demultiplexed only at the receiver end. Therefore, signal degradation occurring because of the filtering process at the demultiplexer is not critical as long as the channels can be recovered with acceptable power penalty. In a network context, on the other hand, the signals might be demultiplexed and re-multiplexed at each add-drop or cross-connect node. Consequently, even small degradation induced in each filtering stage will eventually accumulate over the path followed by the signal. New issues concerning non-ideal filtering elements need to be addressed in the study of dense WDM (DWDM) networks, resulting in tight specifications for the (de)multiplexers, especially when a high spectral efficiency is desired. Some of those issues are listed below.

- **Amplitude filtering**: amplitude filtering occurs by removing spectral contents to the signal. The filter bandwidth with respect to the channel spectral width, as well as the shape of the amplitude transfer function will influence the filtering behaviour and result in more or less pronounced signal distortion. Sharp roll-off associated with small bandwidths might not be always desirable if they remove important spectral content from the signal.

- **Component loss**: although insertion loss can ideally be compensated by the use of optical amplifiers, this process generates amplified spontaneous emission (ASE) noise. As the requirements on optical signal-to-noise ratio (OSNR) for a given system performance increase with the bit rate, it is highly desirable, especially for systems operating at 40 Gbit/s and above, to reduce as much as possible the loss between optical amplifiers. It is therefore necessary to minimise the loss in network elements.

- **Cascading induced filter bandwidth narrowing**: unless the (de)multiplexers have a square spectral response, the effective bandwidth of a cascade of filters will decrease with the number of filters. Depending on the filter design, this bandwidth reduction can be more or less pronounced. Typical arrayed waveguide grating (AWG) multiplexers have a Gaussian shaped pass-band [16], which can be shown to be very prone to bandwidth reduction. Designing a WDM system with a high spectral efficiency requires (de)multiplexers having reduced bandwidths. Cascading network elements might then result in
equivalent bandwidths far too small compared to the signal spectral width, which is determined by the modulation format and the bit-rate. Unrecoverable distortion might then be induced on the signal propagating through such a filter cascade.

- Cross-talk accumulation: different cross-talk mechanisms are likely to be introduced in network nodes [17, 18]. This cross-talk could result from insufficient clearing of the dropped signals in add-drop nodes, from multi-path propagation in optical components (both resulting in cross-talk contributions at the same wavelength as the signal), or from insufficient rejection of neighbouring channels in filtering elements such as (de)multiplexers (ranging from power addition to homodyne cross-talk depending on the separation between the channels). The later can be minimised provided the neighbouring channels are sufficiently attenuated. The cross-talk level of a component is usually defined as the ratio of the attenuation experienced by the transmitted channel to the attenuation of its closest neighbour channel. Again, a square spectral response is clearly desirable.

- Filter dispersion: the chromatic dispersion in optical filters is the subject of increased attention [19]. As in optical fibres, dispersion results from wavelength dependent group delay through a filter and will manifest itself by pulse distortion. However, the variation of the group delay with respect to wavelength is usually much more pronounced in optical filters and therefore the full dispersion transfer function needs to be taken into account (whereas in optical fibres, unless very high bit rates in excess of 80 Gbit/s are used, it is usually sufficient to describe the dispersion by a dispersion parameter at the channel centre wavelength). The recent importance of dispersion in optical components is due to several new developments in optical communication systems. First, the increase in bit rate from 2.5 to 10, and now 40 Gbit/s means that this effect can no longer be ignored. Small dispersion values up to a few tens of picoseconds per nanometre which are typically measured in WDM components for 10 Gbit/s systems will need to be taken into account in the system design at 40 Gbit/s and above. Second, optical communications systems are evolving from point-to-point to more complex network structures. Therefore, any path through the network is likely to include an increased number of network elements such as OADMs or OXCs, which are built from dispersive devices. The accumulation of device induced dispersion might then result in significant signal degradation.
Finally, the spectral efficiency of WDM systems is also increasing, and filtering elements having narrower bandwidths are required in order to accommodate such a higher channel density. Depending on the filter technology [19, 20], this bandwidth reduction is sometimes only possible at the expense of increased chromatic dispersion.

- Various other issues include polarisation dependent loss, control of the pass-band centre wavelength and temperature stability.

In this thesis, we will focus on the transmission impairments induced by amplitude and phase filtering (dispersion) of high data rate optical signals. Cross-talk will not be considered.

1.2 Numerical simulation of optical fibre communication systems

A recent trend in the design of optical communication systems is the increased use of sophisticated simulation tools. Although the modelling and simulation of optical fibre links has been reported for many years (see e.g. [21, 22]), the complexity of state-of-the-art systems is such that it is no longer realistic for system designers to invest a significant amount of time in the development of a simulation platform and in the implementation of generic models. Instead, it has become common practice to rely on commercial simulation software packages offered by a number of companies (for instance the following products - with references to some early work on which they are based - are available at the time of writing: VPItransmissionMakerWDM [23], COMSIS [24], FOCUSS [25], OptSim [26], LinkSIM). These general purpose simulation tools usually combine a graphical user interface from which the systems can be easily defined, scheduling functions which determine the order in which the different blocks are executed, and some libraries of models for optical and optoelectronic components.

The main cause behind the need for general purpose simulation tools has been the advent of optical amplifiers, resulting in increased power levels throughout the links, meaning that the weak non-linearity of optical fibres could no longer be ignored. The interaction between group-velocity dispersion and optical fibre non-linearities is a complex process which needs to be evaluated numerically. The wavelength dependence of the gain and noise figure as well as saturation effects in optical amplifiers, detrimental non-linear effects such as four-wave mixing, cross-phase modulation and stimulated Raman scattering, linear and non-linear cross-talk, more complex link or network structures with add-drop nodes or cross-connects, are
some of the additional effects which have to be taken into account in WDM systems, and which are usually not tractable in the most general case without resorting to numerical simulations.

The increasing complexity of optical communication systems has also resulted in an explosion of the dimension of the design parameters space. It has become impractical, as well as costly, to explore such a space experimentally when designing a system. This is especially true since system designers are likely to select fibres or components from different vendors and cannot afford to buy samples from many sources for the single purpose of testing their prototypes. It is therefore necessary to identify the ranges of interest for the different design parameters beforehand. Consequently, computer simulations are customarily used for multi-parameters optimisations, the results of which constitute inputs for the implementation of a test-bed. However, such an optimisation process might prove particularly time consuming.

The calculation of signal propagation in dispersive and non-linear media such as optical fibres is generally performed using the split-step Fourier method [27]. The effect of chromatic dispersion can be expressed as a frequency dependent phase shift in the frequency domain, while the effect of the Kerr non-linearities are accounted for by an instantaneous power dependent phase shift calculated in the time domain. It is assumed that the dispersive and non-linear effects can be treated separately over a small fibre length known as the step size, hence the name of “split-step” given to the method. Conversions between the time and frequency domains are performed numerically using fast Fourier transform (FFT) algorithms whose computational complexity scales as \( N \log_2 N \), where \( N = 2^k \) is the number of samples [28]. Therefore, increasing the simulation bandwidth, hence the sample rate, to e.g. simulate WDM systems, will result in an increased computation time, especially if all effects (such as four-wave mixing) need to be taken into account. Depending on the split-step algorithm implementation (adaptive versus fixed split-step [27]), enhancing the non-linear effects by increasing the signal power level will require a decrease in the step size for the method to remain accurate [29]. This will in turn increase the number of calls to FFT routines necessary for the calculation of the signal propagation over a given length of fibre, therefore resulting in a substantial increase in computation time.

As the increased use of numerical simulations stems from the necessity to take optical fibre non-linearities into account, as well as the need to perform multi-parameter optimisations, the computation time constraints imposed by the use of split-step algorithms are clearly an issue. Some other
known issues in general purpose simulation tools are:

- Accurate component models usually require computation times that are not in line with the requirements for the simulation of complete systems. A physical model of e.g. an erbium doped fibre amplifier (EDFA) can accurately predict its behaviour, including wavelength dependence and saturation effects [30]. However, optimising a trans-oceanic link, where up to a few hundred EDFAs can be cascaded, by using such a model is clearly impractical. Hence the need for models with different levels of abstraction, from physical to system-oriented, the usual compromise being between the accuracy and the computation time.

- Moreover, physical parameters are very often not accessible to system designers, either because they already deal with subsystems (e.g. an assembled EDFA as opposed to a piece of erbium doped fibre), or because they are proprietary information. Hence the need for so-called “black-box” models which should ideally predict the behaviour of subsystems in most regimes from a few measurements under carefully selected operating conditions.

- The performance of optical systems is usually assessed from measurements of the bit-error-rate (BER) after transmission of repeated random sequences consisting of up to $2^{31} - 1$ bits. Such an approach can clearly not be followed in numerical simulations. General and accurate receiver models enabling a reliable estimation of the BER still have to be found. This is discussed more in details in Appendix D in connection with the description of the models used in this work.

- Some effective ways to deal with statistical effects, such as for instance polarisation mode dispersion, without resorting to a prohibitive number of simulation runs also need to be found.

Based on the issues above, one might argue whether general purpose simulation tools are well suited for all kinds of problems. For instance in [31], wavelength domain simulation was proposed in order to evaluate the power of signals (including cross-talk terms), as well as amplified spontaneous emission noise spectral densities at all points in a network, followed by full simulations of selected paths in the network. This approach was believed to facilitate the study of complex WDM network structures. A different procedure has been reported for the optimisation of long-haul submarine systems [32], where the effects of signal impairment due to optical signal-to-noise ratio degradation, pulse distortion due to dispersion
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and non-linearities, and non-linear interaction of noise and signal were decoupled. Such innovative approaches should be checked against experimental results in order to be validated. However, general purpose tools offer the flexibility to be usable for a broad variety of problems, which was the case in the different studies presented in this thesis.

In this work we have heavily relied on the different generations of tools from Virtual Photonics Incorporated (previously known as BNeD GmBH), with whom we have been collaborating either informally or within the framework of the DEMON project supported by the European Commission. Those tools are, in chronological order, BroadNeD, PTDS [23] and lately VPItransmissionMaker\textsuperscript{TM}WDM. In most cases, we have favoured the reliability of the simulations and therefore have limited ourselves to rather conservative modelling approaches with a minimum of simplifying assumptions, at the expense of increased computation time. Simplifying assumptions can be made whenever it is known beforehand that a specific effect can be neglected. Clearly, this is not always the case in research work where new directions are explored. Moreover, simulations are often used to define optimum parameter values, which are the result of a trade-off between several competing effects, making it impossible to rule out \textit{a priori} any of those effects. In a number of cases, the simulations have been cross-checked with results obtained from another tool (STONE, Simulation Tool for Optical Networks) developed by Christian Rasmussen in an earlier project at COM [33]. The models and parameters used for the different investigations presented in this thesis will be described in the different chapters. Some general considerations on modelling approaches that have been followed throughout the thesis are also given in Appendix D.

Quantitative agreement between experiments and numerical simulations can be obtained at the expense of a time consuming fine tuning of all the simulation parameters, the knowledge of which would require a detailed characterisation of some of the subsystems used in the experiments (for instance the exact frequency response and thermal noise density of the photodiode and electrical amplifier chain used at the receiver). As the numerical evaluation of the performance of the system by computing the BER has known limitations anyway, it has been preferred instead to focus on qualitative agreement between simulations and experiments, the former being mostly used to investigate the dependance of the system under investigation on a set of parameters.
1.3 Structure of the thesis

The work reported in the present thesis follows two major directions. The first one deals with transmission impairments induced by filtering effects in passive components used in WDM networks. A strong emphasis is given to the influence of the non-linear phase transfer functions of WDM components, which results in wavelength dependent chromatic dispersion. The phase characterisation of components used in WDM networks is first discussed, followed by reports on investigations carried out on two concurrent technologies, namely those based on fibre Bragg gratings [34] and phased array devices [35]. The second major direction deals with the management of dispersion and non-linearities in optical fibre links. These studies focus on systems based on standard single mode fibres. The optimised design of transparent terrestrial network is first discussed in details, followed by a report on the first experimental assessment of wide-band dispersion compensation fibres. Finally, numerical and experimental investigations on new types of dispersion compensating fibres for cabled long-haul applications are presented. A more detailed outline of the thesis is given below.

Chapter 2 concentrates on the determination of the phase transfer function of optical components used in WDM systems for multiplexing, demultiplexing, add-drop multiplexing, as well as for dispersion compensation and in-line filtering. A number of issues related to amplitude-phase relations in optical filters (analogous to Kramers-Kronig relations) are discussed and illustrated by an example of application. A general formulation of amplitude modulation techniques for the phase characterisation of optical components is presented, followed by the description of the implementation of two particular methods, the phase-shift technique and the dispersion offset method, whose feasibility was investigated following an initial suggestion by Fenghai Liu and discussions with Rune Pedersen. Chapter 2 also presents a broad catalogue of complex transfer functions (amplitude and group delay) measured on a variety of optical filters technologies such as fibre Fabry-Pérot, fibre gratings, thin-film filters and arrayed waveguide gratings.

The cascadability of optical filters based on fibre Bragg gratings has been investigated numerically and experimentally and the results are presented in Chapter 3. Simulations are performed in order to assess the detrimental effect of the chromatic dispersion inherent to such devices. An experimental comparison of signal degradation through fibre Bragg grating filters designed for 100 and 50 GHz channel spacings is performed. Using
1.3 Structure of the thesis

a re-circulating loop set-up, it is shown that only up to 5 filters designed for 50 GHz channel spacing can be cascaded with finite penalty. The bandwidth narrowing resulting from cascading such filters can be attributed to features in the dispersion of the device. Numerical simulations are performed in order to demonstrate that, even in the presence of non-uniform dispersion, optical duobinary modulation can overcome some of these limitations. The fibre gratings used in the experiments have been kindly provided by Thomas Rasmussen from ADC Denmark (now Ibsen Photonics), while the work on grating cascadability using optical duobinary modulation results from a fruitful collaboration with Alvaro Buxens.

Phased-array (PHASAR) devices, also known as arrayed waveguide gratings (AWG), constitute a promising technology to perform (de)multiplexing at the transmitter, receiver, or within optical cross-connects and add-drop nodes. Although such devices are commercially available for a number of years, their use in a networking environment at high bit rates needs to be investigated. Chapter 4 presents a study of pass-band flattened PHASARs aimed at maximising the spectral efficiency in dense WDM networks at 40 Gbit/s. Different pass-band flattening techniques are compared and it is shown that a parabolic horn input coupler should be preferred to a multi-mode interference (MMI) input coupler to ensure cascadability of the device with spectral efficiency above 0.4 bit/s/Hz in future multi-gigabit metropolitan networks. This work was carried out in the framework of the European Information Society Technologies (IST) project METEOR (Metropolitan Terabit Optical Ring). The modelling of the different PHASAR designs was performed by Chretien Herben from the Delft University of Technology who provided the transfer functions used in this study.

An innovative way to design transparent optical networks is presented in Chapter 5. It relies on the concept according to which each possible path in a network is made of a cascade of “normalised sections” consisting of standard single mode fibre, dispersion compensating fibre and erbium doped fibre amplifiers. Defining the extension of transparent network domains is then equivalent to assessing the cascadability of the normalised sections under varying operating conditions, depending on the power per channel at the input of each fibre span and the degree of compensation. An extensive numerical optimisation of different dispersion compensation schemes suitable for terrestrial networks is performed for NRZ transmission at 10 Gbit/s. Pre- and post compensation with or without pre-distortion at the transmitter are compared. Based on the simulation results, the
transmission performance of such normalised sections are assessed in re-circulating loop experiments for single channel and WDM transmission at 10 Gbit/s. The concept of normalised sections was first proposed by Norbert Hanik from Deutsche Telekom T-Nova and most of the results have been obtained within our participation to the European ACTS DEMON (Demonstrating the Evolution of a Metropolitan Optical Network) project. The re-circulating loop experiments on single channel and WDM NRZ transmission have been performed together with Fenghai Liu from COM and Lutz Molle from the Technical University of Berlin, while the chirped return-to-zero (CRZ) results were obtained together with Fenghai Liu.

Chapter 6 presents results on the use of wide-band dispersion compensating fibres. Such fibres are designed so that their dispersion slope matches that of standard single mode fibre, resulting in zero accumulated dispersion over a wide bandwidth after an integer number of dispersion compensated spans. This feature is obviously highly desirable in WDM systems. Using a re-circulating loop set-up, it is shown that equivalent performance can be obtained over the full C-band after up to 1000 km transmission, corresponding to 20 cascades of 50 km spans. Transmission in the L-band at 1597 nm is also demonstrated over more than 1000 km with a dispersion map optimised at 1550 nm, showing that the need for separate band dispersion compensation can be removed in typical terrestrial systems by using wide-band DCF. The dispersion compensated spans have been provided by Stig Nissen Knudsen from Lucent Technologies Denmark A/S (now OFS Fitel Denmark I/S), while the L-band re-circulating loop experiments were performed together with Irene Muñoz and Alvaro Buxens, both from COM.

New possibilities for the compensation of the dispersion of standard single mode fibre for cabled long-haul applications are presented in Chapter 7. They rely on new types of dispersion compensating fibres known as inverse dispersion fibres (IDF), which have been designed in order to present a lower non-linear coefficient and lower loss than conventional DCF. The optimum IDF to SMF length ratio is determined numerically for long haul transmission at 10 Gbit/s over typical trans-oceanic spans. Transmission of 1.8 ps and 4.8 ps RZ signals at 10 Gbit/s over respectively 2700 and 3000 km of a dispersion managed link made of SMF and IDF is achieved in a re-circulating loop test-bed. When using such a map, the benefit of short RZ pulses over NRZ is clearly demonstrated. Finally, results on the first 40 Gbit/s optical time division multiplexing (OTDM) re-circulating loop
experiment performed at COM over up to 600 km are reported. Prototype IDF's have been made available to us by Stig Nissen Knudsen from Lucent Technologies Denmark A/S with whom the collaboration on novel DCFs was initiated. The experimental results on 10 and 40 Gbit/s short pulses transmission over a SMF+IDF map were obtained together with Torger Tokle and Jorge Seoane from COM.

1.4 References to Chapter 1


Chapter 2

Phase characterisation of optical components

2.1 Importance of the phase characterisation of optical components

Chromatic dispersion results from the frequency dependence of the group delay through a linear optical device. This phenomenon is well known in single mode optical fibres where the frequency dependence of the group refractive index causes the different frequency components of a pulse spectrum to propagate at different group velocities in the fibre. This, in turn, results in pulse broadening or narrowing, depending on the relation between the chirp of the pulse (i.e. whether its instantaneous frequency is an increasing or decreasing function of time), the sign of the dispersion (i.e. whether the group velocity increases or decreases with increasing frequency), and the fibre length [1]. Pulse broadening is responsible for energy leaking from one pulse to the neighbouring bit slots, therefore causing inter-symbol interference resulting in detection errors in digital optical communication systems.

Wavelength division multiplexing (WDM) requires wavelength selective components in order to reduce cross-talk and allow close channel spacing at the transmitter (multiplexers), separate the channels at the receiver (demultiplexers), or allow channel manipulation such as add-drop multiplexing or cross-connecting in all-optical networks. A number of device technologies have been developed recently in order to perform the required operations on the wavelength. Wavelength selective components have been in use for many years in other branches of optics such as spectroscopy under the form of interferometers of various kinds or diffraction gratings [2]. Cur-
rent WDM filter technologies have successfully managed to transpose those basic physical principles in implementations compatible with fibre optics, either as fibre based or integrated planar devices.

Interferometers relying on division of amplitude can be used to perform filtering operations in WDM systems, either as 2-beam interferometers (e.g. Mach-Zehnder type devices [3]) or multiple beam interferometers, such as Fabry-Pérot [4] or thin-film filters [5]. Bulk diffraction gratings have also been proposed as wavelength demultiplexers [6]. An implementation of a diffraction grating which is compatible with the planar waveguide technology is known as the arrayed waveguide grating (AWG) or phased-array (PHASAR)[7, 8], which can be used as wavelength (de)multiplexer or router. Fibre Bragg gratings are very versatile devices whose transfer function can be tailored by a proper choice of the refractive index perturbation distribution [9], enabling them to be used in a wide range of applications, such as bandpass filters, optical add-drop multiplexers (OADM), devices for dispersion compensation, gain flattening filters, etc. For all the aforementioned technologies, selection of a particular wavelength relies on the realisation of constructive interference between a number of beams experiencing different phase shifts, which are realised in practice by different optical path lengths, and are therefore wavelength dependent. As a consequence, depending on the actual frequency dependence of the phase of their transfer function, optical filters are likely to exhibit some amount of dispersion.

According to the theory of linear systems, the group delay can be calculated from the phase of the transfer function $H(\omega)$ of a linear device according to

$$\tau = \frac{\partial \phi}{\partial \omega}$$

(2.1)

where $\phi(\omega) = - \arg H(\omega)$. The dispersion $\mathbb{D}$ (usually expressed in ps/nm) is the derivative with respect to wavelength of the group delay

$$\mathbb{D} = \frac{d\tau}{d\lambda}$$

(2.2)

1Throughout this thesis, the complex representation of a quantity having a magnitude $A$ and a phase $\phi$ will be written $A e^{-j\phi}$. Moreover, we adopt the time convention $e^{j\omega t}$ for complex representations of the fields. These conventions might differ from the ones adopted by other authors. However, physical quantities should in any case be represented by the same number, including its sign, indifferently of the phase convention.

2Note that in the more restrictive context of optical fibres, $\mathbb{D}$ would actually represent the total accumulated dispersion over a certain length $L$ of fibre. It can be related to the dispersion parameter $D$ (per unit length, customarily expressed in units of ps/(nm·km)) according to $\mathbb{D} = D \cdot L$, provided the dispersion is uniformly distributed with distance along the fibre.
We shall see in the remaining of this chapter that most common optical filter technologies exhibit rather low values of dispersion in the pass-band. However, one of the major concerns with group velocity dispersion is its accumulative nature. Proposed optical cross-connect (OXC) structures [10] require the ability to select a particular channel from an input fibre before switching it, in some cases depending on the required flexibility, wavelength converting it, and finally multiplexing it with other switched channels to an output fibre. In any case, the demultiplexing and multiplexing operations will have to be carried out at each cross-connect, either by using (de)multiplexers such as AWGs, or a combination of bandpass filters and passive couplers. OADMs can be distinguished from OXCs by the fact that they only have two aggregate ports and a number of tributary ports used to add or drop a limited number of wavelengths. Practical implementations which do not require to demultiplex the entire WDM spectrum are based on fibre grating filters, either used in conjunction with optical circulators [11], or in a Mach-Zehnder interferometer structure [12]. As a consequence, the future deployment of large scale WDM all-optical networks will involve a large number of filtering elements to be found in any given path within the network, resulting in a possibly high value of accumulated dispersion stemming from the network elements alone. The dispersion in the fibre links of such transparent networks can be effectively compensated by the use of dispersion compensating fibre (DCF) as will be shown in Chapter 5, and it is the dispersion of network elements which might ultimately limit the size of the transparent domains. Furthermore, the present evolution of WDM systems towards higher bit rate (40 Gbit/s systems are currently under development), where the dispersion tolerance is lower, or smaller channel spacing requiring narrower bandwidth filters, which, for a given technology, are likely to introduce increased dispersion [13], will exacerbate such component-induced dispersion limitations. Modular OXC structures based on building blocks such as fibre Bragg gratings have also been presented in the literature [17], often assuming ideal frequency responses for the filtering elements. However, the scalability of such structures towards an increase in the number of channels will depend, not only on cross-talk accumulation, but also on in-band and out-of-band dispersion induced signal degradation.

\(^3\)Other components which might be introduced in a network are devices for dispersion compensation (such as chirped fibre gratings - see Section 2.6.2) or gain equalisation filters (for instance based on long period gratings [14]). The main concern with both types of grating-based devices are the group delay ripples, which, depending on their pseudo-period and amplitude, might cause system penalties. Those impairments have been discussed elsewhere (see e.g. [15, 16]) and are outside the scope of this thesis.
As a consequence, it is essential to be able to accurately characterise the dispersive behaviour of optical components to be used in WDM systems. The remaining of this chapter focuses on the phase characterisation of optical filters. First, a number of dispersion measurement techniques are reviewed in Section 2.2, and their applicability to the characterisation of wavelength selective components is discussed. Another approach that had been foreseen to provide the phase response of optical filters is via the calculation of amplitude-phase relations (often referred to as Kramers-Kronig relations). Theoretical issues are briefly discussed and an example of application is provided in Section 2.3. Dispersion measurement in devices using radio-frequency amplitude modulation techniques are presented in Section 2.4, where a general formulation is presented, enabling to discuss the accuracy of the commonly used phase-shift technique described in Section 2.5. Section 2.6 presents a wide range of complex transfer functions of the most commonly used WDM devices, as well as of more innovative filter designs, enabling to highlight the major differences between the available filter technologies. Finally, an alternative direct dispersion measurement technique known as the dispersion offset method is presented in Section 2.7.

2.2 Review of dispersion measurement techniques

A number of techniques have been devised over the years in order to measure the dispersion parameter of optical fibres. In the following, we will briefly present a review of selected techniques such as pulse delay measurement, interferometric methods, phase-shift techniques and frequency domain fibre transfer function measurement. We will then assess the additional requirements which are specific to the characterisation of dispersion in optical components. Based on those requirements, some suitable measurement methods will be selected for further investigation.

2.2.1 Dispersion measurements in optical fibres

Interferometric techniques

The phase shift experienced by a lightwave propagating in an optical fibre can be related to the group delay according to (2.1). As a consequence, the determination of phase shifts by interferometric techniques appeared as a natural way to measure dispersion. Several implementations of such techniques have been reported. Usually based on a Mach-Zehnder interferometer structure, they rely on one of the basic principles which are outlined below.
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- Wavelength scanning technique with fixed path-length imbalance: a broadband source is used and the intensity of the interference pattern \( I(\lambda) \) is measured as a function of wavelength after filtering with a monochromator prior to detection [18]. Curve fitting of the interference fringes enables a direct determination of the dispersion \( D \) and dispersion slope \( S = \frac{dD}{d\lambda} \).

- Path-length imbalance (\( \Delta x \)) scanning with a narrow-band source: by assessing the shift in position of the envelope of the interferogram \( I(\Delta x) \) for successive values of the wavelength, one can measure the relative group delay \( \tau(\lambda) \) [19, 20].

- Fourier transform spectroscopy: a broadband source is used and the path-length imbalance \( \Delta x \) is scanned in order to record the interferogram \( I(\Delta x) \), which is then Fourier transformed to obtain the relative phase spectrum [20, 21]. The group delay and dispersion can then be calculated by numerical differentiation techniques.

These techniques are usually implemented with an air reference path (although in some cases a length of fibre of known dispersion characteristics can be used), and therefore allow for the characterisation of short pieces of fibres (typically \( \sim 1 \text{ m} \)). Extrapolation to longer fibre lengths has to be done cautiously, as this assumes the dispersion is uniform with fibre length, which might not always be the case, especially for fibre types having a small core diameter.

Phase-shift techniques

In the conventional phase shift technique, light from a non-pulsed source is sinusoidally intensity modulated (typically at a few tens to a few hundreds of MHz) before being launched into the fibre under test. The electrical phase difference between the modulating signal and the component at the modulation frequency of the photo-current can be shown (under certain assumptions to be discussed in Section 2.5) to be equal to

\[
\Delta \varphi = 2\pi f_m \tau(\lambda_0)
\]

(2.3)

where \( \tau(\lambda_0) \) is the group delay at the wavelength \( \lambda_0 \) and \( f_m \) is the modulation frequency. By measuring \( \Delta \varphi \) at different wavelengths and by differentiating it according to (2.2), it is then possible to determine the dispersion accumulated through a certain length of fibre. The method has been first suggested with a broadband source and a monochromator as a wavelength discriminating element before detection [22], and later on using a laser
source tunable in wavelength [23]. Its applicability to the measurement of dispersion in optical components will be discussed in depth in Section 2.5.

One of the drawbacks of the method is that it requires both ends of the fibre to be accessed from the same location, making it unsuitable for measurement of the dispersion of installed fibres. A modified phase shift technique based on supercontinuum generation of a fixed wavelength reference signal as well as a wavelength selectable signal has been proposed to overcomes this limitation [24].

A variant of the phase-shift method known as “differential phase-shift technique” [25] directly measures the electrical phase shifts difference

\[
\delta \varphi = \Delta \varphi (\lambda + \Delta \lambda/2) - \Delta \varphi (\lambda - \Delta \lambda/2)
\]

experienced by amplitude modulated signals with a small wavelength separation \(\Delta \lambda\). This can be achieved in practice by shifting the wavelength of the laser over \(\Delta \lambda\) at a frequency lower than the amplitude modulation frequency \(f_m\). The dispersion can be calculated from \(\delta \varphi\) according to

\[
D(\lambda) = \frac{\delta \varphi}{2\pi f_m \Delta \lambda}
\]

Note that deriving (2.5) from (2.3) assumes that the dispersion is a smooth function of wavelength, which is usually the case in optical fibres. Practical implementations of the phase-shift and differential phase-shift methods in a metrology environment are discussed in details in [26].

Other methods

A method for the direct determination of \(D\) has been proposed in [27, 28]. It is based on the measurement - following square law detection - of the response of an optical fibre to small index amplitude modulation whose frequency is swept in the radio-frequency (RF) - microwave region (up to a few tens of GHz). This technique, which we will call RF modulation method, is described in detail in Sections 2.4 and 2.7.

As dispersion manifests itself as a frequency dependence of the group delay through a fibre, some early methods have focussed on the comparison of the propagation time of laser pulses at different wavelengths (the so-called “time-of-flight” measurements [29]). However it requires the generation of short pulses at several wavelengths as well as the precise determination of the propagation delay experienced by them. A comparison of early fibre dispersion measurement techniques, including pulse-delay measurement, phase shift, and some implementations of interferometric techniques can be found in [19].
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A technique which does not require a closed-loop configuration for the fibre has been reported in [30]. It is based on phase-to-amplitude (PM-AM) modulation conversion experienced in a dispersive medium. It allows the determination of the dispersion of an entire link, including optical amplifiers and wavelength selective devices, from the evaluation of the amplitude modulation of the received lightwave when a sinusoidally phase modulated signal is input to the link.

Another category of techniques relies on the fact that the manifestation of a certain number of non-linear effects in optical fibres depends on the local value of the dispersion parameter. For instance, the power of four wave mixing products can be shown to be an oscillatory function of distance [31]. The period of the oscillations can be related to the phase mismatch between the launched waves, which is a function of the local dispersion. Measuring the period of spatial oscillations (from the temporal oscillations of the Rayleigh back-scattered wave) at a specific distance in the fibre will thus enable a determination of the local dispersion parameter. This technique, which has been demonstrated in [32], allows for distributed dispersion measurements over an entire link.

Some comments

The list above does not pretend to be exhaustive. It merely presents a variety of techniques based on different principles, some of which were believed to be of interest for the problem of dispersion measurement in optical components. Out of the many schemes which have been suggested in order to provide, in some more or less straightforward way, a value of the dispersion in optical fibres, only very few are actually used in practice.

As an example, a recommendation from the International Telecommunication Union (ITU) [33] mentions the phase-shift technique as the reference test method, while the interferogram envelope displacement method and the pulse-delay technique are both cited as alternative test methods. The phase-shift technique is very often preferred in the industry due to its simplicity and the availability of compact set-ups from several manufacturers.

It should also be emphasised that, among the methods described previously, only the differential phase-shift and the RF modulation techniques, provide a direct measurement of the dispersion. From all the other methods, the dispersion can be obtained after numerical differentiation of the

---

4See for example, at the time of writing, Netttest’s S18 & S19 Chromatic Dispersion Measurement Systems, Agilent’s 86037C Chromatic Dispersion Test Solution or Advantest’s Q7760 Optical Network Analyzer, among others.
phase or group delay, or, in some cases, by more complex signal processing. However, numerical differentiation of noisy measured data might lead to significant errors, which affect the accuracy of those methods for the determination of the dispersion. The usual procedure is to fit the measured relative group delay versus wavelength curve to a suitable functional expression (typically a quadratic function or a three-term Sellmeier [19] expansion are used, depending on the fibre type; those are now defined in standards [33]), and to calculate the derivative with respect to wavelength of this expression. This point will be of critical importance in the context of the determination of the dispersion of optical components.

2.2.2 Dispersion measurements in components

Although the quantity of interest, and therefore its effects, is the same as for optical fibres, some specific requirements due to the nature of the devices are introduced when attempting to characterise the dispersion of optical components. An important consequence is that fibre dispersion characterisation techniques might not be directly transposable to optical filters used in WDM networks. Those specific requirements are:

Devices are expected to exhibit a “small” amount of dispersion in the pass-band. In the case of optical fibre, even if the dispersion per unit length $D$ is small, one has the degree of freedom to arbitrarily increase the fibre length $L$ so that the total accumulated dispersion $\mathbb{D} = D \cdot L$, which is actually measured, is large enough for the sensitivity of the method (defined as the minimum measurable dispersion). A device characterisation technique should therefore be able to measure small dispersion values.

Even extremely small dispersion values (close to the zero-dispersion wavelength in dispersion-shifted fibres for instance) can be characterised accurately in some types of optical fibres by interpolation. This is due to the fact that the group delay is a “well-behaved” and smooth function of wavelength, which can be fitted with a reasonable accuracy to some of the functional expressions discussed above. Therefore, knowledge of the group delay in wavelength ranges where its variations with wavelength are large enough to be measured might prove sufficient to perform the fitting operation enabling to predict lower dispersion values. Note that the problem of extrapolation using the same functional expressions is more hazardous. The standard quadratic or Sellmeier fits only apply in a limited wavelength range, which can be far away from the zero-dispersion wavelength in some kind of fibres. Attempts to predict low dispersion values from measurement of the group delay in a distant wavelength range will, in most cases, prove unreliable. In devices, on the other hand, the group delay is usually a fast-
2.2 Review of dispersion measurement techniques

varying function of wavelength. This means that such a fitting procedure is usually not an option. First, there might not be any physical legitimacy for a chosen functional expression\(^5\). Even in the cases when modelling of the device can predict a theoretical group delay versus wavelength curve, no analytic expression is usually available to perform a least-square fit to the measured data. As a consequence, interpolation or extrapolation of measured group delay or dispersion data in order to evaluate dispersion values which are too low compared to the sensitivity of the method should be disregarded in the context of optical devices.

The fact that the group delay of optical components can be a fast-varying function of wavelength also means that some of the assumptions upon which a number of fibre dispersion characterisation techniques rely might not be satisfied for optical components. This point will be treated in detail in Section 2.5.1 dealing with the phase-shift characterisation of WDM components.

The desired functionality of most of the devices expected to play an important role in future WDM networks is to provide some degree of amplitude band-pass filtering (cf. Section 1.1.1). The chromatic dispersion exhibited by some of the components is usually considered as an undesired side effect. Nevertheless, both phase and amplitude filtering are expected to be simultaneously present in the devices to be characterised. In optical fibres, on the other hand, the attenuation can be considered to be independent of wavelength, at least locally. This is typically not the case at the edge of the pass-band of an optical filter. Therefore, it should be ensured that having an uniform attenuation is not a strict requirement for the dispersion characterisation technique. Even though there might be no fundamental limitation to the applicability of a given method in the presence of non-uniform attenuation, practical limitations (such as dynamic range requirements between the side-bands of an amplitude modulated signal, or minimum optical power providing the required signal-to-noise ratio for a given measurement accuracy) might arise.

Finally, a certain number of practical considerations have to be taken into account. For an optical system designer, it is important to be able to characterise devices that will be part of a fibre link (in order to e.g. compare different available technologies). Such devices are very often, either based on optical fibres (gratings), or packaged and pig-tailed. This implies that dispersion measurement techniques relying on free space op-

\(^5\)In the case of optical fibres, the Sellmeier expressions - or rather simplified expansions far from resonances - can be used in wavelength ranges where material dispersion dominates [34].
tics (such as low coherence interferometry where one light path length has to be precisely scanned), might not be considered as practical solutions, even though they are known to be suitable for the measurement of small dispersion values. Such practical requirements might of course be different in a device development or production environment.

Techniques used for the measurement of dispersion in optical components

Based on the specific requirements previously described, a number of techniques have been applied to the characterisation of the dispersion of optical filters. Some of those are briefly outlined below.

- Low coherence interferometry based on wavelength scanning with fixed path length imbalance has been used to characterise the dispersion properties of bulk grating pairs [35].

- The precise determination of the intensity of the fringes $I(\lambda)$ obtained from a narrow-linewidth laser used in a Michelson interferometer configuration has allowed the determination of the dispersion of a bulk grating pair and of a linearly chirped waveguide grating [36].

- An all-fibre Michelson interferometer using a low coherence technique based on the determination of the reference path delay maximising the amplitude of the interferogram at a given wavelength has been proposed in [37]. It has been used for the measurement of the group delay of a chirped fibre Bragg grating.

- The group delay of a variety of fibre gratings has been measured using an all-fibre Michelson interferometer where the reference arm was phase modulated [38]. The group delay could be obtained by numerical differentiation of the relative phase of the response of the interferometer when the wavelength was scanned across the device bandwidth. An active temperature stabilisation scheme was required.

- Fourier transform spectroscopy has been used to determine the distributions of phase and amplitude errors in arrayed-waveguide gratings by Fourier transforming the portion of the interferogram corresponding to a given path through the device [39]. The complex transfer function, therefore including the group delay, can then be reconstructed from the knowledge of the attenuations and phase-shifts experienced by the light propagating through each of the individual
waveguides of the array [40]. Alternatively, Fourier transforming the full interferogram will directly lead to the phase spectrum from which the group delay and dispersion can be evaluated numerically [41].

- Inserting a device into the cavity of a mode locked fibre ring laser (MLFRL) has been suggested as a way to measure small amounts of dispersion [42]. This technique relies on the high sensitivity of the laser repetition frequency to the optical length of the cavity.

- The phase-shift technique has been used for the characterisation of a variety of components, including planar lightwave circuit dispersion equalisers [43], chirped fibre gratings for dispersion compensation [44], as well as arrayed-waveguide grating and multilayer interference multiplexers [45].

- Other reported techniques are not universal in the sense that they apply to a single category of device whose particular properties enable to theoretically link its phase response to directly measurable quantities. This is the case of the recovery of the phase from the amplitude response of a grating via Hilbert transform relations [46], or of a proposed method relying on the processing of the interference pattern between the light reflected from a fibre grating and the end facet of the fibre [47]. It has also recently been suggested that the group delay of Bragg grating based Mach-Zehnder optical add-drop multiplexers could be recovered from their drop and back-reflection responses, provided the gratings written in each arm of the Mach-Zehnder are slightly detuned [48].

We have reviewed a number of experimental techniques to characterise the dispersion of optical components (starting with the well known case of optical fibres) and discussed their applicability to the case of optical filters to be used in dense wavelength division multiplexing (DWDM) systems. Our interest is in the implementation of a technique which is universal (i.e. does not depend on the technology of the filter to be characterised) and compatible with fibre optics components, therefore eliminating methods resorting to free space optics. In the following, we will present three alternative characterisation techniques that have been considered in this Ph.D. project. Measuring the amplitude response of an optical device can easily be achieved in the laboratory. We will first discuss whether the phase response of an optical filter can be determined from its amplitude transfer function, and evaluate the practical applicability of such a numerical
method. Based on the discussion on requirements specific to the determination of the dispersion in optical devices, it appeared that the phase-shift technique was particularly well adapted to our purpose, in spite of some inherent limitations. We will discuss those limitations and present a broad catalogue of complex transfer function of DWDM components measured using this method. Finally we will present an adaptation of an optical fibre characterisation technique which allows a direct determination of the dispersion in the pass-band of optical filters.

2.3 Amplitude-phase relations

It is known from the theory of linear systems that the phase response of a filter can be inferred from its amplitude response provided the so-called “minimum-phase” condition is satisfied [49, 50]. It is therefore natural to consider such a numerical approach to retrieve the dispersion from the amplitude transfer function of optical filters. When they exist, the mathematical relations linking the amplitude and the phase of an optical filter are analogous to the Kramers-Kronig relations between the absorption and refractive index (or real and imaginary parts of the dielectric constant) of a material [51]. Mathematically, quantities satisfying such relations are known as Hilbert transform pairs. As a consequence, “amplitude-phase”, “Kramers-Kronig” or “Hilbert transform” relations will be used indifferently in this thesis.

Some early work on the applicability of the Kramers-Kronig relations to the determination of the group delay of optical filters was first presented in [52], where it was clearly demonstrated that such relations do not exist for some types of filters to be used around 800 nm (e.g. Gires-Tournois interferometer, dielectric mirror and birefringent filter). It was later shown that a careful consideration of the zeros of the transfer function as well as of the frequency dependence of all optical parameters could enable recovery of the phase response of etalon filters - therefore including Gires-Tournois interferometers - from their amplitude response [53]. At the same time, the determination of the dispersion of components to be used in DWDM systems around 1550 nm became the object of increased attention. Kramers-Kronig relations were successfully applied to the reflectivity of fibre Bragg gratings [46, 54] and a comparison between recovered and theoretical group delay was performed. The first comparison between measured group delay and delay recovered from measured amplitude responses was presented in [55] for uniform fibre gratings. Although some striking similarities could be observed for some devices, discrepancies in other devices raised some
doubts on the practical applicability of the method. It was later on shown that, for real imperfect gratings, the modelling of the group delay of the corresponding perfect grating will often provide a better estimate than the recovery of the group delay by applying the Kramers-Kronig relations to the measured reflectivity [56].

Although the existence of the minimum-phase condition was known and mentioned by the authors of [46, 55], its validity was not discussed in the general case of optical filters, including fibre gratings, until some more thorough studies of the dispersive properties of WDM filters were presented in [13]. It was also shown in [57] that the group delay in transmission of an arbitrary fibre grating could be determined from its amplitude transfer function, whereas the same is true in reflection only if the grating is symmetric.

Our interest in amplitude-phase relations and their use for the determination of the dispersion of DWDM components was raised in the summer of 1997, just before the publication of [54], soon followed by the other publications listed above. Due to concerns on the practical applicability of the method, it was decided not to pursue those investigations further. Nevertheless, we present below some of our considerations on this approach. First the theoretical issues linked to the use of Kramers-Kronig relations will be presented, followed by a description of the algorithm implemented for their calculation. The determination of the phase response of an uniform fibre Bragg grating based on its theoretical amplitude transfer function, as well as on an imperfect measured amplitude response, will be used to illustrate a number of issues linked to the use of amplitude-phase relations for the practical determination of the group delay of optical components.

### 2.3.1 Theoretical issues

Let us consider a passive optical filter with impulse response $h(t)$. Such a physical system is causal and stable, therefore its impulse response is real valued and verifies the conditions $h(t) = 0$ for $t < 0$ and $|h(t)| < \infty$. Let $H(\omega)$ be the transfer function of the optical filter (i.e. the Fourier transform of its impulse response) and $H_L(s)$, where $s$ is a complex variable, its Laplace transform. The Fourier transform can be evaluated from the Laplace transform according to $H_L(j\omega) = H(\omega)$. The fact that $h(t)$ is causal translates into $H_L(s)$ being analytic in the right-hand plane. Under those assumptions it can be shown that

$$H(\omega) = \frac{1}{j\pi} P \int_{-\infty}^{+\infty} \frac{H(\Omega)}{\Omega - \omega} \, d\Omega$$

(2.6)
where $P$ denotes the Cauchy principal value. Appendix A presents a derivation of (2.6). One important consequence of equation (2.6) is that the real (respectively imaginary) part of the transfer function $H(\omega)$ can be determined from the knowledge of its imaginary (respectively real) part. The real and imaginary parts of $H(\omega)$ are said to constitute a Hilbert transform pair.

The transfer function of the optical filter can be written

$$H(\omega) = |H(\omega)| e^{-j\phi(\omega)}$$

(2.7)

taking the logarithm

$$\ln H(\omega) = \ln |H(\omega)| - j\phi(\omega)$$

(2.8)

Therefore, by applying the results of (2.6) to the function $\ln H(\omega)$, one should be able to derive Hilbert transforms relations between the logarithm of the amplitude transfer function and the phase of an optical filter. However, this would require the function $\ln H_L(s)$ to fulfill the initial assumptions and to be analytic in the right-hand plane. One important issue is that $H_L(s)$ might have zeros in the right-hand plane, where the logarithm is not defined. If we moreover assume that $H_L(s)$ has no zero for $\text{Re}(s) \geq 0$, then its phase will be uniquely determined from its amplitude response according to

$$\phi(\omega) = \frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{\ln |H(\Omega)|}{\Omega - \omega} d\Omega$$

(2.9)

Filters for which the logarithm of the Laplace transform of their impulse response is analytic in the right-hand plane are said to be of the minimum-phase type.

It is shown in Appendix A that, starting from equation (2.9) a new expression for the phase can be written, which highlights the relation between the variations of the amplitude response with frequency and the phase response

$$\phi(\omega) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{d}{du} [\ln |H(\omega e^u)|] \ln \left(\coth \frac{|u|}{2}\right) du$$

(2.10)

An immediate consequence is that any attempt to realise sharp edges in the transfer function of a minimum-phase optical band-pass filter will result in increased dispersion at those edges. Recalling our discussion of Section 1.1.3, it can be concluded that, for a minimum-phase optical filter, the two goals of achieving low crosstalk and low dispersion cannot be
reached simultaneously. Filters which are not minimum-phase will offer more degrees of freedom in order to achieve these two desired features. Note, however, that the fact that a filter is non minimum-phase does not prevent it from exhibiting a high dispersion at the edges of its pass-band, but simply means that its dispersion cannot be calculated from the attenuation spectrum.

The minimum phase condition was discussed for different optical filters technologies in [13]. It was shown that generalised Mach-Zehnder filters (including arrayed waveguide gratings) were in general not minimum-phase, therefore allowing for a squaring of their amplitude transfer function without affecting their phase response. Interference filters such as Fabry-Pérot and thin-film filters are inherently of the minimum-phase type when used in transmission. It was also shown in [57] that grating filters were minimum-phase in transmission but that this was not always the case in reflection. Nevertheless, in case the grating is symmetric, its group delay is identical in reflection and transmission, as shown in Appendix B, therefore enabling the reflection group delay to be recovered from the grating transmittivity.

In the following section, we discuss the practical use of the Kramers-Kronig relations based on a concrete example.

### 2.3.2 Example of application

The applicability of amplitude-phase relations for the practical determination of the group delay of optical filters raises a number of issues. First of all, it is necessary to determine whether the filter one attempts to characterise is of the minimum-phase type or not. The influence of imperfections in the real filter (as opposed to the ideal modelled filter) needs to be assessed. For instance, if a certain type of filter can theoretically be shown to be of the minimum-phase type, one should ensure that the real imperfect implementation of such a filter is also minimum-phase before applying the Kramers-Kronig relations to its measured attenuation spectrum. Equation (2.6) shows that it is theoretically necessary to integrate the amplitude response over all frequencies in order to recover the phase by the Kramers-Kronig relations. Equation (2.6) shows that it is theoretically necessary to integrate the amplitude response over all frequencies in order to recover the phase by the Kramers-Kronig relations. However, in practice, the amplitude response is usually known only in a small wavelength region. Intuitively, it makes sense that the amplitude transfer function far from the wavelength of interest should not contribute significantly to the phase transfer function at that wavelength, which is confirmed mathematically from equation (2.10). Nevertheless, the requirements on the range where the amplitude transfer function has to be defined in order to provide a reliable estimation of the phase need to be quantified. Additional concerns arise with the practical implementa-
tion of a given Kramers-Kronig calculation algorithm, more specifically its behaviour close to the zeros of the amplitude transfer function, as well as in the presence of noisy measurement data.

In order to provide an illustration of some of the points mentioned in the previous paragraph, we have applied the amplitude-phase algorithm described in [54] to the case of a uniform fibre grating used in reflection. Its transfer function can be easily calculated using the coupled mode equations formalism [9], leading to the following expression for the reflectivity

\[ r = \frac{-j\kappa \sinh (\gamma L)}{\gamma \cosh (\gamma L) + j\Delta \beta \sinh (\gamma L)} \] (2.11)

where \( L \) is the grating length, \( \kappa \) is a coupling coefficient between the forward and backward propagating waves, and

\[ \Delta \beta = -\frac{\alpha}{2} + \frac{n_{eff}}{c} (\omega - \omega_B) \quad \gamma^2 = \kappa^2 - (\Delta \beta)^2 \] (2.12)

In equation (2.12), \( \alpha \) is the loss per unit length, \( n_{eff} \) is the effective refractive index, \( c \) is the speed of light in vacuum and \( \omega_B \) is the Bragg angular frequency. Those parameters are explicated in detail in Appendix B. We know from [57] that such a grating is minimum-phase in transmission and that, in the case of symmetric gratings (which include uniform gratings), the group delay is identical in transmission and reflection. Therefore the group delay in reflection can be calculated from the transmittivity of the grating via the Kramers-Kronig relations. However, we would like to calculate the group delay in reflection from the measured reflectivity of the grating. We therefore need to ensure that the reflectivity \( r \) is a minimum-phase function. As the transfer function of a physically realisable device, \( r \) is clearly analytic in the right-hand plane. We should now check about the existence of zeros for \( \text{Re} (s) \geq 0 \), where \( s \) is the complex variable \( s = \sigma + j\omega \) in order to determine whether \( \ln r \) is also analytic in the right-hand plane. The zeros in the complex plane of the function \( \sinh z \) occur for \( z = jp\pi \) where \( p \in \mathbb{Z} \). After some arithmetic, we obtain the following expressions for the real and imaginary parts of the zeros of the reflectivity \( r \).

\[ \sigma = -\frac{c}{n_{eff}} \frac{\alpha}{2} \] (2.13)

\[ \omega = \omega_B + \frac{c}{n_{eff}} \sqrt{\kappa^2 + p^2 \pi^2 \frac{L^2}{L^2}} \] (2.14)

From equation (2.13), we observe that, in the presence of loss, the zeros of the reflectivity of a uniform fibre Bragg grating are moved towards the
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Figure 2.1 Comparison of the measured and calculated power transfer functions in reflection for a 33 GHz bandwidth uniform fibre Bragg grating.

left-hand plane. We can therefore conclude that a uniform grating used in reflection is of the minimum-phase type, for which the Kramers-Kronig relations apply directly.

The reflectivity of an uniform fibre Bragg grating with full-width half-maximum (FWHM) bandwidth equal to 33 GHz has been measured and is plotted in Figure 2.1. The theoretical transfer function of an uniform grating approaching the measured data has been calculated using the coupled mode equations formalism. As can be seen in Figure 2.1, good agreement between measured and calculated transfer functions is obtained for the main lobe and the two neighbouring lobes on both sides, after which imperfections in the real grating are responsible for deviation from the ideal behaviour.

Using the Kramers-Kronig algorithm described in Appendix A, we have calculated the phase of the uniform grating starting from the measured reflectivity, as well as from the calculated reflectivity of the theoretical uniform grating matching the measurements. The results are shown in Figure 2.2, together with the theoretical phase of the grating calculated directly from equation (2.11). For reference, the calculated reflectivity of the grating is also plotted on a linear scale in Figure 2.2. It can be observed that, apart from a linear phase factor \[54\], and from discontinuities due to limitations from the domain of definition of the functions used for the inversion of the theoretical phase, good agreement is obtained between the calculated phase and the phase recovered from the calculated reflectivity. The aforementioned limitations will obviously vanish when calculating
the group delay or the dispersion which are the quantities of interest, and therefore no special care has been taken in order to avoid them. Good agreement is also observed between the phases recovered from the calculated and measured transfer functions at the centre of the reflectivity’s main lobe. The agreement is also reasonable far from the phase discontinuities at wavelengths corresponding to the neighbouring lobes in the reflectivity spectrum. Further away from the centre wavelength, significant discrepancies are observed, due to the already mentioned deviation between calculated and measured transfer functions. The phase discontinuities occur at the minima of the reflectivity. The effect of loss being quasi-negligible, those minima are located in the vicinity of the zeros of the reflectivity. The calculated reflectivity is very close to zero at those points, whereas, due to imperfections of the real grating and to the limited resolution of the optical spectrum analyser used for amplitude transfer function measurements, the measured reflectivity presents higher values as can be seen in Figure 2.1. Such a difference of several orders of magnitude in the attenuation is the cause for the observed deviations between the phases recovered from the measured and calculated reflectivities close to their discontinuities. Needless to say that such discrepancies for the phase will result in even more severe deviations for the group delay.

In order to allow for a better comparison between the theoretical phase calculated from (2.11) and the phase recovered by applying the Kramers-
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Kronig relations to the calculated reflectivity, we have calculated the corresponding group delays according to equation (2.1). The results are shown in Figure 2.3, together with the calculated reflectivity plotted on a linear scale. Apart from the spikes in the recovered group delay which occur close to the zeros of the reflectivity, a good agreement is obtained, especially in the main lobe of the transfer function. Note that the theoretical group delay curve has been slightly up-shifted in Figure 2.3 in order to allow for a better comparison.

In conclusion, we have shown that the Kramers-Kronig relations can be successfully applied to the amplitude response of an optical filter of the minimum-phase type (which was demonstrated to be the case for an uniform fibre grating used in reflection). However, difficulties arise for wavelengths close to the zeros of the amplitude transfer function. Even though, by definition of a minimum-phase filter, those zeros do not appear on the imaginary axis in the complex plane, they might be infinitesimally close, resulting in numerical errors when calculating the phase response by the Kramers-Kronig relations. We have also shown that applying amplitude-phase relations to measured data might not prove reliable, due to limitations in the resolution and sensitivity of the measuring instrument close to the minima of the amplitude transfer function. As a consequence, we believe that measurements of the phase response (or equivalently of the group delay or dispersion) should be preferred to a numerical approach via the Kramers-Kronig relations for the characterisation of optical filters.

Figure 2.3 Comparison of the theoretical group delay (solid) with the group delay recovered from the theoretical reflectivity (dashes) for the uniform fibre Bragg grating of Figure 2.1.
In this section, we present a general formulation of chromatic dispersion measurement techniques based on small-index intensity modulation of a lightwave. This family of methods covers two variants which have been implemented experimentally for the measurement of the group delay or dispersion of optical components: the phase-shift technique which is discussed in Section 2.5, and the small signal transfer function method, which has been adapted to the needs of device characterisation and which is described in Section 2.7. Apart from providing a better understanding of the principles of the aforementioned techniques, this general formulation will also enable to understand their limitations and discuss their validity in the special case of the phase characterisation of devices to be used in WDM networks.

A generic set-up for amplitude modulation based techniques is shown in Figure 2.4. It consists of a continuous wave (CW) laser followed by an external amplitude modulator (AM) which is driven by a radio-frequency (RF) signal at the frequency $f_m$ (corresponding to the angular frequency $\omega_m = 2\pi f_m$). The electric field of the modulated signal can be written

$$E(t) = E_0 [1 + m \cos (\omega_m t - \varphi)] e^{j\omega_0 t}$$  \hspace{1cm} (2.15)$$

where $\omega_0$ and $E_0$ are the angular frequency and electric field amplitude of the CW laser (assumed to be perfectly monochromatic) respectively, $m$ is the amplitude modulation index and $\varphi$ is the initial phase of the modulating signal. The spectrum of the modulated signal described by (2.15) consists of a carrier at $\omega_0$ and of two sidebands of equal amplitude at $\omega_0 \pm \omega_m$, as
can be seen from the expansion\(^6\)

\[
E(t) = E_0 \left[ \cos(\omega_0 t) + \frac{m}{2} \cos((\omega_0 + \omega_m) t - \varphi) + \frac{m}{2} \cos((\omega_0 - \omega_m) t + \varphi) \right] \tag{2.16}
\]

The modulated signal is then input to a linear optical element (LOE) having a transfer function

\[
H(\omega) = |H(\omega)| e^{-j\phi(\omega)} \tag{2.17}
\]

At this point, the optical element can indifferently be an optical fibre or an optical filter. It will also be referred to as the device under test. Its amplitude transfer function will be defined from now on with the simplified notation \(h(\omega) = |H(\omega)|\).

Each frequency component at \(\omega\) of the spectrum at the input of the linear optical element will experience an attenuation \(h^2(\omega)\), as well as a phase shift \(-\phi(\omega)\). It is therefore possible to write the electric field at its output as

\[
E_{\text{out}}(t) = E_0 \left[ h(\omega_0) \cos(\omega_0 t - \phi(\omega_0)) + \frac{m}{2} h(\omega_0 + \omega_m) \cos((\omega_0 + \omega_m) t - \phi(\omega_0 + \omega_m) - \varphi) + \frac{m}{2} h(\omega_0 - \omega_m) \cos((\omega_0 - \omega_m) t - \phi(\omega_0 - \omega_m) + \varphi) \right] \tag{2.18}
\]

The derivation of the amplitude modulation methods relies on the fact that both the amplitude and phase transfer functions of the optical linear element can be expanded as Taylor series to any integer order \(n\) around the carrier frequency \(\omega_0\) according to

\[
h(\omega) = \sum_{k=0}^{n} \frac{1}{k!} \frac{d^k h}{d\omega^k}(\omega_0) (\omega - \omega_0)^k \tag{2.19}
\]

\[
\phi(\omega) = \sum_{k=0}^{n} \frac{1}{k!} \frac{d^k \phi}{d\omega^k}(\omega_0) (\omega - \omega_0)^k \tag{2.20}
\]

\(^6\)For simplicity and in accordance with a widespread usage, we have kept identical notations for the expression of the field - which is a real quantity - as in (2.16) and its complex representation as in (2.15), where it is implicitly assumed that the real part should be considered.
It is then possible to separate the odd and even powers of \( \omega_m \) in the expansions of the amplitude and phase transfer functions given by (2.19) and (2.20), respectively and write

\[
\begin{align*}
  h (\omega_0 + \omega_m) &= h (\omega_0) + h_1 (\omega_m) + h_2 (\omega_m) \\
  \phi (\omega_0 + \omega_m) &= \phi (\omega_0) + \phi_1 (\omega_m) + \phi_2 (\omega_m)
\end{align*}
\] (2.21)

where \( h_1 \) and \( \phi_1 \) are odd functions of \( \omega_m \) and \( h_2 \) and \( \phi_2 \) are even functions of \( \omega_m \). Inserting (2.21) and (2.22) into (2.18) and rearranging, leads to a new expression for the electric field at the output of the device under test

\[
\begin{align*}
  E_{\text{out}} (t) &= E_0 h (\omega_0) \cos (\omega_0 t - \phi (\omega_0)) \\
  &+ m E_0 h (\omega_0) \cos (\omega_0 t - \Phi_1) \\
  &- m E_0 h_1 (\omega_m) \sin (\omega_0 t - \Phi_2) \sin (\omega_m t - \Phi_1) \\
  &+ m E_0 h_2 (\omega_m) \cos (\omega_0 t - \Phi_2) \cos (\omega_m t - \Phi_1)
\end{align*}
\] (2.23)

where

\[
\begin{align*}
  \Phi_1 &= \phi_1 (\omega_m) + \varphi \\
  \Phi_2 &= \phi (\omega_0) + \phi_2 (\omega_m)
\end{align*}
\] (2.24)

The lightwave is then finally detected in a photodiode (PD) whose photocurrent \( i (t) \) is proportional to the time average over many optical cycles of the squared electric field

\[
i (t) = K \langle E_{\text{out}}^2 (t) \rangle
\] (2.26)

If we only retain the component of the photocurrent at the modulation frequency \( \omega_m \), we obtain

\[
i_{\omega_m} (t) = i_0 m h (\omega_0) \left[ (h (\omega_0) + h_2 (\omega_m)) \cos \phi_2 (\omega_m) \cos (\omega_m t - \Phi_1) \\
+ h_1 (\omega_m) \sin \phi_2 (\omega_m) \sin (\omega_m t - \Phi_1) \right]
\] (2.27)

where \( i_0 = KE_0^2 \).

Using a standard trigonometric identity expressing the weighted sum of a sine and a cosine having the same argument\(^7\) leads to the final expression

\[\text{A} \cos \theta + \text{B} \sin \theta = \sqrt{\text{A}^2 + \text{B}^2} \cos (\theta - \Gamma)\]
for the component of the photocurrent at $\omega_m$

$$i_{\omega_m}(t) = i_0 m h_0 \sqrt{(h_0 + h_2)^2 \cos^2 \phi_2 + h_1^2 \sin^2 \phi_2 \cos(\omega_m t - \phi_1 - \varphi - \Gamma)}$$

(2.28)

where $\Gamma$ is defined according to

$$\tan \Gamma = \frac{h_1}{h_0 + h_2} \tan \phi_2$$

(2.29)

It has been attempted to improve the readability of (2.28) and (2.29) by introducing the shorthand notations

$$h_0 = h(\omega_0) \quad h_1 = h_1(\omega_m) \quad h_2 = h_2(\omega_m)$$

(2.30)

were the explicit dependance of $h_1$ and $h_2$ on the modulation frequency has been removed.

Equation (2.28) can be related to two dispersion measurement techniques once restrictive assumptions are made. First, we assume that the amplitude transfer function of the linear optical element can be considered uniform locally. In practice this means that the carrier and the two sidebands of the amplitude modulated signal will experience the same attenuation when propagating through the device under test:

$$h(\omega_0) = h(\omega_0 - \omega_m) = h(\omega_0 + \omega_m)$$

(2.31)

which from (2.21) results in

$$h_1(\omega_m) = h_2(\omega_m) = 0$$

(2.32)

We can furthermore make one of the following assumptions:

1. The phase of the transfer function can be accurately described by a first order Taylor expansion around the carrier frequency $\omega_0$, i.e.

$$\phi(\omega) = \phi(\omega_0) + \frac{\partial \phi}{\partial \omega}(\omega_0) (\omega - \omega_0)$$

(2.33)

By comparing the electrical phase of the component at $\omega_m$ of the photocurrent and the phase of the RF signal driving the optical amplitude modulator, we obtain

$$\Delta \varphi = \phi_1(\omega_m) + \Gamma$$

(2.34)
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which, under our restrictive assumptions, translates to

$$\Delta \varphi = \omega_m \frac{\partial \phi}{\partial \omega} (\omega_0)$$  \hspace{1cm} (2.35)

where we can recognise the group delay $\tau (\omega_0)$ of the linear optical element at the optical frequency $\omega_0$. By performing a swept-wavelength measurement of the electrical phase difference $\Delta \varphi$, it is then possible to obtain the wavelength dependence of the group delay from which the dispersion can be evaluated numerically according to (2.2). This is the principle behind the “phase-shift” technique [22, 23], which will be described more in details in Section 2.5. In particular, we will examine the validity of the above assumptions in the case of the measurement of the group delay of optical filtering elements designed for WDM applications.

2. Alternatively, a second order expansion might be necessary to describe the phase of the transfer function around the carrier frequency $\omega_0$

$$\phi (\omega) = \phi (\omega_0) + \frac{\partial \phi}{\partial \omega} (\omega_0) (\omega - \omega_0) + \frac{1}{2} \frac{\partial^2 \phi}{\partial \omega^2} (\omega_0) (\omega - \omega_0)^2$$  \hspace{1cm} (2.36)

The magnitude of the photocurrent can be measured as a function of the modulation frequency $\omega_m$ while keeping the carrier frequency $\omega_0$ constant.

$$|i_{\omega_m}| = i_0 m h_0^2 |\cos \phi_2 (\omega_m)|$$ \hspace{1cm} (2.37)

where, under the assumption (2.36)

$$\phi_2 (\omega_m) = \frac{1}{2} \left[ \frac{\partial^2 \phi}{\partial \omega^2} (\omega_0) \right] \omega_m^2 = -\frac{1}{2} \left[ \frac{\lambda^2}{2 \pi c} D (\lambda_0) \right] \omega_m^2$$ \hspace{1cm} (2.38)

The cosine in (2.37) cancels for $\phi_2 (\omega_m) = (2k - 1) \frac{\pi}{2}$ where $k$ is a strictly positive integer. It is therefore possible to relate the frequencies at which the magnitude of the photocurrent at $\omega_m$ cancels to the value of the chromatic dispersion at the carrier frequency $\omega_0$. Such a RF modulation technique, also known as “fibre transfer function” has been proposed for the measurement of dispersion in optical fibres [28, 27]. We will see in Section 2.7 how it can be extended to the measurement of small dispersion values in optical components.
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Remark

The only assumption we have made on the device under test so far is that it has to be linear, so that its effect on the lightwave can be described in the frequency domain by a transfer function according to (2.17). An optical fibre can be considered as a linear optical element as long as its input power is sufficiently low. In this case the transfer function of a length \( L \) of fibre having an attenuation per unit length \( \alpha \) can be written

\[
H(\omega) = e^{-\frac{\alpha}{2}L}e^{-j\beta(\omega)L}
\] (2.39)

where \( \beta(\omega) \) is the mode propagation constant which can be expressed around \( \omega_0 \) using the customary expansion (here limited to second order)

\[
\beta(\omega) = \beta_0 + \beta_1(\omega - \omega_0) + \frac{1}{2}\beta_2(\omega - \omega_0)^2
\] (2.40)

with

\[
\beta_n = \frac{\partial^n \beta}{\partial \omega^n}(\omega_0)
\] (2.41)

We therefore have, for a linear optical fibre where no dispersion effects higher than \( \beta_2 \) are considered

\[
\phi_1(\omega_m) = \beta_1 L \omega_m \quad \phi_2(\omega_m) = \frac{1}{2}\beta_2 L \omega_m^2
\] (2.42)

from which original results on phase-shift and RF modulation measurements in optical fibres can easily be derived. Equation (2.28) can therefore be considered as a generalisation of the results described in [23, 28] to any linear optical device.

2.5 Measurements by the phase-shift technique

2.5.1 Description of the method

Our implementation of a phase shift measurement set-up is shown in Figure 2.5. Light from a tunable laser (TLS) is sinusoidally amplitude modulated (typically in the 100 MHz to 20 GHz range) with a small modulation index in a Mach-Zehnder modulator (MZ). After propagating through the device under test (DUT), the lightwave is detected by a photodiode (PD). A network analyser (NA) is used to provide a modulating signal of frequency \( f_m \) and to measure electrical phases differences between modulating and detected signals. Synchronisation of the instruments and data acquisition are performed using a computer running an home-made software. We have
seen in Section 2.4 that, assuming a constant amplitude transfer function for the device under test and making a first order approximation for its optical phase, the difference between the phase of the component at $f_m$ of the photocurrent and the phase of the signal driving the modulator can be shown to be equal to

$$\Delta \phi = 2\pi f_m \tau (\omega_0)$$

(2.43)

where $\tau (\omega_0)$ is the group delay of the device under test at the optical angular frequency $\omega_0$. A phase shift measurement is performed by sweeping the optical frequency $\omega_0$ while keeping the modulation frequency $f_m$ constant, therefore enabling a characterisation of the group delay as a function of wavelength, from which the dispersion can be assessed according to equation (2.2). Equation (2.43) shows that, for a given electrical phase measurement accuracy, smaller dispersions can be resolved by increasing the modulation frequency. For instance, if an accuracy of 0.1 degree is achievable by the network analyser, this will result in a group delay resolution of about 3 ps if a modulation frequency of 100 MHz is used, against about 0.03 ps at 10 GHz. However, using a higher modulation frequency results in a larger separation between the sidebands of the amplitude modulated signal, which will probe the device under test at different frequencies and will no longer experience the same level of attenuation. Moreover, a first order approximation might also no longer be sufficient for the optical phase. For instance, if a modulation frequency of 100 MHz is used, the separation between the sidebands is 1.6 pm at 1550 nm, against 0.16 nm for a modulation frequency of 10 GHz. Those values should be compared to the bandwidths of DWDM components that need to be made compatible with current channel spacings of 100 GHz or even 50 GHz and lower, depending on the bit-rate. Therefore, equation (2.43) does not necessarily hold when the modulation frequency is high and when the phase and amplitude

---

**Figure 2.5** Implementation of a phase shift measurement set-up. ECL: external cavity tunable laser source; PC: polarisation controller; MZ: Mach-Zehnder modulator; NA: network analyser; DUT: device under test; PD: photodiode.
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Figure 2.6  Relative error in the determination of the group delay of a 40 GHz Fabry-Pérot filter when using the standard phase-shift approximation with 10 and 20 GHz modulation frequencies.

of the transfer function of the device under test are fast-varying functions of the wavelength. This is especially the case at the band edges of optical filters where dispersion is expected to be non-negligible [58], as shown theoretically in Section 2.3.1 in the case of minimum-phase filters. As a consequence, the general assumptions of the phase-shift technique need to be refined based on the theory of Section 2.4.

2.5.2 Limitations of the phase shift technique

Equation (2.34) is a generalisation of (2.43). However, it is unpractical for calculation of the group delay as it contains higher order terms in the expansion of the phase transfer function. Nevertheless, the error induced by using equation (2.43) to calculate the group delay can be evaluated for some kinds of filters for which analytical expressions of the phase transfer function can be derived. If we assume that a second order approximation is necessary for the phase transfer function, then the group delay evaluated using (2.43), $\tau_{\text{meas}}$, can be related to the actual group delay $\tau$ through

$$\tau_{\text{meas}}(\omega_0) = \tau(\omega_0) - \frac{1}{\omega_m} \tan \left[ \frac{1 - \alpha}{1 + \alpha} \tan \left( \frac{\pi c}{\omega_0} \mathbb{D} \omega_m^2 \right) \right]$$

(2.44)

where $\mathbb{D}$ is the device dispersion at the optical angular frequency $\omega_0$, $c$ is the light velocity in vacuum, and $\alpha$ is the ratio of the amplitudes of the transfer function at the sidebands frequencies $\alpha = h(\omega_0 - \omega_m)/h(\omega_0 + \omega_m)$.

The effect of a modulation frequency which is too high for the basic assumptions on the complex transfer function to be satisfied is therefore
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Figure 2.7 Relative error in the determination of the dispersion of a 40 GHz Fabry-Pérot filter when using the standard phase-shift approximation with 10 and 20 GHz modulation frequencies.

to induce some distortion in the group delay curve. This is illustrated in Figure 2.6 where equation (2.44) has been used to evaluate the relative error made in the determination of the group delay for a Fabry-Pérot filter having a 3 dB bandwidth equal to 40 GHz when modulation frequencies of 10 and 20 GHz are used. Here, the relative error is defined as $\left(\frac{\tau_{meas} - \tau}{\tau}\right)$. At a modulation frequency of 10 GHz, the maximum relative error in the determination of the group delay is of the order of 7%, whereas it can exceed 20% for a modulation frequency of 20 GHz. The relative error is the largest at the band edges of the filter, where both the amplitude and the phase have a strong wavelength dependence. The dispersion of a device is evaluated by differentiating its group delay curve with respect to wavelength. As the relative error in the determination of the group delay is not constant, the dispersion curve will also suffer from distortion. In Figure 2.7 the group delay curves obtained using (2.43) have been numerically differentiated and compared to the actual dispersion of a Fabry-Pérot filter identical to the one used to generate the results in Figure 2.6. As can be seen, the error in the determination of the dispersion can be significant.

This effect was confirmed experimentally by performing phase shift measurements of a 40 GHz fibre Fabry-Pérot filter with the experimental set-up described in Figure 2.5. Additional details on the device are provided in Section 2.6.1. Results of phase-shift measurements performed at modulation frequencies equal to 10 and 20 GHz are presented in Figure 2.8 together with the calculated group delay response of the filter. If reasonably good agreement is obtained at 10 GHz, this is no longer the case for a modulation
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Figure 2.8 Group delay of a 40 GHz fibre Fabry-Pérot filter measured by the phase-shift technique using modulation frequencies of $f_m = 10$ and 20 GHz. The calculated group delay curve is shown for comparison.

frequency of 20 GHz where the measured group delay departs significantly from the theoretical value.

Therefore, we have shown that the choice of a too high modulation frequency can induce significant errors in the experimental determination of the group delay of optical components by the phase shift technique. Moreover, it is at the band edges of filters, where dispersion effects are expected to be the most significant, that the error in the determination of the group delay is the largest. Therefore, the choice of a modulation frequency for phase-shift measurements is a trade-off between resolving small dispersions and obtaining undistorted group delay curves. As WDM systems will evolve towards smaller channel spacing, the phase shift technique might no longer be appropriate to characterise the required narrow band devices. This limitation can be partly overcome by using single side-band modulation [59], which can be generated by creating a 90 degree phase shift between the modulating signals applied to the two arms of a dual drive Mach-Zehnder modulator [60]. Using an integer ratio between the modulation frequency and the frequency step size of the tunable laser in the phase shift technique has also been recently suggested to overcome this limitation [61]. However, it is doubtful this can be implemented in practice due to the high requirements on the control of the tunable laser frequency. Alternatively, a numerical deconvolution method has been recently presented to enable the reconstruction of the group delay based on distorted data obtained by phase shift measurements performed using a too high modulation frequency [62, 63].

An additional difficulty of the phase-shift technique is due to the fact
that it does not allow for a direct determination of the dispersion, which is the quantity of interest, but instead of the group delay as a function of wavelength. The derivative of the group delay with respect to wavelength needs to be calculated numerically, which might be a problem in the case of noisy measurement data, unless some appropriate fitting is performed.

2.6 Devices characterisation using the phase shift technique

In this section, we propose a broad catalogue of complex transfer functions of wavelength selective components used in DWDM systems. In spite of its previously described limitations, the phase shift technique has been used for the characterisation of their group delay. However, it has been ensured that the averaging effect due to a too high modulation frequency was kept to a minimum. This was done by systematically performing group delay measurements with different modulation frequencies (typically from 10 GHz down to a few hundreds MHz) in order to determine the lowest possible modulation frequency offering the best trade-off between phase measurement resolution and averaging distortion. In agreement with a now widespread usage, group delay curves are presented instead of dispersion spectra. In this way, the raw measured data can be seen on the graphs, and no additional error due to the numerical calculation of the derivative of noisy data or from illegitimate curve fitting are introduced. Unless otherwise specified, the amplitude transfer functions presented in this chapter have been measured using an external cavity tunable laser and an optical spectrum analyser with 0.1 nm resolution bandwidth.

The characterised devices were either available commercially or under research or development stages, in which cases they have been kindly provided by colleagues at COM\(^8\) or industrial partners\(^9\). It should be kept in mind that, if the group delay characterisation of WDM components is now widespread, this was not the case when this work was initiated. Therefore, it is believed that some of the characterisation results presented below were among the first realised for certain device technologies. Moreover, we have been fortunate enough to have access to different types of devices throughout the duration of this work, resulting in what we believe is a fairly broad catalogue of complex transfer functions, which enables a comparison

---

\(^8\)The devices were designed and realised within the “Glass Competence Area” at COM. Special thanks go to Hans-Jürgen Deyerl for a fruitful collaboration.

\(^9\)Especially thanks to Thomas Rasmussen at Ibsen Photonics (then ADC Denmark), as well as Bo Foged Jørgensen and Rune Pedersen from Tellabs Denmark.
2.6 Devices characterisation using the phase-shift technique

between some of the different WDM filter technologies available today.

2.6.1 Fabry-Pérot filter

A Fabry-Pérot interferometer consists of a slab of dielectric material of refractive index \( n_2 \) and thickness \( h \) surrounded by a medium of refractive index \( n_1 \). Constructive interference between the waves resulting from multiple reflections in the dielectric slab occurs when the phase difference between two consecutive transmitted beams

\[
\varphi = \frac{4\pi}{\lambda} n_2 h \cos \theta'
\]

where \( \theta' \) is the refraction angle into the slab, is equal to an integer multiple of \( 2\pi \). The finesse \( \mathcal{F} \) of a Fabry-Pérot interferometer, defined as the ratio of its free spectral range to the FWHM bandwidth of one of its transmission peaks, can be simply related to the reflectivity \( R \) of the interface between the slab and the surrounding medium according to

\[
\mathcal{F} = \frac{\pi \sqrt{R}}{1 - R}.
\]

If a high reflectivity, resulting in a high finesse, can be achieved, a Fabry-Pérot interferometer can be used as an optical bandpass filter. In practice, Fabry-Pérot filters can be realised either by inserting a slab of dielectric material between the tips of lensed optical fibres [4] or by creating an air gap between two high-reflection coated optical fibre facets [64]. Wavelength tunability can be obtained, in the first case, by varying the angle of refraction \( \theta' \) by rotating the dielectric slab or, in the second case, by controlling the thickness of the cavity \( h \).

The complex transfer function of a Fabry-Pérot filter can be easily calculated by summation of the contributions to the output field of each transmitted beam, leading to

\[
T = \frac{t_{12} t_{21}}{1 - r_{21}^2 e^{-j\varphi}}
\]

where \( t_{ij} \) and \( r_{ij} \) are the transmission and reflection coefficients from the medium of refractive index \( n_i \) to the medium of refractive index \( n_j \) respectively. From the Fresnel relations we have \( R = r_{21}^2 \) and \( t_{12} t_{21} = 1 - R \). Hence the following expressions for the power and phase transfer functions

\[
|T|^2 = \frac{1}{1 + \left(\frac{2\mathcal{F}}{\pi}\right)^2 \sin^2 \frac{\varphi}{2}}
\]

\[
\phi = -\text{atan} \left[ \frac{R \sin \varphi}{1 - R \cos \varphi} \right]
\]

Note that in deriving equation (2.46) we have ignored the phase shift corresponding to propagation through the medium of refractive index \( n_2 \), which
was moreover assumed to be lossless. As far as the phase transfer function is concerned, the first assumption is physically equivalent to ignoring the contribution of the material dispersion to the total dispersion of the filter.

The fact that Fabry-Pérot filters can be simply modelled offers an opportunity to validate our phase-shift measurement set-up. The amplitude transfer function of a commercial tunable fibre Fabry-Pérot filter (Micron Optics Inc, model FFP-TF) having a 40 GHz FWHM bandwidth and a finesse equal to $\mathcal{F} = 138$ was measured in order to determine the reflectivity $R$, as well as the cavity length $h$ based on the constructive interference condition, $\varphi = m2\pi$, where $m$ is an integer. As the measured filter was of the air gap type, we considered $n_2 = 1$ and $\theta' = 0$ in equation (2.45). Once the physical parameters of the filter are known, it is possible to calculate its dispersion from equation (2.48). In Figure 2.9, we compare the calculated group delay of the fibre Fabry-Pérot filter with a measurement performed by the phase-shift technique with a modulation frequency of $f_m = 10$ GHz. Good agreement is obtained between the theoretical and measured group delays, in spite of the relatively high modulation frequency used to resolve the small electrical phase differences. The noise floor observed outside the pass-band on the measured group delay curve is due to the attenuation in excess of 10 dB of the filter at those wavelengths. Based on the theoretical complex transfer function, the dispersion of the Fabry-Pérot filter can be calculated, leading to maximum values of $\pm 37$ ps/nm in the 3 dB

**Figure 2.9** Measured (modulation frequency $f_m = 10$ GHz) and calculated group delay as a function of detuning with respect to the centre wavelength for a 40 GHz fibre Fabry-Pérot filter.
bandwidth of the device.

It is therefore confirmed that the phase-shift technique can be used to characterise the group delay of DWDM components and that our implementation is suitable for providing accurate estimates of the dispersive properties of narrow-band components such as a 40 GHz Fabry-Pérot filter.

2.6.2 Bragg grating for dispersion compensation

Waveguide gratings where the period of the effective refractive index changes linearly with the position along the waveguide (known as linearly chirped gratings) have been suggested as a way to compensate for the dispersion accumulated in optical fibre links [65] and can be implemented using the photosensitivity mechanism in Ge doped optical fibres [66]. Their principle of operation can be intuitively understood by observing that the Bragg reflection wavelength ($\lambda_B = 2n_{eff}\Lambda$ where $n_{eff}$ is the effective refractive index and $\Lambda$ is the corrugation period) varies linearly with position along the waveguide, resulting in different propagation delays for different wavelengths, which are reflected at different locations of the grating. If the grating is linearly chirped, then the variation of the group delay with wavelength should in principle be linear, which is equivalent to a constant dispersion in the pass-band of the device. Some practical concerns about this technology are dealing with their limited bandwidth as compared to the broadband fibre solutions discussed in Chapter 6, as well as the presence of group delay ripples in their pass-band due to grating imperfections [67]. On the other hand, when non-linearly chirped, such devices can offer adaptive dispersion compensation [68], which is a highly desirable functionality in future high speed networks with line rates at 40 Gbit/s and above.

Such devices are by nature designed to exhibit dispersion values large enough to compensate for the dispersion accumulated in several kilometres of standard single mode fibre (SMF). Therefore their characterisation by the phase shift technique should be relatively straightforward with low modulation frequencies, leading to a high accuracy.

We have experimentally characterised a commercial chirped fibre grating for dispersion compensation. This device had been used for unrepeated transmission at 10 Gbit/s over a record distance of 250 km SMF [69]. It should be mentioned that this particular sample belonged to the first generation of commercially available dispersion compensating gratings, and that equivalent devices manufactured nowadays should present much better properties. The reflectivity was measured using a broadband amplified-spontaneous emission (ASE) erbium doped fibre source and an optical spectrum analyser. The phase-shift technique was used to charac-
Figure 2.10 Measured reflectivity and relative group delay (modulation frequency $f_m = 130$ MHz) of a chirped fibre Bragg grating for dispersion compensation.

...terise the group delay of the device, as shown in Figure 2.10. Owing to the large dispersion of the grating, a modulation frequency of $f_m = 130$ MHz was found to be sufficiently large for the phase resolution of the network analyser, while ensuring that the group delay characterisation would not suffer from the averaging distortions described in Section 2.5.2. It was experimentally confirmed that dispersion of the opposite sign was obtained from the other input of the device. The average dispersion exhibited by the device in the 1555 to 1555.4 nm range is of the order of -800 ps/nm, which would compensate for about 50 km SMF. Group delay ripples can be observed in the pass-band of the grating. Their pseudo-period is around 30 pm, as can be seen in Figure 2.11, which shows details of the group delay curve around 1555.2 nm. Those ripples are due to multiple reflections arising because of imperfections in the grating, resulting in Fabry-Pérot resonances [67]. Because of the group delay ripples, the dispersion can vary significantly within the pass-band. This was confirmed by applying the RF modulation method described in Section 2.7 to this particular chirped fibre grating. This latter method has the benefit of providing a direct measurement of the dispersion. It was found that the device had a dispersion of -858 ps/nm at 1555.2 nm, against about -1300 ps/nm at 1555.5 nm. Nevertheless, this does not mean that this grating could compensate for 1300 ps/nm accumulated dispersion at this particular wavelength, as the period of the ripples (in this case about 4 GHz) needs to be related to the spectral width of a modulated signal (for instance 20 GHz for the main
Figure 2.11  Details of the transfer function of Figure 2.10 showing the group delay ripples (measured with a modulation frequency $f_m = 130$ MHz) of a chirped fibre Bragg grating for dispersion compensation.

lobe of a NRZ modulated signal at 10 Gbit/s). Significant research effort has been spent in order to minimise the group delay ripples [67] as well as to understand their effect on system performance [15, 70]. In addition, resolving those group delay ripples requires a precise control of the tunable laser wavelength and necessitates the use of a wavelength meter, which was not employed in the present characterisation (the wavelength step was 0.001 nm). As a consequence, measurement noise due to mode hopping in the external cavity laser might also be present in the group delay curve shown in Figure 2.10. The amplitude noise observed at the edges of the pass-band is simply due to the high attenuation of the grating reflectivity at those wavelengths.

2.6.3 Uniform and apodised fiber Bragg gratings

One of the main advantages of the fibre grating technology is that the transfer function of the filter can be tailored by the proper choice of the distribution of the coupling coefficient along the fibre length, which is itself determined by the longitudinal effective refractive index profile. In this way it becomes possible to “square” the pass-band and to reduce the cross-talk level of fibre grating filters used in reflection, a process known as apodisation. Whether a side effect of this process is to necessarily result in increased group delay at the edges of the transfer function depends on whether the filter is minimum-phase, which is not systematically the case when a fibre grating is used in reflection, as seen in Section 2.3.1. The influence of the apodisation profile (defined as the envelope function of the effective refractive index with position along the grating) on system performance will be studied in details in Chapter 3.
In this section, we present amplitude and group delay responses measured on a variety of fibre Bragg gratings having increased apodisation profile complexity. The grating structures are described according to their effective refractive index perturbation

$$\delta n_{eff}(z) = \alpha(z) \delta n \left[ m + \cos \left( \frac{2\pi}{\Lambda(z)} + \phi(z) \right) \right]$$  \hspace{1cm} (2.49)

where $\delta n$ is the amplitude of the refractive index change due to photosensitivity, $\alpha(z)$ is the apodisation function, $m$ controls the average (or “dc”) index change, $\Lambda(z)$ is the grating period (including its spatial dependence in case of a chirped grating), and $\phi(z)$ describes eventual phase shifts. The nomenclature of the gratings follows their apodisation function $\alpha(z)$. We will start by looking at the dispersive properties of a uniform grating for which $\alpha(z) = 1$. Measurements on gratings with conventional apodisation profiles where $\alpha(z)$ is a Gaussian function will be presented for different filter bandwidths, followed by a characterisation of a sinc apodised filter. Finally, the potential of advanced index profiles for the design of low dispersion filters will be illustrated by the first measurement results on a grating with an asymmetric apodisation function with multiple phase-shifts.

**Uniform grating**

The reflectivity and measured group delay of a uniform fibre grating with 33 GHz FWHM bandwidth is shown in Figure 2.12. From the attenuation in the centre of the pass-band, it is possible to deduce the strength of the
2.6 Devices characterisation using the phase-shift technique

Figure 2.13 Measured reflectivity and relative group delay (modulation frequency $f_m = 2$ GHz) for a Gaussian apodised fibre Bragg grating designed for 100 GHz channel spacing.

Grating according to $|r|^2 = \tanh^2 \kappa L$ where $\kappa$ is the coupling coefficient and $L$ is the grating length. This leads to the value $\kappa L = 0.4$. The dispersion is zero at the centre of the pass-band and increases towards the edges of the main lobe. Resolving the group delay at the filter’s pass-band edges is difficult due to the narrow bandwidth of the device. Nevertheless, the shape of the group delay curve in the pass-band matches the theoretical prediction for an equivalent ideal uniform grating, as can be seen by comparing the measured data with the calculated group delay shown in Figure 2.3. Such a uniform grating is not suitable for filtering or demultiplexing applications in DWDM systems due to its high cross-talk level (defined as the difference between the attenuation at the centre frequency and the minimum attenuation of the first side-lobe), estimated to be of the order of 10 dB. This cross-talk can be suppressed by imprinting an envelope function to the effective index along the grating.

Gaussian apodised gratings

A Gaussian apodisation profile can be used to simultaneously square the pass-band while maintaining an acceptable cross-talk level [9]. Two commercial grade devices designed for DWDM systems with 100 and 50 GHz channel spacing have been characterised by the phase shift technique. The results obtained with a modulation frequency equal to 2 GHz are shown in Figure 2.13 and 2.14 respectively. It can be seen that the shape of the group delay curve is similar for both bandwidths. However, the extent of
Figure 2.14 Measured reflectivity and relative group delay (modulation frequency $f_m = 2$ GHz) for a Gaussian apodised fibre Bragg grating designed for 50 GHz channel spacing.

the variations of the group delay with wavelength is much higher in the 50 GHz grating case, indicating that this device exhibits higher values of dispersion in the pass-band than its 100 GHz counterpart. In both cases, the zero-dispersion wavelength is not at the centre of the pass-band, as predicted by the theory for an ideal Gaussian apodised grating (see for instance Figure 3.12 in Chapter 3), but is deported towards its short wavelength edge. In agreement with the theory, zero dispersion (corresponding to local extrema in the group delay curve) is also observed at the edges of the pass-band of the reflectivity spectrum. This is clearly visible for the 50 GHz grating. On the long wavelength side, the maximum value of dispersion is estimated to be around 790 ps/nm for the 50 GHz grating against about 175 ps/nm for the 100 GHz device. The discrepancies between the theoretical and measured group delay are believed to be due to imperfections in the writing process of the grating. If no special care is taken, writing a Gaussian apodisation function will result in a Gaussian average effective index (i.e. the parameter $m$ in equation (2.49) is not equal to 0). This is due to the fact that the refractive index can only be raised by the photosensitivity mechanism under UV illumination. This “dc” contribution to the effective index is responsible for some Fabry-Pérot resonances which manifest themselves as side-lobes on the short-wavelength side of the reflectivity spectrum [71]. Suppressing the average index change has been shown to be effective for removing those spectral features [72]. The Gaussian apodised filters whose transfer characteristics are reported in this section had been written using a double exposure technique aimed
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Figure 2.15  Measured reflectivity and relative group delay (modulation frequency $f_m = 2.5$ GHz) for a sinc apodised fibre Bragg grating used in reflection.

at cancelling out the “dc” index change [73]. Imperfect cancellation of the average refractive index change results in a less sharp short wavelength edge in the amplitude transfer function, and is also believed to be responsible for the zero dispersion wavelength not being centred in the middle of the pass-band. This last feature will have serious implications on the system performance of such a device as we shall see in Section 3.2.

Sinc apodised grating

It can be shown that, in the weak coupling regime, the coupling potential due to the refractive index corrugation $q(z)$ and the grating reflectivity $r(\omega)$ are related by a Fourier transform like expression [74]. Although this relation no longer holds for strong gratings, it can nevertheless provide some rough design guidelines for the optimisation of the shape of the reflectivity of grating filters. The coupling potential $q(z)$, introduced in Appendix B, depends directly on the amplitude and phase of the refractive index perturbation [75]. Therefore, in order to achieve a flat-top and low cross-talk “square” transfer function, the apodisation function should follow a $\sin z/z$ dependence. However, this requires the ability to realise $\pi$ phase shifts in the apodisation profile. Such a technique has been developed within the “Glass Competence Area” at COM [76], and the first produced devices have been characterised using the phase-shift technique. The measured complex transfer functions obtained in reflection and in transmission are shown in Figure 2.15 and 2.16 respectively. The reflectivity presents significant am-
Figure 2.16 Measured transmittivity and relative group delay (modulation frequency $f_m = 2.5$ GHz) for a sinc apodised fibre Bragg grating used in transmission.

Amplitude ripples in the pass-band due to imperfections at this early stage of the writing method development. Matching group delay ripples can also be observed, resulting in high local dispersion values. It can be seen from the transmittivity that the maximum attenuation of the rejected channel is of the order of 11 dB, making this particular sample unsuitable for use as the filtering element of an add-drop multiplexer. It can also be observed that the variations of the group delay in transmission follow closely those of the attenuation, as was already the case for the reflectivity. Globally, poor control of the writing process is responsible for the weak performance of the characterised device. Progress in the development of the method achieved since then have been shown to result in “square” reflectivities and suppression of the filtered channel of the order of 40 to 50 dB in transmission, as was demonstrated in [76].

Asymmetric grating with phase-shifts

It has been mentioned in Section 2.3 that grating filters were generally not of the minimum-phase type when used in reflection. This opens the possibility to achieve the double goal of synthesising devices with an ideal “square” transfer function and low dispersion at the edges of the pass-band. However, it has also been demonstrated in Appendix B that, if the grating is symmetric, then its group delay is identical in transmission and in reflection. A grating being minimum-phase in transmission [57], the group delay in reflection of a symmetric device will then be uniquely de-
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Determined from its reflectivity. Therefore, using an asymmetric apodisation profile offers some more freedom in the design of low dispersion filters with nearly square amplitude responses. Such an approach has been successfully demonstrated for grating filters designed for 50 \cite{77} and later on 25 GHz channel spacing \cite{78}. The polarisation control method developed within the “Glass competence area” at COM allows for the realisation of asymmetric apodisation profiles with multiple phase-shifts \cite{76}. The group delay of an asymmetric grating written using the polarisation control method has been characterised by the phase-shift technique. The transmission of the device was of the order of 20 dB and its FWHM bandwidth was 65 GHz. As can be seen in Figure 2.17, the grating reflectivity exhibits a square pass-band shape with cross-talk suppression of more than 20 dB. The group delay is fairly uniform in the pass-band, with group delay ripples of the order of 20 ps. Steep group delay increases are observed at the edges of the pass-band, similarly to the designs described in \cite{77}. The resulting high dispersion value should not be detrimental in a system context as this behaviour is observed outside the usable bandwidth of the filter. The group delay curve of Figure 2.17 should be compared to the one obtained with a Gaussian apodised grating designed for the same channel spacing of 50 GHz and shown in Figure 2.14. It can clearly be seen that the amplitude of the variations of the group delay within the pass-band is much higher for the Gaussian apodised device. On the other hand, the low-dispersion asymmetric grating exhibits group delay ripples that can be predicted by the coupled-modes modelling of the refractive index structure \cite{79}. Those

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2_17.png}
\caption{Measured reflectivity and relative group delay (modulation frequency $f_m$ = 1 GHz) for a low dispersion grating with asymmetric apodisation profile. Amplitude transfer function courtesy of Hans-Jürgen Deyerl.}
\end{figure}
short period ripples might result in high dispersion values locally, but the average dispersion of the filter should be close to zero in the pass-band, in contrast to the Gaussian filter of Figure 2.14. As in the case of chirped fibre gratings, and although the pseudo-period of the ripples is larger for the asymmetric structure described here (of the order of 0.1 nm against a few tens of pm), the amplitude and period of the ripples would need to be related to the spectral width of a modulated signal in order to assess their potential detrimental effect. It is also expected that due to the sharp dispersion increase at the edge of the pass-band, the asymmetric grating might exhibit higher penalties than the Gaussian apodised one for large detuning values.

It has also been confirmed experimentally that the group delay measured from the other input of the grating was different, resulting in higher dispersion values within the pass-band, as expected from the use of such an asymmetric apodisation function [79]. As a consequence, this type of grating cannot be used in the conventional add-drop multiplexer structures described in the following section, due to the fact that their dispersion properties are optimised only from one input. Therefore, even though they offer less degrees of freedom, symmetric sinc-type apodisation profile are still investigated by some authors as a trade-off between bi-directional operation and reduced dispersion [80, 81].

2.6.4 Fibre grating Mach-Zehnder optical add-drop multiplexer

A fibre grating Mach-Zehnder optical add-drop multiplexer is represented in Figure 2.18. It consists of two fibre gratings written in the arms of a Mach-Zehnder interferometer made with two 3 dB couplers [12]. For optimum operation, the two gratings should be fabricated in such a way that
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Figure 2.19 Measured transmittivity and relative group delay (modulation frequency \( f_m = 10 \text{ GHz} \)) between the input and drop ports of a fibre grating Mach-Zehnder interferometer optical add-drop multiplexer.

both of them have identical reflectivity as well as transmittivity. The principle of operation of the device is as follow. The gratings are designed to be reflective for a specific wavelength, say \( \lambda_4 \), and their pass-band can be tailored using conventional apodisation techniques in order to reduce the cross-talk from adjacent channels. When a comb of WDM channels is input to the device at the port labelled “input” in Figure 2.18, only \( \lambda_4 \) is reflected by the two gratings while the other wavelengths propagate through them, ideally unaffected. Due to the existence of \( \pi/2 \) phase shifts in the cross paths of the 3 dB couplers, it can easily be checked that the two reflected waves at \( \lambda_4 \) interfere constructively at the “drop” port, while the transmitted signals at \( \lambda_1, \lambda_2, \lambda_3 \), etc, interfere constructively at the “output” port. The device has therefore realised the “drop” functionality. It can be shown in a similar way that, if another signal at wavelength \( \lambda_4^* \) (where the star \( ^* \) denotes the fact the signal is different from the one input at \( \lambda_4 \) at the “input” port, although the wavelength is the same) is input to the device at the port labelled “add” in Figure 2.18, constructive interference is observed at the “output” port after reflection by the two gratings, thus realising the “add” functionality. Compared to another known implementation of an optical add-drop multiplexer making use of a grating between two circulators \([11]\), the Mach-Zehnder type device can be integrated using conventional planar lightwave circuit technologies in silica-on-silicon and is potentially cheaper. On the other hand, proper operation requires the two arms of the Mach-Zehnder interferometer to be perfectly balanced, as well
as the gratings written in each arm to be identical.

We have performed a detailed characterisation of a commercial fibre grating based Mach-Zehnder OADM (Innovative Fibers, S/N MZ1103, centre wavelength $\lambda = 1555.65$ nm). The complex transfer function measured from the “input” to the “drop” port of the device is shown in Figure 2.19. It is essentially similar to the reflectivity of a single apodised fibre grating. The FWHM bandwidth of the device is 130 GHz and its maximum cross-talk is of the order of -23 dB at a frequency spacing of 120 GHz. The group delay response is slightly asymmetric and exhibits local maxima at the edges of the pass-band (corresponding to an attenuation of 15 dB) and close to the centre wavelength. By numerically calculating the derivative of the group delay curve in Figure 2.19, it can be shown that the maximum dispersion observed within the 3 dB bandwidth of the device is within $\pm 140$ ps/nm.

When a fibre grating is no longer simply used as an optical band-pass filter, but as part of an add-drop device, its transmission properties also need to be assessed. The channels that are not dropped will propagate through the two gratings in the Mach-Zehnder structure of Figure 2.18, and therefore any imperfection in their transmittivity will affect them. In particular, if the gratings exhibit some out-of-band dispersion, the signals which are closer in wavelength to the one which has been dropped might experience some dispersion induced degradation. Depending on the bandwidth over which the out-of-band dispersion is significant and on the channel spacing, degradation might accumulate in structures designed to drop more than
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Figure 2.21 Measured transmittivity and relative group delay of a Mach-Zehnder interferometer optical add-drop multiplexer. The group delay around the stop-band was measured at a modulation frequency of $f_m = 5$ GHz, while $f_m = 2.5$ GHz was used to characterise the group delay associated to the amplitude ripples on the short wavelength side (inset).

Coupling to cladding modes is responsible for amplitude ripples on the short wavelength side of the transmittivity transfer function of fibre gratings [9, 71]. Those ripples can be observed in Figure 2.21 for the device previously characterised. Such amplitude ripples can be detrimental in WDM systems as some of the channels that are not dropped by the device might be present in the wavelength range where they occur. In the best case, the effect of amplitude ripples will result in power unbalance between the channels, and in the worst case in signal distortion due to filtering, depending on the amplitude and period of the ripples with respect to the
channel bandwidth. Furthermore, by performing a phase shift characterisation in the wavelength range where those amplitude ripples are observed, we have shown that they are associated with group delay ripples having the same periodicity, as can be seen in the inset of Figure 2.21. For this particular device, the period of the ripples is estimated to be about 0.5 nm around 1551 nm (corresponding to only 3 channels away from the dropped channel if a spacing of 200 GHz is used) and the corresponding maximum dispersion values are $\pm 15$ ps/nm. The evaluation of the system impairments connected to those dispersion and amplitude ripples would require statistical considerations on their amplitude, periodicity and phase, as well as on the topology and wavelength assignment of the WDM network where the OADMs would be used.

### 2.6.5 Thin-film (de)multiplexer

Multi-layer interference filters, also known as thin-film filters, consist of Fabry-Pérot like half-wave cavities separated by reflectors made of a stack of alternating low and high refractive index quarter-wave layers [5]. The bandwidth and steepness of the resulting filter transfer function can be tailored by engineering the number of cavities and $\lambda/4$ dielectric layers. For instance, increasing the number of cavities enables to realise steeper slopes, although this might also have the side effect to increase the attenuation ripples in the pass-band. Thin-film filters are usually designed to be band-pass in transmission, while the out-of-band channels are reflected by the
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2.6.6 Tunable thin-film filter

The angle of incidence of the light upon a thin-film filter such as the one described in Section 2.6.5 will determine its resonant wavelength. It is
therefore possible to realise tunable band-pass filters using this principle. The amplitude and group delay of a commercial 1.3 nm bandwidth tunable band-pass filter (JDS model TB4500) are shown in Figure 2.23. Contrary to the transfer function of the thin-film (de)multiplexer shown previously, this band-pass filter is not of the flat-top type. Attenuation ripples are observed outside the pass-band. The device exhibits low dispersion, as can be inferred from the necessity to use a high modulation frequency of 10 GHz to resolve its group delay. Small group delay ripples of less than 1 ps are associated to the aforementioned amplitude ripples. It is not expected that dispersion should be an issue when this device is used at moderate bit rates up to 10 Gbit/s.

2.6.7 Arrayed waveguide grating (de)multiplexer

Arrayed waveguide gratings, also known as phased-arrays, consist of two free-propagation regions linked by an array of waveguides designed in such a way that the optical length difference between two consecutive waveguides is constant. They can be used as (de)multiplexers, add-drop multiplexers or, depending on their cyclic properties, wavelength routers. Reviews of the PHASAR technology can be found for instance in [7, 8]. The system implications of optimised PHASAR designs for high spectral efficiency systems is the topic of Chapter 4. It can easily be shown that, if the excitation of the arrayed waveguides is symmetric, then a PHASAR is a linear-phase device, consequently dispersion-free [13].

Figure 2.24 Measured transmittivity and relative group delay (modulation frequency $f_m = 10$ GHz) for a commercial arrayed waveguide grating multiplexer.
In order to verify this theoretical prediction, the group delay of a conventional, non pass-band flattened PHASAR designed for 200 GHz channel spacing has been characterised by the phase-shift method. This commercially available device (AT&T S/N 00428J) presented insertion loss of about 7 dB and a worst case cross-talk of 22 dB. The transmission properties are shown for the channel centred at 1554.245 nm in Figure 2.24. The 3 dB bandwidth of the device is equal to 125 GHz. A modulation frequency as high as 10 GHz was necessary in order to measure the group delay in the pass-band, indicating that the (de)multiplexer presents low dispersion values. The maximum dispersion value in the pass-band is estimated to ±2 ps/nm. It has therefore been confirmed experimentally that conventional non-flattened AWG (de)multiplexers are linear-phase devices.

A number of channel manipulation components for WDM networks have been successfully characterised by the phase-shift technique. Those devices were selected as representative of different possible available technologies for (de)multiplexing or add-drop multiplexing. Unless their apodisation profile is carefully designed, fibre Bragg grating based components have been shown to be the most dispersive, followed by thin-film interference filter based multiplexers. The conventional arrayed waveguide grating technology is promising as far as its dispersion properties are concerned. However it suffers from a non-ideal pass-band shape which is not suitable for close channel packing in DWDM systems. Whether “squaring” their pass-band results in increased dispersion will be discussed in Chapter 4. Although great care was taken to optimise the modulation frequency in all the phase-shift characterisations presented above, it is clear that the method will show its limits for narrow band devices with small dispersion. An alternative characterisation technique (the so-called “RF modulation” or “dispersion-offset” method), which allows for direct measurement of the dispersion, is presented in the following section.

2.7 The dispersion-offset technique

2.7.1 Description of the method

The experimental set-up for the RF modulation method is depicted in Figure 2.25 [27, 28]. Light from a tunable external cavity laser is intensity modulated with a small modulation index by a LiNbO$_3$ Mach-Zehnder modulator before being coupled into a fibre offset followed by the device under test. A photodiode is used to detect the light at its output. As the
modulation frequency is continuously swept from 130 MHz to 20 GHz, the small signal frequency response is measured by a network analyser.

The method relies on the fact that, due to the dispersive nature of optical components, the propagation constants of the two sidebands of the amplitude modulated signal are different. For a given dispersion value, modulation frequencies can be found where the components of the beat signal between the carrier and the sidebands are in counterphase, resulting in cancellations of the photocurrent seen as dips in the small signal frequency response. From (2.39) it is found that the total dispersion $D$ can be calculated from these frequencies according to

$$D = \left( k - \frac{1}{2} \right) \frac{c}{\lambda^2 f_n^2}$$

where $f_n$ is the centre frequency of the $n^{th}$ dip in the small signal frequency response, $c$ and $\lambda$ are the speed of light and the wavelength respectively. As an illustration, the frequency response measured in the range of 130 MHz to 20 GHz for 50 km of standard single mode fibre is shown in Figure 2.26. From the frequencies of the dips, it is possible to estimate the total dispersion accumulated in the fibre, which is equal to 861 ps/nm at 1557.65 nm. For practical purpose, it can be shown that the width of the dips for a given attenuation is a decreasing function of their order $k$, resulting in better accuracies in the measured dispersion values when higher order sideband cancellations are used.

From (2.50) we can see that the minimum dispersion that can be measured by this method depends on the maximum frequency at which the Mach-Zehnder modulator can be driven. This limitation arises from the
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Fact that, for a given amount of dispersion, the phase mismatch between the sidebands required for cancellation of the photocurrent is only achieved when the sideband separation is large enough. By inserting a constant dispersion offset (in our case 50 km of standard single mode fibre) in the set-up, we have been able to measure small values of both positive and negative dispersions. Such an offset will increase the total amount of dispersion to a value large enough to be measured by our set-up. The dispersion of the device under test is equal to the change in total dispersion after it has been inserted.

When characterising components such as filters, the two sidebands of the amplitude modulated signal can experience different levels of attenuation. If $a$ and $b$ are the relative amplitude attenuations experienced by the upper and lower sidebands respectively, then it can be shown from equation (2.28) that the detected RF current component at the modulation frequency $\omega_m$ can be written

$$i_{\omega_m}(r) = i_0 \frac{m}{2} \sqrt{a^2 + b^2 + 2ab \cos \phi_2 \cos(\omega_m t - \phi_1 - \varphi - \Gamma)} \quad (2.51)$$

where the notations of Section 2.4 have been kept. The argument $\phi_2(\omega_m)$ of the cosine appearing in the expression of the amplitude of the envelope of $i_{\omega_m}$ can be directly related to the dispersion $\beta_2$ from equation (2.36).

In this case, imperfect cancellation of the sidebands occurs, resulting in shallower dips in the measured small signal frequency response. However our calculation shows that the frequencies of the dips are the same as in the
ideal case when \( a = b \) and therefore (2.50) can still be used to evaluate the dispersion. This point is illustrated in Figure 2.27 where the small signal frequency response of a device with a dispersion value of 860 ps/nm has been calculated for power transfer function slopes of 0, 15 and 30 dB/nm. Therefore, this technique does not require the amplitude transfer function of the device to be uniform with respect to wavelength.

Since the method relies on a constant dispersion offset, its stability with time is an important issue. We have investigated the stability of a dispersion offset made of 50 km of standard single mode fibre which had been previously packaged in order to reduce thermal fluctuations. Over a 40 minute period, the frequency of the second dip in the small signal frequency response remained within a 10 MHz frame, which translates into a 1.2 ps/nm uncertainty for a total dispersion of 861 ps/nm at the measurement wavelength of 1557.65 nm. Figure 2.28 shows the measured dispersion of the fibre offset as a function of time. This 40 minute duration is far longer than the time required for performing the two modulation frequency sweeps necessary for evaluating the dispersion of a device at a single wavelength and enables wavelength dependent characterisations. Therefore, such a 50 km length of standard single mode fibre has been shown to constitute a dispersion offset stable enough to measure dispersion values with a resolution which is comparable to that of the phase-shift method.

This technique requires the possibility to perform swept-modulation frequency measurements for each wavelength, therefore necessitating the use of a network analyser, and resulting in a higher cost than the phase-shift technique for which a band-pass electrical filter and a vector voltmeter
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are in principle sufficient. However, we have seen that added flexibility can be obtained in the phase-shift technique provided the modulation frequency can be tuned, in which case both configurations become equivalent.

The main advantage of this method is that it enables a direct determination of the dispersion of optical components, contrary to the phase-shift technique which leads to the group delay spectrum, from which the dispersion can be obtained by differentiation. However, the numerical differentiation of noisy phase-shift measurement data is only applicable with difficulty. The resolution of the dispersion-offset method is limited by the accuracy in the determination of the dip frequency influenced by noise and by the short term stability of the dispersion offset.

2.7.2 Example of application

A computer program has been written in order to synchronise the instruments and to record the small signal frequency response traces from the network analyser. All measurements have been performed on the second dip of the transfer function as it allows the determination of a wide range of both positive and negative dispersion values. The technique has been used for the determination of the dispersion of the fibre grating Mach-Zehnder optical add-drop multiplexer already characterised by the phase-shift technique in Section 2.6.4. The dispersion curve measured from the “in” to the “drop” port is shown in Figure 2.29, together with the power transfer function of the device. Values in excess of ±40 ps/nm have been measured in the considered wavelength range. When reaching the edges of the pass-band of the filter, the dips in the small signal frequency response become shallower and the determination of their centre frequencies becomes more
difficult, until they totally vanish in the noise. The values of the dispersion in the pass-band are within $\pm 5$ ps/nm of the ones obtained by numerical differentiation of the group delay curve obtained by the phase-shift technique in Figure 2.19. The good reproducibility of the results obtained with the dispersion-offset technique has also been verified.

### 2.8 Summary of Chapter 2

In this chapter, the needs for characterisation of the dispersion of components to be used in DWDM systems have been assessed. The evolution of optical fibre point-to-point links towards more sophisticated network structures, as well as the increase in spectral efficiency to meet ever increasing demands on capacity, are creating new requirements on the dispersive properties of optical filters. Dispersion characterisation techniques have been reviewed, with particular focus on their suitability for fibre optics devices. The calculation of the group delay of optical filters from their attenuation using Kramers-Kronig like relations has been shown to be of limited practical interest due to both theoretical issues on the minimum-phase criterion and difficulties in applying a suitable algorithm to measured data.

A general formulation of amplitude modulation technique has been presented, enabling a discussion on the accuracy of the commonly used phase-shift technique. It has been shown that a significant distortion of the measured group delay is obtained when a too high modulation frequency is used, which is otherwise required in order to obtain a sufficiently high time resolution.
resolution. Therefore, great care has to be taken in the choice of the mod-
ulation frequency, especially when characterising DWDM devices with low
dispersion and narrow bandwidth.

A broad selection of WDM components has been characterised experi-
mentally using the phase-shift technique. It has been confirmed experi-
mentally that arrayed waveguide gratings, thin-film multiplexers and fibre
gratings based devices, in this order, exhibited an increasing amount of
dispersion at the edge of their pass-band.

Finally, a new method enabling the direct determination of the disper-
sion in the pass-band of optical filters has been presented and successfully
applied to the characterisation of a fibre grating based optical add-drop
multiplexer.
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Chapter 3

Cascadability of fibre gratings for narrow channel spacing systems

Fibre gratings are versatile components that have found a wide range of applications in optical fibre communication systems, including filters, dispersion compensators, optical add-drop multiplexers and gain equalisation devices. Good reviews of their principles and applications can be found for instance in [1, 2].

The principle of fibre gratings relies on the photosensitivity mechanism according to which the refractive index of germanium doped silica can be changed permanently following exposure to ultra-violet radiation, making it possible to write periodic refractive index patterns in the core of optical fibres. These refractive index corrugations act as diffraction gratings, coupling light propagating in the forward and backward directions. In the case of a uniform grating of period $\Lambda$, constructive interference between light waves diffracted in the direction opposite to the direction of propagation occurs if the Bragg condition $\lambda_B = 2n_{eff}\Lambda$ is satisfied, where $\Lambda$ is the corrugation period, $n_{eff}$ is the effective mode index, and $\lambda_B$ is the wavelength of maximum interaction. More generally, the coupling coefficients depend on the spatial distribution of the refractive index change $\delta n_{eff}(z)$, making it possible to tailor the response of a fibre grating by the proper choice of a refractive index profile.

This property offers some degrees of freedom for the design of filters exhibiting some of the desired features in optical communication systems, namely a nearly square amplitude response resulting in low cross-talk and reduced bandwidth narrowing when several devices are cascaded in a link.
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or network. However, as discussed in Section 2.3.1, the process of designing such an ideal amplitude response might result in unwanted dispersion at the edges of the pass-band of the device, which becomes critical at high bit rates as we shall see in this chapter. As a consequence, some trade-offs or innovative designs need to be found in order to alleviate those system limitations.

This chapter presents a study of the effects of fibre grating dispersion on transmission performance at 10 Gbit/s. A comparative study of the system penalties induced by different grating apodisation profiles is reported in Section 3.1, establishing a link between device design parameters and impairments encountered when those devices are used in a typical optical communication system. Reducing the channel spacing in wavelength division multiplexing (WDM) systems requires the design of narrow bandwidth filters. This is illustrated by an experimental comparison of the transmission performance through Gaussian apodised gratings when the channel spacing is reduced from 100 to 50 GHz. The results are presented in Section 3.2, together with an investigation of the cascadability of fibre gratings designed for narrow (50 GHz) channel spacing. With such a reduced bandwidth, the grating dispersion is clearly identified as the main cause for transmission impairments. Finally, bandwidth efficient modulation formats such as optical duobinary have been suggested as a way to increase the spectral efficiency in dense WDM systems. A study on the effect of fibre grating dispersion on duobinary modulation is presented in Section 3.3, where it is shown that even in the presence of non-uniform dispersion, the reduced bandwidth associated with the duobinary format results in improved tolerance to filter dispersion.

3.1 Fibre grating dispersion and its implication on high-bit-rate transmission

Since it has been suggested that the dispersive properties of optical filters might affect the performance of WDM systems [3, 4], a number of theoretical and numerical studies have focused on the special case of fibre gratings.

The limitation of the usable bandwidth of fibre Bragg gratings has been evaluated based on dispersion tolerance in [5]. The dispersion of different grating designs had been calculated and compared to the value of 1000 ps/nm, corresponding to 1 dB penalty at 10 Gbit/s, in order to define their usable bandwidth. However, such an approach can be discussed as it does not take into account the fact that the dispersion of fibre gratings is not uniform over the 10 Gbit/s signal spectral width. Moreover,
interactions between amplitude and group delay filtering are ignored. The effect of the dispersion of bandpass transmission filters based on chirped fibre moiré gratings was considered in [6] by examining the broadening of a Gaussian pulse. The wavelength dependence of dispersion has been investigated more in depth in [7] using numerical simulation. It was shown in this work that the dispersion of a grating or thin-film filter could be considered as a linear function of frequency within its pass-band. As a consequence, the dispersive effects of a cascade of gratings could be modelled by considering the dispersion slope and zero dispersion wavelength of the cascade transfer function. Although such a linear dispersion model might be sufficient for small values of the detuning between the laser and the filter centre frequency, it does not account for the dispersive behaviour at the edges of the pass-band.

A few experiments have been reported, whose goal was to highlight the effect of the dispersion of fibre gratings. In [8, 9], penalty measurements have been performed in reflection and transmission for a single apodised grating with 31 GHz bandwidth. The influence of the chirp of a 10 Gbit/s non return-to-zero (NRZ) modulated signal was investigated. Asymmetries in the penalty against wavelength detuning curves for chirped signals were attributed to the grating dispersion which exhibits opposite signs on the short and long wavelength sides. A first experimental comparison with a linear-phase device such as an arrayed waveguide grating was reported in [10], clearly outlining the inherent dispersive limitations of fibre gratings. A measurement of power penalty at 10 Gbit/s due to a single grating designed for 100 GHz channel spacing was performed in [11], and the results were extrapolated using numerical simulation to a cascade of filters in transmission and reflection, assuming some small frequency offsets between the components. Penalty measurements in transmission and reflection for a single tunable grating were also reported in [12]. The last two cited works were aiming at assessing the signal degradation induced by a dynamic tunable add-drop device. Finally, a cascade of 9 gratings having a 64 GHz bandwidth and designed for 100 GHz channel spacing was investigated for 10 Gbit/s transmission in [13]. It was confirmed in this study that the dispersion of the gratings was responsible for the measured penalty.

When a fibre grating is also used in transmission, as is typically the case in the optical add-drop multiplexers structures presented in Section 2.6.4, its out-of-band dispersion might induce degradation to the channels that are immediately adjacent to the dropped one. This might ultimately limit the channel spacing in dense wavelength division multiplexing (DWDM) networks making use of such devices. This potential limitation was recog-
nised early in [14] where a single Gaussian pulse analysis was performed based on an analytical expression for the out-of-band dispersion of a grating used in transmission. An evaluation of grating dispersion in transmission and its consequence on pulse degradation was also performed in [15, 16] where the case of the use of the grating in an optical add-drop multiplexer (OADM) was considered. The cascadability of Gaussian apodised gratings designed for 100 GHz channel spacing was investigated in [17]. This study was also based on an analytical expression for the out-of-band dispersion of the gratings and the tolerance criterion was again the dispersion limit of optical fibres (1000 ps/nm for 10 Gbit/s NRZ), the use of which can be questioned in case of non-uniform dispersion. More recently, the fact that fibre gratings are minimum-phase filters in transmission, meaning that their group delay can be directly evaluated from their transmittivity by the Kramers-Kronig relations, has been exploited to provide some bounds on their dispersion when used in transmission, and to examine the consequences for grating design [18].

Squaring the pass-band of a uniform fibre Bragg grating filter can be realised by increasing the strength of the grating $\kappa L$, where $\kappa$ is the coupling coefficient, directly proportional to the effective index change $\delta n_{eff}$, and $L$ is the grating length [19]. However, this is known to result in a high level of out-of-band cross-talk, making such a device unsuitable for DWDM applications. A technique known as “apodisation” has been devised in order to reduce this undesired cross-talk. It consists of imprinting an envelope function to the effective refractive index change, resulting in a suppression of the side lobes in the reflectivity spectrum of the grating. Practical examples of apodisation have been presented together with measured complex transfer functions in Section 2.6.3. A number of apodisation functions can be realised with the conventional grating writing techniques [20] in order to approach the desired “flat-top” transfer function and to effectively reduce cross-talk from neighbouring channels. However, the different apodisation functions will also result in different dispersive properties at the pass-band edges, which has not been discussed in a system context so far. This dispersive behaviour will result in a reduction of the usable bandwidth of a grating filter, and therefore to tighter tolerance to laser misalignment with respect to the filter centre frequency, which can be a problem in a real system. In this section, we entirely focus on filtering degradation in the pass-band of fibre Bragg gratings due to the combined effect of amplitude and phase filtering. As a consequence, the respective cross-talk properties of the different grating designs are ignored in the present study. In
what follows, we present a numerical comparison of the detuning tolerance of gratings synthesised using a number of classical apodisation functions. The work is performed for 10 Gbit/s non return-to-zero modulation and for grating transfer functions corresponding to ITU standardised channel spacings of 50 and 100 GHz.

### 3.1.1 Gratings transfer functions

A number of apodisation functions have been selected and the corresponding grating complex transfer functions have been calculated using the transfer matrix approach described in Appendix B. The following apodisation profiles have been considered:

**Uniform:**
\[
\alpha(z) = 1 \quad (3.1)
\]

**Gaussian:**
\[
\alpha(z) = \exp \left[ -\frac{4 \ln 2}{L_{FWHM}^2} z^2 \right] \quad (3.2)
\]

**Hamming:**
\[
\alpha(z) = \frac{1 + \eta \cos \left[ \frac{2\pi z}{L} \right]}{1 + \eta} \quad (3.3)
\]

**Blackman:**
\[
\alpha(z) = \frac{1 + (1 + \eta) \cos \left[ \frac{2\pi z}{L} \right] + \eta \cos \left[ \frac{4\pi z}{L} \right]}{2 + 2\eta} \quad (3.4)
\]

In the equations above, \( L \) is the grating length and \( L_{FWHM} \) is the full-width half-maximum length of the refractive index envelope function \( \alpha(z) \). The case of the uniform grating is considered for reference purpose. As the focus of this study is on amplitude and phase filtering in the pass-band of fibre Bragg gratings, cross-talk considerations are ignored. The design target for the gratings is to have a rejection of the filtered channel of at least 25 dB (typically 30 dB) in transmission, so that they can be used as part of add-drop multiplexers without inducing much interferometric cross-talk between the added channel and leakage from the dropped channel [21]. For strong gratings, the bandwidth becomes independent of the grating length [19]. Therefore one can obtain the desired rejection at the centre of the stop-band by increasing the strength of the grating \( \kappa L \) via its length, while the refractive index modulation \( \delta n \) is adjusted to provide the desired bandwidth. Values of the apodisation parameters for the different designs were \( L_{FWHM} = 0.43L \) (where \( L \) is the grating length) for the Gaussian grating,
Figure 3.1 Reflectivity as a function of detuning from the centre frequency for uniform as well as Gaussian, Hamming and Blackman apodised fibre gratings designed for 100 GHz channel spacing.

as well as \( \eta = 0.25 \) and 0.75 for the Hamming and Blackman apodised gratings respectively\(^1\). The full-width half-maximum (FWHM) bandwidths of the gratings designed for 100, 50 and 25 GHz channel spacing are 88, 44 and 23 Ghz, respectively. The resulting complex transfer functions in the case of gratings designed for 100 GHz channel spacing are shown in Figure 3.1 and 3.2 for the amplitude and the dispersion, respectively.

As anticipated, the uniform grating exhibits strong side-lobes expected to result in poor cross-talk performance. An increased suppression of the side-lobes is observed with Hamming, Gaussian and Blackman apodisation profiles, in this order. Down to about 30 dB attenuation, the shape of the pass-band is fairly similar for all three apodisation functions. As far as dispersion is concerned, maxima are obtained at the edges of the pass-band. The uniform grating exhibits the maximum dispersion value of the four considered apodisations. Then comes the Gaussian grating while the Blackman and Hamming functions result in equivalent dispersion spectra. Nevertheless, the dispersion of the uniform grating is the lowest in the pass-band, and its peak occurs for a slightly higher detuning than for the three apodised gratings, although with a larger amplitude. These observations, performed here on the gratings designed for 100 GHz channel spacing, can also be made for the devices corresponding to 50 and 25 GHz channel

\(^1\)The complex transfer functions considered in this section have been calculated based on parameters provided by Hans-Jürgen Deyerl from the “Glass Competence Area” at COM.
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The dispersive properties in the pass-band for the four different types of gratings are summarised in Table 3.1 where their usable bandwidth for an absolute value of the dispersion smaller than 100 ps/nm has been calculated. In order to enable better comparisons, the usable bandwidth has been normalised to the channel spacing. The value of 100 ps/nm would limit the cascadability of network elements based on such gratings to about 10 devices for a NRZ modulated signal at 10 Gbit/s if the dispersion tolerance criterion used in previously reported works [5] was adopted. However, as already emphasised, this 1000 ps/nm limit would correspond to 1 dB dispersion induced penalty assuming the dispersion is uniform with respect to wavelength over the signal bandwidth, a condition which is not fulfilled at the edges of the pass-band of fibre Bragg gratings.

It is confirmed in Table 3.1 that, even though uniform gratings exhibit the highest dispersion value at their pass-band edges, they offer the largest detuning tolerance for less than $\pm100$ ps/nm dispersion, followed by Blackman, Hamming and Gaussian apodised gratings in this order, apart for the 50 GHz devices where Hamming apodisation results in slightly better detuning tolerance than Blackman apodisation. This last observation can be explained by the fact that the gratings transfer functions have been calculated based on real physical parameters in order to match requirements in terms of 3 dB bandwidth and attenuation in transmission of at least 25 dB at the centre frequency. However, due to the iterative nature of the resolution of this inverse problem, the obtained solution for the grating length

Figure 3.2 Dispersion as a function of detuning from the centre frequency for uniform as well as Gaussian, Hamming and Blackman apodised fibre gratings designed for 100 GHz channel spacing.
and refractive index change might result in slightly different values of the target parameters for the different apodisation profiles (e.g. the attenuation at the centre frequency in transmission is not strictly the same for all the grating designs). Nevertheless, the implication on grating properties is expected to be small and should not result in significant performance difference from a system point of view.

From Table 3.1 it is also found that the increase rate of the normalised detuning tolerance is almost the same from 25 to 50 GHz and from 50 to 100 GHz channel spacing for each filter type, suggesting a fairly linear dependence of the dispersion limited bandwidth utilisation on the channel spacing over the limited range investigated here.

### 3.1.2 Influence of the apodisation profile

The transmission impairments through the four grating designs described in the previous section have been investigated numerically for 10 Gbit/s NRZ modulation. A $2^{11} - 1$ pseudo-random binary sequence (PRBS) was used to externally modulate a continuous wave laser (CW) at 10 Gbit/s in a chirp-free Mach-Zehnder modulator with 15 dB extinction ratio. The signal was then input to a cascade of identical and perfectly aligned gratings and the eye opening penalty (EOP) was calculated as a function of the detuning between the laser frequency and the filter centre frequency. The EOP is defined as the ratio of the normalised eye opening after filtering to the normalised eye opening at the transmitter output, where the normalisation is performed with respect to the signal average power. As the focus is on signal distortion induced by filtering, no optical or electrical noise process was included in the simulation. At the receiver side, an electrical fourth order Bessel low-pass filter with 7.5 GHz 3 dB cut-off frequency was applied to the signal. The EOP calculations were performed for uniform, Gaussian, Hamming and Blackman apodised gratings designed for channel spacings of 100, 50 and 25 GHz. In order to evaluate the influence of the phase

<table>
<thead>
<tr>
<th>$\Delta f$ (GHz)</th>
<th>uniform</th>
<th>Gaussian</th>
<th>Hamming</th>
<th>Blackman</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>70.6</td>
<td>58.4</td>
<td>59.2</td>
<td>63.4</td>
</tr>
<tr>
<td>50</td>
<td>52.8</td>
<td>23.2</td>
<td>30.4</td>
<td>25.2</td>
</tr>
<tr>
<td>25</td>
<td>32.0</td>
<td>7.2</td>
<td>9.2</td>
<td>10.8</td>
</tr>
</tbody>
</table>

Table 3.1 Detuning tolerance (normalised to the channel spacing $\Delta f$; in percentage) for less than ±100 ps/nm dispersion for uniform, Gaussian, Hamming and Blackman apodised gratings designed for channel spacings of 100, 50 and 25 GHz.
response of the filters, the simulations were repeated with hypothetical transfer functions where the amplitude response is assumed to be identical to the one of the aforementioned gratings, but where the phase response is assumed to be linear, the filter being therefore dispersion-less.

The results are summarised in Figure 3.3 where the frequency detuning corresponding to 1 dB EOP (full-width) is represented as a function of the number of cascaded filters for the four types of gratings designed for 100, 50 and 25 GHz channel spacing and the corresponding hypothetical linear-phase filters. In order to allow for an easier comparison, the allowed detuning has been normalised to the channel spacing. For a single 100 GHz filter, the fraction of the bandwidth that can be used for less than 1 dB EOP is much higher for all apodised devices than for the uniform grating, independently of whether the filter dispersion is taken into account or not. This can be attributed to the sharper edges of the amplitude transfer functions of uniform gratings. When the number of cascaded devices increases, the allowed normalised detuning is proportionally more severely reduced for the apodised gratings than for the uniform filter. This is due to the bandwidth narrowing induced by the filter cascade. Due to the steep edges of the main lobe of the amplitude transfer function of strong uniform gratings, the 10 Gbit/s signal experiences less bandwidth reduction than with the other apodised designs investigated here. Very little difference in bandwidth reduction is observed between the different apodisation profiles. Above three cascaded filters, the influence of filter dispersion starts becoming noticeable, resulting in a divergence of the allowable normalised detuning curves obtained with the complex transfer functions and the corresponding linear phase transfer functions. Nevertheless, for eight cascaded devices, the reduction in allowable normalised detuning induced by the filter dispersion is only of the order of 20% for all the apodised devices when compared to the ideal dispersion-free cases. An even smaller dispersion induced degradation is observed for the uniform grating design. As a consequence, for broad filters to be used in 100 GHz channel spacing WDM systems (corresponding to 0.1 bit/s/Hz spectral efficiency), it can be concluded that the three apodised designs offer equivalent performance in terms of usable bandwidth and should be preferred over uniform gratings up to 6 cascaded filters. The slightly better performance of uniform gratings above 6 cascades is due to their smaller dispersion in the pass-band and to their better resilience to bandwidth narrowing when cascaded. In any case, the influence of grating dispersion remains small for 100 GHz filters at 10 Gbit/s.

The same trends are observed in the case of filters designed for 50 GHz channel spacing. Whichever the grating design, the relative fraction of the
Figure 3.3  Allowed detuning (normalised to the channel spacing) as a function of number of cascaded filters for uniform, Gaussian, Hamming and Blackman apodised fibre gratings designed for 100 (top), 50 (middle) and 25 GHz (bottom) channel spacing. The graphs also present equivalent results for hypothetical linear-phase gratings.
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bandwidth which can be used for less than 1 dB EOP is reduced compared to the 100 GHz filters case. The benefit of using uniform gratings can be reached after only 2 cascaded filters. For more than 2 cascaded filters, uniform gratings offer better detuning tolerance than Hamming, Blackman and Gaussian apodised designs in this order. This follows the trends observed in the calculated usable bandwidth of the gratings for less than ±100 ps/nm dispersion reported in Table 3.1. For eight cascaded filters, the reduction in usable bandwidth due to dispersion is now of the order of 50% for the apodised designs.

When a smaller channel spacing of 25 GHz is used (which would correspond to spectral efficiencies of 0.4 bit/s/Hz), only uniform gratings can be cascaded up to eight times, whereas the cascadability of the apodised designs is limited to two or three components for less than 1 dB EOP. The best detuning performance is therefore offered by uniform gratings, followed by the Blackman apodised devices, then the Hamming and Gaussian apodised filters, in agreement with the dispersion detuning tolerances of Table 3.1. However, this observation does not hold for a single device in the case of 25 GHz filters where the 10 Gbit/s NRZ spectrum will be severely affected by both amplitude and phase filtering. Therefore, the estimate of the allowable detuning for less than ±100 ps/nm can be used in order to predict the relative performance of the gratings in a system context, provided it has been ensured first that the filter dispersion is the main source of penalty. Furthermore, it can be observed that the dispersion induced detuning tolerance criterion used in [5] would fail to predict the cascadability behaviour of narrow bandwidth gratings as, for instance, only two 25 GHz Gaussian apodised gratings can be cascaded with less than 1 dB EOP in the pass-band, whereas, based on this criterion, up to 10 devices could be cascaded provided the laser detuning remains within a ±3.6 GHz range from the filter centre frequency. This example emphasises the necessity to take into account both amplitude and phase filtering when edicting cascadability guidelines for optical components.

As a conclusion, as far as amplitude and phase filtering performances are concerned, uniform gratings have been shown to offer the best cascadability, in spite of a poorer detuning tolerance when a single device is used. This is due to their steep amplitude response at the edges of the pass-band resulting in reduced bandwidth narrowing when cascaded, and to their lower dispersion in the pass-band. However, this statement must be tempered by the fact that the present analysis focuses strictly on signal degradation induced by amplitude and phase filtering in the pass-band of the devices. Obviously, as can be seen in Figure 3.1, uniform gratings
would suffer from an unacceptably high cross-talk level from neighbouring channels when used in a WDM system. Down to 50 GHz bandwidth, Gaussian, Hamming and Blackman apodisation have been shown to result in equivalent detuning tolerance for up to eight cascaded filters. Therefore, Blackman apodisation should be preferred as it also offers the best cross-talk performance. Furthermore, its detuning tolerance has also been shown to be the largest of the investigated apodised designs for 25 GHz channel spacing. At 10 Gbit/s, the influence of filter dispersion has been shown to start becoming significant below 50 GHz channel spacing, corresponding to WDM systems with over 0.2 bit/s/Hz spectral efficiency.

3.2 Transmission degradation through fibre gratings

A Gaussian apodisation profile is commonly used to approach the desired flat-top and low-crosstalk transfer function for fibre Bragg gratings filters. Such Gaussian apodised gratings can be used for filtering or add-drop multiplexing applications in WDM systems only if the short wavelength side-lobes are sufficiently suppressed (refer to the discussion of Section 2.6.3 in this thesis), which is achieved by cancelling out the average “dc” refractive index change induced by the ultra-violet writing process. This can be performed for instance by using a double exposure technique [20]. However, imperfections in the writing process of a grating might result in signal distortion when the device is used in a system context.

This section presents the results of an experimental investigation of the transmission degradation at 10 Gbit/s through fibre gratings designed for 100 and 50 GHz channel spacing. The increased sensitivity to grating dispersion, as well as the influence of imperfections in the apodisation process will be demonstrated for narrow band devices, resulting in severe limitations to the number of nodes and detuning tolerance when such filters are cascaded in a network.

3.2.1 System impact of 50 and 100 GHz Gaussian apodised gratings

The system impairments induced by imperfect alignment of the transmitter frequency and the centre frequency of a grating filter have been evaluated experimentally. More specifically, the filter detuning tolerance has been compared for Gaussian apodised fibre Bragg gratings designed for 50 and 100 GHz channel spacing. Such an investigation can be used to assess
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the requirements on laser frequency stability when a DWDM system is upgraded from 100 down to 50 GHz channel spacing at 10 Gbit/s.

The experimental set-up consists of a 10 Gbit/s NRZ transmitter, an optical circulator connected to a fibre grating used in reflection, and a receiver (without optical pre-amplification). The transmitter and receiver configurations correspond to the ones shown in Figure 3.6 and are described in more details in Section 3.2.2. The transmitter is based on an external cavity tunable laser, enabling to scan through the pass-band of the grating under test, and an external chirp-free Mach-Zehnder modulator. The extinction ratio of the NRZ signal was adjusted to 13 dB at the output of the modulator, resulting in a back-to-back sensitivity of -16.7 dBm at a BER of $1.0 \times 10^{-9}$. The measured transfer functions have been shown in Figure 2.13 and 2.14 for the fibre gratings designed for 100 and 50 GHz channel spacing respectively.

The measured penalty curve at a BER of $1.0 \times 10^{-9}$ can be seen in Figure 3.4 for the 100 GHz filter. The penalty is minimum at 1551.75 nm, which approximately corresponds to the centre wavelength of the filter. As expected, the penalty increases towards the edges of the filter’s pass-band, although not in a monotonous way. For both positive and negative detunings, the penalty is observed to increase towards local maxima close to the 3 dB limits of the pass-band, before decreasing, then increasing again at its edges. Although perfectly reproducible, the values of the local penalty maxima are only of the order of 0.8 and 0.2 dB on the short and long wavelength sides of the pass-band, respectively.

On the short wavelength side, the increase in penalty could be due to
imperfect cancellation of the average refractive index of the grating by the double exposure method [20], resulting in a residual side lobe which could not be resolved by the amplitude transfer function measurement. Indeed, the group delay curve shown in Figure 2.13 does not exhibit the expected local maximum found at the edge of the transfer function which can be seen in other Gaussian apodised grating reflectivity transfer functions such as in Figure 2.14, or the modelled response of Figure 3.12. Instead, a noise-like behaviour is observed, which could be due to averaging of fast varying spectral features by the phase-shift measurement, as described in Section 2.5.2. Both the observed increase in penalty and the imperfect group delay characterisation hint at the existence of grating imperfections such as a non-resolved side lobe in this wavelength range. The smaller penalty extremum around 1551.95 nm is due to the combined effect of the amplitude transfer function and the dispersion. A secondary zero-dispersion wavelength is measured at 1552 nm, resulting in an improvement of the penalty before it increases again, as expected, towards the pass-band edge. A plateau is observed in the penalty curve around 1551.6 nm, which corresponds to a wavelength region where the attenuation is uniform and where the measured group delay presents a local extremum, corresponding to zero dispersion. The measured negative penalty compared to the back-to-back case observed at some wavelengths is due to filtering of amplified spontaneous emission (ASE) noise by the grating, as well as to some degree of pulse reshaping due to low-pass filtering at the edges of the pass-band.

Therefore, due to grating imperfections, the usable bandwidth of the grating for a 1 dB absolute penalty tolerance is limited to 0.7 nm corresponding to 87 GHz. If the minimum measured penalty is taken as a reference instead, this bandwidth slightly decreases to 0.6 nm (75 GHz). Those two values should be related to the FWHM bandwidth of the device equal to 0.57 nm or 71 GHz.

The power penalty has also been measured as a function of wavelength for the 50 GHz Gaussian apodised grating. The corresponding results are shown in Figure 3.5. Similarly to the case of the 100 GHz device, a local penalty maximum equal to 1.5 dB is observed in the pass-band at long wavelengths, this time well within the 3 dB bandwidth. The bandwidth allowing for 1 dB penalty is limited by this local extremum and is equal to 0.23 nm corresponding to 28 GHz. If a 3 dB penalty can be tolerated, this usable bandwidth can be extended to 0.33 nm or 41 GHz. Again, those two values need to be compared to the filter 3 dB bandwidth, which is 0.35 nm (43 GHz). Contrary to the 100 GHz device, no significant raise in penalty is observed on the short wavelength side. If the local penalty
3.2 Transmission degradation through fibre gratings

The penalty as a function of wavelength for a 10 Gbit/s NRZ signal reflected by a fibre Bragg grating filter designed for 50 GHz channel spacing.

Figure 3.5 Penalty as a function of wavelength for a 10 Gbit/s NRZ signal reflected by a fibre Bragg grating filter designed for 50 GHz channel spacing.

maximum is ignored, and even though the amplitude transfer function is relatively symmetric with respect to its centre frequency, the penalty curve is fairly asymmetric, in contrast with what was observed for the 100 GHz grating. For instance, a penalty of about 6 dB is measured at a detuning corresponding to an attenuation of 0.9 dB on the short wavelength side of the transfer function, against 7.5 dB for long wavelengths. The amplitude transfer function alone cannot therefore account for the measured power penalty, but the combined effects of amplitude and phase filtering need to be considered. The asymmetry in the group delay curve of Figure 2.14, resulting in different dispersion behaviours at short and long wavelengths should therefore be invoked in order to explain the measured penalty. An experimental investigation of the cascadability of the device will be reported in Section 3.2.2 and will enable to establish a link between the penalty curves and the dispersive properties of this particular 50 GHz grating.

It has therefore been shown that grating imperfections are responsible for narrowing the usable bandwidth of fibre gratings designed to be used in DWDM systems with 50 and 100 GHz channel spacing. Some of those imperfections are believed to be due to the writing process of the grating by double exposure and could consequently be suppressed by a better control of the method or by the use of alternative techniques. For a 1 dB penalty criterion, the usable bandwidth of the filter has been shown to be 120% of its FWHM bandwidth for the 100 GHz grating against only 65% for the 50 GHz device. However, it should be noticed that the bandwidth of the filters considered in this study do not scale proportionally to the channel spacing. The bandwidth utilisation factor, defined here as the ratio of
the filter 3 dB bandwidth to the channel spacing, is equal to 0.71 for the
100 GHz grating against 0.86 for the 50 GHz device. This is simply due
to the fact that the filter bandwidth needs to be kept sufficiently large
to accommodate a signal at a given bit-rate, here 10 Gbit/s, even though
the channel spacing is decreased. Another important consideration is the
steepness of the slopes of the transfer function, which can be characterised
by a figure of merit defined as the ratio of the 0.5 dB bandwidth of the filter
to its 25 dB bandwidth [22], resulting in values of 0.52 for the 100 GHz filter
against 0.69 for the 50 GHz grating. Therefore, the low pass filtering due to
the amplitude transfer function alone is expected to be more pronounced
in the 50 GHz case. This, in conjunction with higher dispersion at the
edges of the pass-band (which might itself be related to the slope steepness
in case it can be shown the real grating is minimum-phase), explains the
reduction of the usable bandwidth when going from the 100 GHz to the
50 GHz filter.

3.2.2 Cascadability of grating filters for 50 GHz channel
spacing

It has been shown in Section 3.2.1 that the amplitude transfer function
of the 50 GHz grating alone does not account for all the observed system
impairments but that its phase needs to be taken into consideration. How-
ever, due to the relatively small dispersion values in the pass-band of the grating, the effect of the phase is difficult to quantify. Its influence can be artificially increased by cascading a number of identical transfer functions in a re-circulating loop, which is the topic of the present section. Furthermore, such an experiment enables to emulate the propagation of a signal in a more complex network where it would be reflected by a number of gratings with strictly identical transfer functions. Although the validity of the last statement is questionable, due to non perfectly reproducible transfer functions or slight detuning of the gratings, such re-circulating loop experiments enable to make a worst-case estimate of the signal degradation induced by multiple reflection by narrow-band fibre grating filters.

The experimental set-up is shown in Figure 3.6. Light generated by an external cavity tunable laser is amplified by an erbium-doped fibre amplifier (EDFA) before being modulated at 10 Gbit/s in a dual drive Mach-Zehnder modulator operated in push-pull mode resulting in chirp-free operation. Only the NRZ modulation format is considered in this experiment where all the measurements have been performed with a $2^{31} - 1$ PRBS word length. The signal is then amplified again before being input to a re-circulating loop switch consisting of a coupler and three acousto-optic modulators. Re-circulating loop operation is possible only if the delay in the loop is long enough to store a sufficiently large amount of data to enable BER measurements. As a consequence, some length of optical fibre is required in the loop, even though only the filtering induced degradation is of interest here. A length of 44 km of standard single mode fibre (SMF) followed by a matching length of 6 km of wideband dispersion compensating fibre (DCF) was inserted in the loop. It was ensured that no penalty was induced by the fibre itself. As we shall see, this was made possible because the cascadability of the grating under test was limited to up to 5 round-trips, resulting in little accumulated dispersion due to the fibre itself in the wavelength range corresponding to the pass-band of the grating. The residual dispersion of the compensated SMF span was only -0.35 ps/nm at 1559 nm. Moreover, the power at the SMF input was kept to a level of 0 dBm, ensuring that spectral broadening due to self-phase modulation would not affect the measurement. After the fibre, the signal was input to the grating under test via a three-port optical circulator. The light reflected from the grating was then amplified by an erbium doped fibre amplifier (EDFA) in order to compensate for the loss accumulated in the fibre span as well as the loop switch. Part of the signal was tapped to the receiver after each round trip by a 10 dB coupler. The receiver consists of a lightwave converter with 11 GHz bandwidth followed by a 18 GHz
Figure 3.7 Penalty as a function of wavelength for a 10 Gbit/s NRZ signal reflected by a cascade of 1 to 6 fibre Bragg grating filters designed for 50 GHz channel spacing.

broadband electrical amplifier as well as a clock-recovery circuit. Practical details of the loop set-up configuration used in this experiment can be found in [23].

The 25 mm long Gaussian apodised grating with 43 GHz bandwidth whose amplitude and group delay transfer functions are shown in Figure 2.14 has been cascaded in the re-circulating loop set-up described above. For each number of cascade, the sensitivity at a bit-error-rate of $1.0 \times 10^{-9}$ was measured and compared to the back-to-back sensitivity. The resulting penalty curves obtained with a NRZ signal extinction ratio of 13 dB are shown in Figure 3.7. The back-to-back sensitivity, obtained when the optical attenuator following the booster amplifier at the modulator output was directly connected to the receiver, was measured to be -16.7 dBm. The penalty curve measured in the loop configuration after one single grating filter matches the one obtained in the corresponding straight line experiment, which is shown in Figure 3.5. This confirms the negligible signal degradation induced in the dispersion and dispersion slope compensated fibre span. As expected, it can be seen that the usable bandwidth of the grating is reduced when the number of cascades increases. However, this reduction is not symmetrical with respect to the grating centre wavelength. Cascading the grating while minimising the penalty is possible at the wavelength of 1558.98 nm, which corresponds to an extremum of the group delay and therefore zero dispersion. However, no more than 5 cascades could be achieved with finite penalty for this device. The low-penalty window is deported to the short wavelength side of the pass-band because of the
3.2 Transmission degradation through fibre gratings
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**Figure 3.8** Eye diagrams as a function of wavelength detuning after 1, 2 and 4 cascades of the fibre Bragg grating designed for 100 GHz channel spacing illustrated in Figure 3.5. The back-to-back eye diagram is also represented for comparison. Horizontal scale: 20 ps/division.

asymmetry of the grating complex transfer function. This asymmetry is attributed to imperfections in the two exposure technique used to create the apodisation profile. The combination of phase and amplitude filtering is also responsible for a higher penalty area centered around 1559.17 nm. It is clearly seen in Figure 3.7 that the effect of imperfections in the grating complex transfer function on the measured penalty is amplified when the number of cascades is increased. This enables to establish that the dispersion of the device is responsible for narrowing the usable bandwidth of the grating when it is cascaded, as well as for shifting its optimum operation wavelength towards the short wavelength side of its pass-band. In a real network configuration, the transfer functions of the individual gratings encountered in a particular path would not be strictly identical and some degree of averaging would be expected.

In order to confirm the different behaviours of the gratings designed for 50 and 100 GHz channel spacings, eye diagrams were recorded on a 30 GHz sampling oscilloscope for different values of the detuning between the transmitter wavelength and the centre wavelength of the grating. The evolution of the eye diagram when the number of cascaded devices is increased from 1 to 4 is shown in Figure 3.8 for the 100 GHz device. At the grating centre wavelength (1551.70 nm) very little eye degradation is ob-
Figure 3.9  Eye diagrams as a function of wavelength detuning after 1 to 5 cascades of the fibre Bragg grating designed for 50 GHz channel spacing illustrated in Figure 3.7. The back-to-back eye diagrams is also represented for comparison. Horizontal scale: 20 ps/division.

served, whereas some low pass filtering effects are observed for both positive and negative detuning. It appears from the eye diagrams that the observed distortion is more severe for negative wavelength detuning, confirming the higher penalty ripple visible in Figure 3.4 for those wavelengths. When the number of cascaded filters is increased, the eye starts getting distorted even at the centre wavelength due to pass-band narrowing, but remains symmetrical with respect to the centre of the time slot, which is an indication that the signal is not significantly affected by the non-uniform dispersion of the filter.

Equivalent eye diagrams obtained with the 50 GHz grating are shown in Figure 3.9. It can be seen that for one single grating the less distorted eye is obtained at 1559.00 nm whereas, when the grating is cascaded the benefit of using the zero dispersion wavelength around 1558.98 nm becomes apparent. Even with a single filter, some reshaping of the 10 Gbit/s NRZ eye is observed, due to the narrow bandwidth of the grating. In case of an ideal grating with a symmetrical amplitude transfer function and antisymmetrical dispersion around the centre frequency, the eye diagrams obtained for the same absolute value of positive and negative detuning are expected to be identical. This is not observed here when moving ±0.02 nm away from the wavelength of 1558.98 nm corresponding to zero-dispersion, as the mea-
3.3 Influence of grating dispersion on duobinary modulation

The bandwidth of WDM systems is limited to the low loss region of optical fibres and to the wavelength range where fibre doped optical amplifiers are available. This sets a strong limitation to the number of channels that can be used. The channel density, known as spectral efficiency (in bit/s/Hz), is limited by degradation due to linear cross-talk, as well as optical fibre non-linearities. Higher spectral efficiencies can be achieved by making use of novel modulation formats with reduced bandwidth, so that the frequency spacing of WDM channels can be reduced and the capacity in a given bandwidth increased. The use of optical duobinary modulation [24], which offers a reduction of the spectral bandwidth compared to conventional binary NRZ modulation, has been suggested, first in order to overcome chromatic dispersion limits in optical fibres, but also to increase the spectral efficiency.

However, reducing the frequency spacing between WDM channels means that narrow-band optical filters will be required to perform the (de) multiplexing operation. This is likely to induce more stringent detuning tolerances between the laser wavelength and the filter centre frequency, especially since the dispersion of grating filters is expected to increase when their bandwidth is reduced.

In this section, the effect of filtering by narrow-band (50 GHz) Gaussian
apodised fibre grating is compared numerically at 10 Gbit/s for NRZ binary and duobinary modulations. It is shown that duobinary allows a larger filter detuning tolerance in reflection as well as closer channel spacing due to out-of-band dispersion limitations when the grating is used in transmission. This improved performance should alleviate the severe cascadability limitations demonstrated in Section 3.2.

3.3.1 Description of the models

Optical duobinary modulation is obtained by applying a three-level electrical signal to a Mach-Zehnder modulator biased at a null transmission point as illustrated in Figure 3.10. The three-level electrical data is obtained by duobinary encoding the pre-coded NRZ signal to be transmitted. The duobinary encoding operation can be realised by a delay-and-add circuit whose transfer function can be approximated by a low pass-filter with cut-off frequency equal to one quarter of the bit-rate. This latter scheme is traditionally implemented with linear-phase Bessel filters and results in ripples in the “zero” bits which have been shown to be effective at maintaining the “one” bits in their time slot when subjected to group velocity dispersion [25]. The three-level electrical signal is then converted into a two level intensity modulated optical signal with phase shifts of $\pi$ between consecutive “marks” provided they are separated by an odd number of “spaces”. The resulting spectrum is also shown in Figure 3.10 where it is compared to the conventional binary NRZ case. A significant reduction of the width of the main lobe is observed for duobinary modulation. At 10 Gbit/s, the 20 dB
3.3 Influence of grating dispersion on duobinary modulation

The simulation set-up used for the filtering tolerance investigation of duobinary signals is shown in Figure 3.11. The duobinary transmitter consists of a CW laser externally modulated by a Mach-Zehnder modulator operated in push-pull mode. The duobinary encoding is performed by filtering the $2^{10} - 1$ pseudo random NRZ 10 Gbit/s sequence with a fifth order low-pass Bessel filter with 3 dB cut-off frequency equal to 2.8 GHz. This operation is performed on both the data and inverted data so that chirp-free operation of the modulator is obtained. The eye diagram of the 10 Gbit/s duobinary modulated signal is shown as an inset in Figure 3.11. The presence of ripples in the “spaces”, due to the narrow bandwidth low-pass filtering of the NRZ data, is clearly visible. The optical duobinary signal is input to a cascade of $N$ identical fibre grating filters, either in transmission or in reflection. The lightwave is then detected in a photodiode with respon-
Figure 3.12 Calculated transfer function (reflectivity, transmittivity and group delay) of a Gaussian apodised fibre Bragg grating designed for 50 GHz channel spacing. This transfer function was generated using a commercial grating design software package (IFO gratings; transfer function generated at Ibsen Photonics) and was used for the numerical investigations reported in Section 3.3.2.

Figure 3.12. Calculated transfer function (reflectivity, transmittivity and group delay) of a Gaussian apodised fibre Bragg grating designed for 50 GHz channel spacing. This transfer function was generated using a commercial grating design software package (IFO gratings; transfer function generated at Ibsen Photonics) and was used for the numerical investigations reported in Section 3.3.2.

Sensitivity of 1.2 A/W (corresponding to 96% quantum efficiency at 1550 nm) and single sided thermal noise density of 15 pA/√Hz, before being filtered by a 4th order Bessel low-pass filter with 7.5 GHz cut-off frequency. The bit-error-rate is calculated according to the technique taking inter-symbol interference into account described in Appendix D. This calculation is performed by comparing the received data to the inverted transmitted sequence, in accordance with the principles of duobinary transmission. No pre-coder implementation is necessary due to the fact that a shift-register pseudo-random sequence is used in this investigation, meaning that the inverted received data is expected to be a time shifted replica of the transmitted sequence. An identical simulation set-up is used for binary NRZ modulation investigation, apart from the fact that the electrical signals driving the modulator are no longer low-pass filtered at one quarter of the bit-rate, and that the received data is simply compared to the transmitted sequence for BER evaluation. When connecting directly the transmitter and receiver configurations described above, a back-to-back sensitivity of -20.2 dBm is calculated for duobinary NRZ, against -21.7 dBm in the binary case (both at a bit-error-rate of 1.0×10⁻⁹). The poorer back-to-back sensitivity obtained for duobinary is in agreement with previous observations [28] and is due to the presence of energy in the “zero” bits caused by low-pass filtering of the electrical signal.

A Gaussian apodised fibre grating designed for 50 GHz channel spac-
ing WDM systems has been modelled using the transfer matrix approach\textsuperscript{2}. The design parameters of the grating were chosen in order to match those of the corresponding fabricated device used in the experimental investigations reported in Section 3.2. The calculated reflectivity, transmittivity and group delay are shown in Figure 3.12 and should be compared to the measured complex transfer function from Figure 2.14. In order to ease the comparison, a number of relevant parameters have been extracted from the measured and calculated complex transfer functions in reflection and in transmission and are summarised in Table 3.2. Two parameters have been introduced to enable a comparison between the calculated group delay and the measured group delay of the imperfect real grating. $\Delta \tau_{\text{max}}$ is defined as the difference between the maximum and the minimum group delay in the pass-band, whereas $\Delta f_{\text{max}}$ is the frequency separation between the local maxima of the group delay at both edges of the pass-band. It can be seen from Table 3.2 that a reasonably good agreement is obtained between the fabricated and modelled grating properties, especially since the model does not take imperfections of the writing process into account. The grating structure being symmetric, the group delay is identical in transmission and in reflection, as demonstrated in Appendix B.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Real grating</th>
<th>Modelled grating</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 dB bandwidth (GHz)</td>
<td>43</td>
<td>30.6</td>
</tr>
<tr>
<td>20 dB bandwidth (GHz)</td>
<td>54</td>
<td>39</td>
</tr>
<tr>
<td>Cross-talk (dB)</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>Rejection\textsuperscript{(1)} (dB)</td>
<td>60</td>
<td>45</td>
</tr>
<tr>
<td>$\Delta \tau_{\text{max}}$\textsuperscript{(2)} (ps)</td>
<td>131</td>
<td>130</td>
</tr>
<tr>
<td>$\Delta f_{\text{max}}$\textsuperscript{(2)} (GHz)</td>
<td>46.9</td>
<td>30.8</td>
</tr>
</tbody>
</table>

Table 3.2 Comparison of selected properties of the modelled grating used in the numerical investigations of Section 3.3 and the real device used in the experiments reported in Section 3.2. (1) Rejection denotes the attenuation at the centre of the stop-band in transmission. (2) The parameters $\Delta \tau_{\text{max}}$ and $\Delta f_{\text{max}}$ have been introduced in order to enable a comparison between the calculated and measured group delay (see text).

\textsuperscript{2}The device was modelled by Morten Johansen from Ibsen Photonics using the commercial IFO Gratings software package from Optiwave Corporation, Ottawa, Ontario, Canada.
3.3.2 Filtering of binary and duobinary NRZ signals

The cascadability of the narrow band grating whose transfer function is shown in Figure 3.12 has been assessed numerically for both binary and duobinary NRZ modulation at 10 Gbit/s. The transmitter wavelength has been swept across the pass-band of the device used in reflection or on both sides of the stop-band when the grating was operated in transmission. For each value of the detuning between the laser and the grating centre frequency, the penalty at a BER of $1.0 \times 10^{-9}$ was calculated for a single device as well as for a cascade of up to 12 filters. In all cases the grating transfer functions are assumed to be strictly identical and perfectly aligned.

The results obtained when the grating is used in reflection are shown in Figure 3.13. Even when a single grating is used, the usable bandwidth of the filter is significantly larger for duobinary compared to binary modulation. For instance, if one allows for 1 dB power penalty, a detuning of $\pm 13$ GHz away from the grating centre frequency is allowed for duobinary, against only $\pm 7$ GHz for binary NRZ. As expected, a reduction of the usable bandwidth is observed when the number of cascaded filters is increased. After two gratings the detuning tolerance is still $\pm 10$ GHz for duobinary while it has been drastically reduced down to $\pm 3$ GHz for binary modulation. This larger tolerance towards laser misalignment can be attributed to the better dispersion tolerance of the duobinary modulation. At the same time, the power penalty at the grating centre frequency degrades much faster in the binary case. This is confirmed in Figure 3.14 where the calculated sensitivity is plotted as a function of the number of cascaded filters when the transmitter is tuned to the grating centre wavelength. As stated earlier, the higher back-to-back sensitivity observed for duobinary is
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Figure 3.14 Calculated sensitivity as a function of number of cascaded gratings for binary and duobinary NRZ modulation. The transmitter wavelength is assumed to be tuned exactly to the centre of the pass-band of the grating whose transfer function is shown in Figure 3.12.

due to the presence of amplitude ripples caused by low-pass filtering of the NRZ data in order to generate the three-level duobinary encoded signal. However, when the number of cascaded filters is increased, the sensitivity of the duobinary signal becomes lower than the one calculated in the binary case. For a 3 dB power penalty (with respect to back-to-back), up to 5 gratings can be cascaded for binary against 10 for duobinary.

When fibre gratings are used in optical add-drop multiplexer structures such as the ones making use of optical circulators or a Mach-Zehnder interferometer configuration, the channels that are not dropped are expected to propagate unaffected by the grating. However, it has been shown in Section 2.6.4 that some amount of dispersion is present on both sides of the stop-band of a grating used in transmission. The effect of this out-of-band dispersion has also been evaluated numerically for both binary and duobinary NRZ modulation. The results are shown in Figure 3.15 for a single grating as well as for a cascade of 4, 8 and 12 identical and perfectly aligned filters designed to reject (or drop) the channel at the wavelength of $\lambda_0 = 1559.00$ nm. If a 1 dB penalty due to phase and amplitude filtering is acceptable for the channel which is the closest in wavelength to the dropped one, the channel spacing has to be at least 18 GHz for binary NRZ modulation if a single grating designed to drop the channel at $\lambda_0$ is encountered in the transmission path. When duobinary NRZ modulation is used, a close value of 17 GHz is found. However, when more than one grating with stop-band centred at $\lambda_0$ is present in the link, the channel spacing for the
Cascadability of fibre gratings

Figure 3.15 Simulated effect of out-of-band dispersion for a Gaussian apodised fibre grating designed for 50 GHz channel spacing. The power penalty is calculated as a function of wavelength for transmission through a single grating and a cascade of 4, 8 and 12 identical and perfectly aligned devices. Penalty curves for an hypothetical linear-phase grating are also shown for comparison. Top: binary NRZ; bottom: duobinary NRZ.

The minimum channel spacing that can be used with this narrow-band grating design is determined by the amplitude and phase filtering in transmission, but also by the cross-talk induced to the selected channel at $\lambda_0$ in reflection. A channel spacing of 21 GHz would mean that the closest neighbour to the channel at $\lambda_0$ would be suppressed by only 21 dB, which might prove insufficient, especially since the wavelength corresponding to such a detuning still lies in the pass-band of the reflection spectrum. Typical values of adjacent and non-adjacent channel cross-talk often cited are of the order of -25 and -30 dB, respectively, but have not been standardised
yet [30]. It is not clear how a cross-talk value of -21 dB would affect the quality of the signal of interest in a real network as this depends on the network topology, number of cross-talk contributions, sequence of channel added and dropped at the different nodes, power of the cross-talk contributions, etc. Such a study is beyond the scope of the present chapter which focuses solely on filtering induced degradations. Nevertheless, it appears that for the Gaussian apodised fibre grating studied here, the minimum channel spacing will be set by the adjacent channel cross-talk in reflection and not by the out-of-band dispersion in transmission.

It is also of interest to identify whether the limitation to the channel spacing induced by filtering effects alone is due to the low-pass attenuation experienced by a signal at the edges of the grating stop-band, or by its out-of-band dispersion. For this purpose, the penalty as a function of frequency detuning has also been calculated for an hypothetical linear phase (i.e. dispersion-free) grating whose amplitude transfer function (both in transmission and in reflection) is the same as the one of the narrow-band grating considered throughout this section. The results are shown in Figure 3.15 where they can directly be compared to the behaviour observed for the dispersive grating where both amplitude and phase filtering are considered. No significant benefit is observed in the linear-phase case when one single filter is considered. However, when several identical gratings are cascaded, the hypothetical dispersion-free device would allow a closer channel separation for binary NRZ modulation. On the other hand, very little improvement is observed for duobinary modulation. It is therefore demonstrated that, provided only filtering effects are considered, it is the out-of-band dispersion which limits the channel spacing when conventional binary NRZ modulation is used. Duobinary modulated signals benefit from their narrower spectral width, which simultaneously allows them to be placed closer to the edges of the stop-band without cutting off too much of their high frequency content, as well as not to suffer as much from dispersion as binary NRZ signals. The fact that the use of a linear-phase filter would only result in marginal improvement confirms the resilience of the duobinary format to the non-uniform dispersion present at the edges of the stop-band of optical filters.

We have therefore shown that the duobinary NRZ modulation format presents better filter detuning tolerance at 10 Gbit/s than the commonly used binary NRZ format. This is even more pronounced when several gratings with narrow bandwidth (∼30 GHz) are cascaded in a link, as could be a common scenario in future complex meshed networks structures making use of wavelength routing. The better tolerance of the duobinary
format to group-velocity dispersion is believed to be responsible for the observed improvement. If only amplitude and phase filtering is considered, the out-of-band dispersion of fibre gratings has been shown to limit the channel spacing when binary NRZ modulation is used, while its influence was reduced in the case of duobinary modulation. Even though the improved dispersion tolerance of duobinary had already been demonstrated for transmission over optical fibre, those investigations had focussed on transmission media where the dispersion can be considered uniform over the spectral width of the signal. However this is no longer the case in dispersive optical filters such as fibre Bragg gratings, especially at the edges of their pass-band. The duobinary modulation scheme relying on $\pi$ phase shifts to differentiate the “one” levels, its tolerance towards non-uniform dispersion in grating filters had to be assessed. It can therefore be concluded that, in spite of the non-uniform dispersion of grating filters, the duobinary format is more robust to filtering than NRZ modulation.

Apart from optical duobinary, a number of other modulation formats such as carrier-suppressed return-to-zero (CS-RZ) [31] or optical single sideband (SSB) [32] have been recently proposed in order to alleviate the dispersion or non-linearities induced limitations in optical fibre links, as well as to enable closer channel packing leading to higher spectral efficiencies in dense WDM systems. Moreover, some novel apodisation profile designs have also been recently suggested in order to reduce the dispersion in the pass-band of fibre gratings [33, 34]. A recent experimental study of the resilience of those different modulation formats towards filtering by a low dispersion fibre Bragg grating with high detuning tolerance is presented as a complement to the present chapter and can be found in Appendix C.

3.4 Summary of Chapter 3

The influence of fibre Bragg gratings dispersion on the performance of 10 Gbit/s systems has been investigated numerically and experimentally, with emphasis on the accumulation of filtering degradation along a particular path in an optical network where several devices would be cascaded. We have shown that, for ideal gratings transfer functions, dispersion becomes an issue for filters designed for channel spacings smaller than 50 GHz, and that Blackman apodisation should be preferred over Gaussian and Hamming apodisations, as it simultaneously offers relatively better detuning tolerance for very narrow channel spacing (25 GHz) systems, as well as good cross-talk performance when used in reflection.

The system performance of Gaussian apodised fibre Bragg gratings de-
signed for 100 and 50 GHz channel spacing has been compared experimentally. Grating imperfections believed to be induced by the writing process have been found to induce penalty ripples in the pass-band of the 100 GHz device. Although small (less than 1 dB), those penalty ripples might result in a limitation of the usable bandwidth of the device when cascaded in a network.

The reduction of the usable bandwidth induced by the dispersion of fibre Bragg gratings designed for narrow channel spacings (~50 GHz) WDM systems has been demonstrated experimentally. Recirculating loop experiments have been used to prove that, after only five cascaded devices, the usable bandwidth of such a filter is limited to only a small fraction of its 3 dB bandwidth centered around a wavelength corresponding to zero dispersion. Furthermore, the wavelength range over which the device can be operated has been found to be shifted away from its centre frequency when the number of cascaded filters is increased. Therefore, filter dispersion has been clearly identified as the main source of penalty for 50 GHz Gaussian apodised gratings written using the conventional double exposure technique.

As a consequence, new directions should be explored in order to alleviate those dispersion induced limitations in fibre Bragg gratings. Those include a better control of the grating writing process, new grating designs with lower dispersion in the pass-band, and the use of modulation formats with narrower bandwidths known to offer better resilience to group-velocity dispersion. Using numerical simulation, we have shown that, even in the case of non-uniform dispersion of the gratings, the duobinary modulation format is more tolerant towards filtering effects than the usual NRZ format. It therefore results in better tolerances towards laser misalignment, which is a critical issue in the design of high spectral efficiency WDM systems. The system performance of a novel low dispersion fibre Bragg grating practical design has also been presented in Appendix C. Its detuning tolerance has been investigated experimentally for five modulation formats at 10 Gbit/s, showing a bandwidth utilisation above 89% in all cases. Good performance was predicted numerically at 40 Gbit/s.

In case optical communication systems with high spectral efficiencies are designed, it is therefore essential to take into account the properties of the filtering elements present in the link or network path, and not only the non-linear interaction in the fibre. The foreseen evolution of optical systems from point-to-point links towards transparent optical networks with an increasing number of cross-connects or add-drop nodes along the path makes this requirement even more critical. This has been illustrated in this chap-
ter by emphasising the limitations of currently commercially available fibre grating devices designed for narrow channel spacing. However, it has also been shown in this chapter and Appendix C that the inherent dispersive limitations of fibre Bragg grating technology can be overcome by proper filter design, better fabrication methods as well as system considerations such as the choice of the modulation format. Close interaction between components and systems designers will ensure that one can make the most of the degrees of freedom offered by fibre Bragg grating technology.
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Chapter 4

Pass-band flattened PHASARs for 40 Gbit/s systems

Dense wavelength division multiplexing (DWDM) is an effective and flexible technology to simultaneously provide routing, switching, protection and restoration functionalities, as well as capacity increase in optical networks. In order to be able to satisfy the ever increasing demand for bandwidth triggered by the exponential growth of data traffic, some technological breakthroughs are nevertheless required. Increasing the transmission capacity can be realised by exploring new wavelength windows, by increasing the individual channel line rate to 40 Gbit/s and above, by allowing closer channel spacing or by using a combination of those various techniques [1]. Ultimately, the goal will be to increase the spectral efficiency (in bit/s/Hz) to its highest possible limit. Although information theory predicts theoretical limits as high as 6-14 bit/s/Hz in fictitious systems free from degradation other than amplifier noise [2], various issues such as fibre non-linearities, chromatic and polarisation mode dispersion, practical implementation of multiplexing and demultiplexing, etc, have so far limited record spectral efficiencies to values below 1 bit/s/Hz without having to rely on polarisation multiplexing [3]. A lot of effort has been spent worldwide in order to demonstrate record unidirectional link capacities as high as 6.4 Tbit/s [4]. However, the focus has so far mostly been on transmission systems without networking functionalities.

One of the goals of the METEOR (MEtropolitan TErabit Optical Ring) project is to demonstrate a four node optical ring at 40 Gbit/s with potential capacity of more than 1 Tbit/s. Furthermore, the feasibility of DWDM
networking using non-return to zero (NRZ) modulation at 40 Gbit/s with less than 100 GHz channel spacing is being explored within this project. This demonstration relies on the realisation of pass-band flattened phased-array (PHASAR) multiplexers/demultiplexers [5, 6] using silica-on-silicon technology.

In the present chapter, the design of such devices and their system implications at 40 Gbit/s is reported. In Section 4.1, recent progress in high spectral efficiency systems as well as examples of 40 Gbit/s all-optical networking experiments are reported, together with an overview of previous work performed at 10 Gbit/s, dealing with the cascadability of PHASARs. Furthermore, the origin of dispersion in PHASAR devices is briefly discussed. Based on the assumption that linear-phase devices can be fabricated, numerical simulation results on two classes of ideal transfer functions are presented in Section 4.2, which will be used as references against which the real device designs will be compared. Two pass-band flattened PHASAR designs based on multi-mode interference (MMI) coupler and parabolic horn are briefly introduced in Section 4.3, followed by a detailed numerical investigation of their cascadability. The goal of this investigation is to assess the minimum multiplexer bandwidth resulting in acceptable penalty for a four node ring network corresponding to the METEOR demonstrator. The origin of signal degradation is discussed for the different designs, as well as their tolerance towards laser misalignment. Finally, we conclude by identifying the most promising PHASAR design for high spectral efficiency networking at 40 Gbit/s.

4.1 PHASARs for high spectral efficiency systems

In this section, some issues pertaining to high spectral efficiency systems are briefly presented, followed by a description of the few 40 Gbit/s networking experiments reported so far\(^1\). The origin of dispersion in PHASAR devices is discussed. Finally, experimental results on the cascadability of arrayed waveguide grating (de)multiplexer are reviewed.

4.1.1 High spectral efficiency systems issues and techniques

The bandwidth offered in the third transmission window (centred around 1550 nm) in silica optical fibres has long been thought of being inexhaustible. It has later on been realised that in order to match the ever

\(^1\)This section describes the state-of-the-art as of December 2000, when the work was first reported.
increasing demand for capacity, some new transmission windows such as the L-band (1570-1610 nm, the use of which is now current practice) and the S-band (1480-1510 nm) needed to be explored. Taking into account that, even in extended bands, the available bandwidth is a finite quantity, as well as for system complexity and cost reasons, it is often desirable to obtain as much capacity as possible from a given bandwidth. This can be done by increasing the spectral efficiency of the system by either upgrading individual WDM channels to higher bit rates or by reducing the channel spacing. For a given line rate, the channel density is limited by the spectral width of each channel and therefore one of the current engineering challenges consists in finding the best trade-off that will result in a significant increase of the total capacity in a given bandwidth. This can be achieved by using modulation formats with reduced spectral widths compared to conventional binary NRZ signals [1]. For instance, the highest spectral efficiency reported so far of 1 bit/s/Hz [3] has been obtained using duobinary modulation together with orthogonal polarisation launch of adjacent channels at 20 Gbit/s. The robustness of the duobinary code to narrow band filtering has also been shown to result in increased spectral efficiencies [7]. However, in many cases it is desirable to use well proven modulation techniques to achieve similar goals. Over a period of one year (September 1999 to September 2000), the highest spectral efficiency for 40 Gbit/s NRZ systems has been brought from 0.4 bit/s/Hz [8] to 0.64 [9] and even 0.8 bit/s/Hz [4], while the total capacity simultaneously evolved from 1.6 Tbit/s to 5.12 and 6.4 Tbit/s respectively. A record breaking capacity of 7 Tbit/s was also reported for bi-directional transmission [10].

In [9], unequal alternate channel spacings of 50 and 75 GHz were used in conjunction with vestigial sideband filtering (i.e. the unequal channel spacing relaxes the requirements on narrow band demultiplexing, provided the signal can still be recovered with a small offset between the channel wavelength and demultiplexer centre frequency). In [4], polarisation multiplexing and demultiplexing were used to achieve a channel spacing as small as 50 GHz over 186 km standard single mode fibre (SMF) and reverse dispersion fibre (RDF). State of the art experiments using more conventional techniques have also been reported for 100 GHz channel spacing at 40 Gbit/s NRZ (spectral efficiency of 0.4 bit/s/Hz), resulting in transmission of 1.6 Tbit/s over 400 km non-zero dispersion shifted fibre (NZDSF) [8], 1.28 Tbit/s over 300 km of fibre with 8 ps/nm/km dispersion [11], and 1.28 Tbit/s over 250 km pure silica core SMF [12]. So far the management of dispersion and non-linearities has been the main focus for the high capacity experiments reported above, which exclusively deal with point-to-point
systems. Therefore, a lot of effort has been spent on the design of effective dispersion maps using a variety of optical fibre types, on the reduction of interactions between adjacent channels by launching them with orthogonal states of polarisation, as well as on the reduction of fibre launch power while maintaining a sufficiently high optical signal-to-noise ratio by using Raman amplification [13].

The METEOR project aims at demonstrating the feasibility of 40 Gbit/s networking with increased spectral efficiency. However, only a few 40 Gbit/s networking experiments have been reported so far. In [14] transmission of 1.6 Tbit/s (40×40 Gbit/s) over 4 add-drop nodes was reported with a spectral efficiency of 0.4 bit/s/Hz. Nodes consisting of a fully programmable integrated 40 channel wavelength add/drop device (IWAD) made of a planar silica arrayed waveguide grating router and Mach-Zehnder thermo-optic switches [15] and of flat-top AWGs were compared. It was found that the IWADs were much more tolerant to signal wavelength misalignment, which is a critical factor at those high spectral efficiencies. Transmission through 5 add-drop nodes built from conventional 100 GHz channel spacing arrayed waveguide grating multiplexers designed for 10 Gbit/s WDM systems has also been demonstrated at 40 Gbit/s using return-to-zero (RZ) modulation [16]. The transmission line consisted of 9 AWG filters with flat-top passband shape and the 5 nodes were linked by 40 km NZDSF. The dispersion of each AWG pair was estimated at about 20 ps/nm per node while their 3 dB bandwidth was in the range 0.49 to 0.59 nm (61 to 74 GHz), and their pass-band detuning was within ±6.2 GHz from the channel wavelength grid. Optical signal-to-noise ratio degradation was found to be the main cause for system penalty and successful transmission of 25 channels with Q-factors better than 16.7 dB, resulting in bit-error-rates better than $1.0 \times 10^{-9}$, was obtained. The spectral efficiency achieved in this experiment was also 0.4 bit/s/Hz, which is of the same order of magnitude as for straight line experiments at 40 Gbit/s. These experimental results show that high capacity networking through a limited number of add-drop nodes is therefore possible at 40 Gbit/s.

4.1.2 PHASAR dispersion

The absence of dispersion, which is equivalent to constant group delay or linear phase, is a desired feature in wavelength (de)multiplexers. An essential optical filter design issue is therefore to know whether it is possible to simultaneously approximate a “square” frequency response while having zero or little dispersion in the pass-band. The concept of minimum-phase filters has been introduced in Section 2.3. The phase and amplitude re-
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Responses of a minimum-phase filter cannot be tailored independently. As a consequence, any attempt to obtain an approximation of a square amplitude response will result in a given phase response - equivalent to dispersion behaviour - that cannot be corrected by design. It has actually also been shown in Appendix A that, for a minimum-phase filter, sharp amplitude transfer function edges will result in increased dispersion, and therefore the goal of a nearly square dispersion-less filter cannot be achieved. However, not all transfer functions are minimum-phase [17, 18]. Non minimum-phase filters offer an additional degree of freedom as attempts to tailor their amplitude response might not affect their phase response.

A PHASAR consists of an array of waveguides with a constant length difference between adjacent arms. Accordingly, its frequency response can be written as a sum of fixed delays [17]:

$$H(\omega) = \sum_{n=0}^{N-1} h(n) e^{-j\omega n} \quad (4.1)$$

where $N$ is the number of waveguides, $\omega$ is the frequency normalised to the constant delay and $h(n)$ is the discrete impulse response for each waveguide in the array. It can be shown that if $h(n) = h(N-1-n)$ (i.e. if the weight distribution in the summation above is symmetric), then the filter is linear phase [17]. Moreover, the filter can be shown to be non-minimum phase and allows for flexible design of the phase and amplitude transfer functions. Loss in real devices has been found to be responsible for small phase distortions at the pass-band edges [19, 20]. The nearly ideal linear phase behaviour of conventional, non pass-band flattened PHASARs, has already been confirmed experimentally in Section 2.6 for a commercial silica-on-silicon multiplexer with ~1 nm bandwidth. Very little dispersion was found in the pass-band.

The origin of dispersion has been investigated in PHASARs multiplexers with a Gaussian spectral response, as well as for pass-band flattened devices [21]. It was found that the dispersion of the pass-band flattened AWG is an even function of the detuning with respect to the centre frequency, whereas the Gaussian device exhibits odd-order dispersion. The main origin of the dispersion was attributed to symmetric phase errors and antisymmetric amplitude errors for the pass-band flattened and Gaussian AWG respectively. Fourier transform spectroscopy measurements performed on InP and silica-on-silicon devices confirmed that slowly-varying phase errors (i.e. non-random contribution to the phase distribution of each path in the waveguides array) were responsible for dispersion imperfections [22]. Furthermore, several dispersion compensating AWG designs
have been reported, showing that it is possible to alter the phase behaviour while conserving the desired amplitude response. For instance, it has been suggested to use a quadratic phase difference between consecutive waveguides in order to obtain a broadened pass-band chirped AWG [23]. Other simulated designs are based on a symmetric parabolic phase profile imposed on the central arrayed waveguide region [24, 25].

Therefore, PHASAR based devices offer some degrees of freedom in order to engineer simultaneously their amplitude and phase responses. One should of course distinguish between the theoretical response of the filter and its actual device implementation where loss or processing induced phase and amplitude errors can create some amount of dispersion. Depending on the applicability of the symmetry condition, flattening the pass-band using diverse techniques might still result in linear phase, but has also been reported to introduce some dispersion [26], as we shall see more in details in Section 4.3.

### 4.1.3 PHASAR cascadability

The cascadability of arrayed waveguide grating multiplexers has been investigated experimentally by a number of authors [27, 28, 29]. Experiments reported so far have been carried out at 10 Gbit/s. Arrayed waveguide gratings with a Bessel filter pass-band shape, 100 GHz channel spacing and 38 GHz full-width half maximum (FWHM) bandwidth have been cascaded experimentally in [27]. It was found that the penalty versus frequency detuning curve exhibited two minima when the number of cascades was increased. This effect was attributed to single side band generation. Increased penalty due to pass-band narrowing was also demonstrated in this work. The same bandwidth reduction effect has been investigated in [29] by cascading up 60 AWG multiplexers with \(\sim1\) nm FWHM bandwidth and sharp roll-off characteristics. Up to 40 devices could be cascaded penalty free, and the allowable fluctuation of the centre frequency (defined as the range of carrier frequencies for which the 10 Gbit/s signal can achieve a bit-error rate smaller than \(1.0 \times 10^{-9}\)) has been shown to be \(\sim24\) GHz for 40 cascades. Different types of multiplexers based on AWGs or multilayer interference (MI) filters have been compared experimentally in [28] with emphasis on their dispersive properties. It was shown for the first time that the cascadability was also influenced by the dispersive characteristics of the devices. AWGs were found to be nearly dispersion free while the detuning tolerance of a dispersive MI filter was found to be less than one half compared to dispersion free AWG designs. A 1175 km dispersion compensated link with 15 wavelength selective cross-connects based on AWGs has
also been simulated in a re-circulating loop experiment for 4 channel WDM transmission at 10 Gbit/s [30], showing that as little as 0.2 dB penalty was induced per OXC. The effect of the detuning of the centre frequencies of pass-band flattened AWGs in a cascade of network elements was also investigated based on numerical simulations [31], where it was shown that up to 100 filters designed for 200 GHz channel spacing could be cascaded depending on the laser frequency misalignment. Although the aforementioned experiments demonstrate the feasibility of transparent large area networking, new challenges emerge when the bit rate is increased to 40 Gbit/s and when small multiplexer bandwidths are necessary to accommodate high channel densities.

4.2 Reference simulations

In order to be able to assess improved flat top PHASAR designs for spectrally efficient 40 Gbit/s NRZ systems, we start by investigating a number of reference scenarios. This is performed by defining ideal transfer functions exhibiting some of the desired features of a pass-band flattened PHASAR. Guidelines on “ideal” pass-band flattened PHASAR transfer functions can then be edicted, against which the real modelled designs will be compared.

4.2.1 Classes of ideal transfer functions

Conventional non-flattened PHASARs have a pass-band which can be fairly well approximated by a Gaussian transfer function [6], as illustrated in Figure 4.1, which shows the measured amplitude transfer function of a silica-
on-silicon PHASAR. Higher order Gaussian transfer functions are known to present sharper roll-offs and can be used to approximate the ideal square filter response. Although they do not correspond to any known design of arrayed-waveguide grating, their reduced rate of bandwidth narrowing means that they could be used in order to help defining the filter transfer function shape real designs should try to approximate. Using multi-mode interference couplers is known as one possible way to perform pass-band flattening in PHASARs [32]. The device amplitude transfer function can then be approximated by the sum of two Gaussian functions with small wavelength detuning. Therefore, modelling pass-band flattened PHASARs with double Gaussian transfer functions has some kind of physical legitimacy, even though the dispersive behaviour of the device might be occulted and a more accurate modelling might prove necessary, as described in Section 4.3. The two families of reference transfer functions (Gaussian of order $m$ and double Gaussian with different “flatness” parameters) are presented below.

**Gaussian transfer functions**

The transfer function of an optical filter can be defined according to:

$$E_{out} = T(\lambda)E_{in} \quad (4.2)$$

where $E_{out}$ and $E_{in}$ are the output and input electric fields respectively. For a Gaussian transfer functions of order $m$ we have:

$$T(\lambda) = \exp - \left[ \frac{\lambda - \lambda_0}{a} \right]^{2m} \quad (4.3)$$

where $\lambda_0$ is the filter centre wavelength and where the parameter $a$ can be related to the filter full-width half maximum bandwidth according to:

$$(FWHM)_{filter} = 2a \left( \ln \sqrt{2} \right)^{\frac{1}{2m}} \quad (4.4)$$

Gaussian transfer functions of orders $m=1$, 2, 3 and 4 are represented in Figure 4.2 for the same FWHM bandwidth equal to 100 GHz. The sharper roll-off of higher order Gaussian transfer functions is clearly seen in the figure. It is therefore expected that, when cascaded, their bandwidth narrowing factor should be smaller than for 1$^{st}$ order Gaussian.

The FWHM bandwidth of a cascade of $m^{th}$ order perfectly aligned Gaussian filters can be expressed as a function of the number of filters $n$
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Figure 4.2 Transfer functions of 1st, 2nd, 3rd and 4th order Gaussian band-pass filters with 100 GHz FWHM bandwidth.

according to:

\[(FWMH)_{cascade} = \left(\frac{1}{n}\right)^{1/2m} (FWMH)_{filter}\]  

(4.5)

A plot of the bandwidth narrowing factor for Gaussian orders 1 to 4 will be shown in Figure 4.7. It is important to mention at this point that we have assumed dispersion-free transfer functions for the diverse orders of Gaussian filters. First order Gaussian transfer functions corresponding to conventional PHASARs have been shown to be linear phase in Section 2.6. However, any design attempting to replicate higher order Gaussian transfer functions (provided this can be accomplished, which is not discussed here) might not result in dispersion-less devices. Therefore, it is emphasised that 2nd, 3rd and 4th order Gaussian filters have to be considered as mathematical transfer functions without any physical legitimacy, and are reported here for reference purpose only.

**Double Gaussian flat-top transfer functions**

One known technique to broaden the pass-band of PHASAR multiplexers is to use a two-fold imaging MMI coupler at the input of the device [32]. With a Gaussian spatial field distribution at the MMI input, two Gaussian like images are obtained at the output, the separation of which is determined by the width and index contrast of the MMI. Figure 4.3 shows how the sum of two Gaussian functions can approximate a flat-top function depending on
the value of the ratio of the Gaussian width to their centre wavelength offset. One immediate concern is that real implementations of PHASARs with MMI couplers will lead to dispersion [26]. This is ignored in the reference transfer function analysis presented in this section. Real PHASARs based on MMI couplers will be modelled accurately in Section 4.3.

Figure 4.3 Evolution of the sum of two Gaussian functions having the same width ($a$) as a function of the spacing of their maxima ($2\lambda_0$). The transfer function $T(\lambda)$ as well as its first derivative with respect to wavelength $T'(\lambda)$ are represented.

The sum of two Gaussian transfer functions having the same FWHM bandwidth but centred around $\lambda_0$ and $-\lambda_0$ is given by

$$T(\lambda) = \exp\left[-\frac{\lambda - \lambda_0}{a}\right]^2 + \exp\left[-\frac{\lambda + \lambda_0}{a}\right]^2$$

(4.6)

Following [32] we can define a flatness parameter

$$f = \frac{\text{separation of the two Gaussian}}{\text{Gaussian width}} = \frac{2\lambda_0}{a}$$

(4.7)

which, for convenience, can also be expressed as

$$f = 2a\sqrt{2}$$

(4.8)
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For \( \alpha = 0 \) the overall transfer function is a Gaussian, while for \( 0 < \alpha < 0.5 \) the transfer function broadens. When \( \alpha = 0.5 \), we have \( f = \sqrt{2} \) and the Gaussian separation is then related to the Gaussian width according to:

\[
\frac{\lambda_0}{a} = \frac{\sqrt{2}}{2}
\]  

(4.9)

At this point a transfer function having a flat top is obtained. On the other hand, when \( \alpha > 0.5 \), the two peaks separate and a dip is produced at the filter centre wavelength. The FWHM bandwidth of the transfer function \( T(\lambda) \) can be related to the design parameters \( a \) and \( \lambda_0 \). This can be done by extracting the FWHM of filter transfer functions calculated with \( \alpha \) in the range \([0 \ldots 0.5]\). The dependence of the Gaussian width on the filter FWHM is linear and depends on the parameter \( \alpha \). By plotting \( a/\text{FWHM} \) as a function of \( \alpha \), as shown in Figure 4.4, a Gaussian dependence is found according to

\[
\frac{a}{\text{FWHM}} = 0.6026 \exp - \left( \frac{\alpha}{0.6754} \right)^2
\]  

(4.10)

Therefore, for a given desired filter FWHM bandwidth and flatness parameter \( \alpha \), it is possible to find the value of the Gaussian width \( a \) by using equation (4.10). Figure 4.5 shows the amplitude transfer functions of 100 GHz FWHM bandwidth filters corresponding to flatness parameters \( \alpha \) equal to 0 (Gaussian filter), 0.45 and 0.5 (“maximally flat” double Gaussian transfer function).

4.2.2 Simulation models

Numerical simulations have been used in order to investigate the cascatability of various (de)multiplexers transfer functions. Whether performed
Figure 4.5 Transfer functions of 100 GHz FWHM double Gaussian filters with flatness parameter $\alpha$ equal to 0 (Gaussian), 0.45, and 0.5 (“maximally flat” double Gaussian).

Figure 4.6 Simulation scenario for (de)multiplexer cascadability investigation. TX: 40 Gbit/s transmitter; RX: receiver. $n$ identical and perfectly aligned transfer functions are cascaded between the transmitter and the receiver.

on ideal filter transfer function shapes (reference simulations) or on transfer functions resulting from the accurate device modelling described in Section 4.3, the same system models and parameters have been used. All simulations have been carried out using the Photonic Transmission Design Suite (PTDS 1.0 for Linux) from Virtual Photonics Incorporated [33]. The basic simulation test-bed is shown in Figure 4.6. It consists of a 40 Gbit/s NRZ transmitter, a cascade of filters and a PIN receiver. Note that no optical fibre is connecting the nodes and we are therefore strictly focussing on the signal degradation induced by the multiplexers alone.

The 40 Gbit/s NRZ optical signal is generated by a chirp-free Mach-Zehnder modulator with 30 dB extinction ratio. The signal then propagates through a cascade of (de)multiplexers having identical and perfectly aligned transfer functions. As the focus of the study is on signal degradation induced by the transfer function shapes, the insertion loss of the (de)multiplexers is ignored. The receiver consists of a photodiode with responsivity equal to 1.2 A/W and single sided thermal noise density of
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15 pA/√Hz. The low-pass filtering behaviour of the receiver is simulated by a 4th order low-pass Bessel filter with a cut-off frequency equal to 0.75 times the bit-rate (30 GHz). The BER is then calculated taking inter-symbol interference (ISI) from the two neighbouring bits into account, according to the method proposed in [34] and described in more details in Appendix D. The receiver sensitivity is estimated in an iterative way at a BER of $1.0 \times 10^{-9}$.

For each type of filter (i.e. Gaussian of order $m$, double Gaussian with different values of $\alpha$, or the real filter designs of Section 4.3), transfer functions corresponding to various 3 dB bandwidths have been calculated, either analytically or by scaling the normalised transfer functions $h(\lambda)$ generated by the accurate device modelling reported in Section 4.3 according to

$$T(\lambda) = h\left(\frac{\lambda - \lambda_0}{S}\right)$$  \hspace{1cm} (4.11)

where $S$ is a scaling parameter and the filter 3 dB bandwidth ($\Delta \lambda_{3dB}$) can be related to the normalised transfer function 3 dB bandwidth ($\Delta x_{3dB}$) according to

$$\Delta \lambda_{3dB} = S \Delta x_{3dB}$$  \hspace{1cm} (4.12)

It is believed that this scaling of normalised transfer functions provides accurate filter amplitude and phase responses for the bandwidth range of interest (typically from 20 to 100 GHz). From the simulations, we could extract values of the filter 3 dB bandwidth giving rise to 1 or 3 dB power penalty after $n$ cascaded filters.

### 4.2.3 Reference simulations

The bandwidth narrowing of the different types of reference filters can be calculated either analytically or numerically. The bandwidth narrowing factor is defined as the ratio of the 3 dB bandwidth of the equivalent transfer function resulting from the cascading of $n$ identical filters, to the 3 dB bandwidth of the individual filter. A plot of the narrowing factor as a function of number of cascaded filters is shown in Figure 4.7 for Gaussian transfer functions of orders $m=1$ to 4, and double Gaussian transfer functions with flatness parameters $\alpha=0.45$ and 0.5. As expected, the 1st order Gaussian transfer function exhibits very poor bandwidth narrowing behaviour. For a given number of cascaded filters, the narrowing factor of double Gaussian transfer functions is better than that of 1st order Gaussian but does not match those of transfer functions with sharper roll-off such as 2nd, 3rd and 4th order Gaussian. However, double Gaussian transfer functions can
be synthesised using MMI couplers whereas higher order Gaussian transfer functions might not be realised in practice.

The filters FWHM bandwidths giving rise to 1 or 3 dB penalty are represented as a function of the number of cascades in Figure 4.8 for Gaussian transfer functions, as well as in Figure 4.9 for double Gaussian filters. This representation enables to assess devices requirements (multiplexer FWHM bandwidth) from network dimensioning (number of cascaded filters), depending on the figure of merit (1 or 3 dB power penalty).

For Gaussian filters, it can be seen that the bandwidth giving rise to 1 or 3 dB penalty is much larger for 1st order transfer functions than for 2nd order, which is itself larger than for 3rd order filters, apart when only a couple of devices are cascaded. Up to 2 filters if a 1 dB penalty criterion is adopted, or up to 3 filters for 3 dB penalty, the sharper edges of higher order Gaussian transfer functions induce higher bandwidth requirements for 3rd order than for 2nd and even 1st order Gaussian filters. A similar trend is observed for double Gaussian transfer functions where the higher flatness parameter ($\alpha = 0.5$) enables smaller filter bandwidths than $\alpha = 0.45$, which itself is better than the Gaussian case ($\alpha = 0$). For a reduced number of cascaded filters (i.e. up to 1 for 1 dB penalty or up to 3 for 3 dB penalty), this trend is inverted.

In the METEOR four node ring network configuration, a signal will have to propagate through up to 8 (de)multiplexers. This corresponds to the worst case where one channel is added to the ring traffic at one node, propagates through the remaining 3 nodes and is dropped at the
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**Figure 4.8** Filter 3 dB bandwidth corresponding to 1 and 3 dB power penalty as a function of number of cascaded devices for 1\textsuperscript{st}, 2\textsuperscript{nd} and 3\textsuperscript{rd} order Gaussian transfer functions.

**Figure 4.9** Filter 3 dB bandwidth corresponding to 1 and 3 dB power penalty as a function of number of cascaded devices for double Gaussian transfer functions with flatness parameter $\alpha = 0$, 0.45 and 0.5. Note that $\alpha = 0$ corresponds to 1\textsuperscript{st} order Gaussian in Figure 4.8.
same node as where it had been added previously. The requirements on (de)multiplexers bandwidths can then be assessed depending on the penalty that can be tolerated. The results for the five types of reference transfer functions are summarised in Table 4.1.

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>FWHM bandwidth (GHz)</th>
<th>1 dB penalty</th>
<th>3 dB penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian 1\textsuperscript{st} order</td>
<td>88</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Gaussian 2\textsuperscript{nd} order</td>
<td>60</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>Gaussian 3\textsuperscript{rd} order</td>
<td>53</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>Double Gaussian $\alpha = 0.45$</td>
<td>72</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Double Gaussian $\alpha = 0.5$</td>
<td>65</td>
<td>56</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1 Filter FWHM bandwidth giving rise to 1 or 3 dB power penalty after 8 cascaded (de)multiplexers with Gaussian or double Gaussian transfer functions.

It can be seen that, by changing the PHASAR design from a conventional 1\textsuperscript{st} order Gaussian transfer function to a maximally flat double Gaussian ($\alpha = 0.5$), a 27\% increase in spectral efficiency can be achieved for a 1 dB penalty criterion. This assumes that cross-talk effects, which are not studied here, enable to scale the channel spacing in proportion with the (de)multiplexers bandwidths. If it were moreover possible to synthesise 3\textsuperscript{rd} order Gaussian transfer functions, this spectral efficiency enhancement could be increased to $\sim 39\%$.

So far, we have determined the filter bandwidth that gives rise to 1 or 3 dB power penalty after $n$ cascaded (de)multiplexers. However, it has already been stated that some amount of bandwidth narrowing will result from the cascading of filters. It is then possible to calculate the effective bandwidth of a cascade of $n$ filters, each having the 3 dB bandwidth determined above. Results are presented in Figure 4.10 for 1\textsuperscript{st} order Gaussian as well as double Gaussian transfer functions with flatness $\alpha$ equal to 0.45 and 0.5. It is clearly seen that the effective bandwidth of the cascade remains nearly constant (within 2 GHz) when the number of cascaded devices is increased. Such a behaviour is expected to be strictly observed for Gaussian filters as the transfer function of a cascade of Gaussian transfer functions remains Gaussian, while its bandwidth is decreased. Figure 4.10 suggests that, for double Gaussian filters, the bandwidth reduction is responsible for the penalty while the overall shape of the equivalent transfer function of the cascade does not experience abrupt changes when $n$ is increased.

Throughout this section, we have presented simulations results on the
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\[
a = 0.1 \text{dB penalty} \\
a = 0.45 \text{dB penalty} \\
a = 0.5 \text{dB penalty} \\
a = 0.3 \text{dB penalty} \\
a = 0.453 \text{dB penalty} \\
a = 0.53 \text{dB penalty}
\]

![Graph showing effective bandwidth as a function of number of cascaded filters](image)

**Figure 4.10** Effective bandwidth as a function of number of cascaded (de)multiplexers for double Gaussian transfer functions with flatness parameter \( \alpha = 0, 0.45 \) and 0.5. The effective bandwidth is defined as the bandwidth of a cascade of \( n \) identical filters whose individual FWHM bandwidth value results in 1 or 3 dB power penalty after \( n \) cascades.

cascadability of filters with mathematical Gaussian and double Gaussian transfer functions. Using a simple model, it has been shown that flattening the pass-band of a PHASAR using a double Gaussian input field, as could be achieved in a MMI, enables significant increase in spectral efficiency. However, the double Gaussian model provides only an approximate description of the field at the output of a MMI coupler. Moreover, it has also been assumed so far that all PHASARs were strictly linear-phase which might not be satisfied in practice. We have also shown that the sharper roll-off of higher order Gaussian transfer functions does not induce excessive filtering of the 40 Gbit/s NRZ spectrum. As a consequence, 2\(^{nd}\) and 3\(^{rd}\) order linear-phase Gaussian filters could result in even higher spectral efficiencies provided they can be synthesised. The same simulation procedure will be repeated in Section 4.3 with modelled PHASAR filter responses. These transfer functions will no longer represent hypothetical devices responses, but will result from accurate modelling of multiplexers that can be realised using the silica-on-silicon technology. It will then be possible to compare system simulations results obtained with mathematical and modelled transfer functions in order to assess the effect of the non-ideal behaviour of real devices.
4.3 **System implications of pass-band flattened PHASARs**

### 4.3.1 PHASAR pass-band flattening techniques

It has been confirmed experimentally in Chapter 2 that the pass-band of a non-flattened PHASAR exhibits a Gaussian response, as already shown in [6]. Several methods have been proposed in order to approximate the desired “square” or “flat-top” transfer function. Some methods rely on the fact that the electric field distribution at the output of the demultiplexer is the Fourier transform of the field at the junction between the arrayed waveguide and the output slab. If one manages to realise a $\sin \frac{x}{x}$ field amplitude distribution at the output slab input, a rectangular frequency response function can be obtained, as demonstrated in [35, 36], where the amplitude distribution in the arrayed waveguide was modified by introducing loss in some of the arms. Other pass-band flattening approaches consist in creating two frequency shifted responses, for instance by introducing interleaved sub-gratings [37], or by having half of the arrayed waveguides focusing on a slightly different point at the output slab [38]. Realising a double-peaked field at the input of the arrayed waveguide can also enable to achieve pass-band flattening of the PHASAR response. As we have seen in Section 4.2.1, a flat-top response can be realised by the summation of two Gaussian distributions. This principle can be realised in practice by using a multi-mode interference coupler [39] before the input slab, as proposed in [32, 40]. Alternatively, using a parabolic horn (or taper) before the input slab has also been shown to result in pass-band flattening, as proposed in [41]. These last two approaches are the ones considered in the present study. Issues to take into account when introducing a pass-band flattening process in the design of a PHASAR (de)multiplexer are the possible presence of amplitude ripples in the frequency response, the introduction of excess loss, as well as the introduction of dispersion.

Pass-band flattened PHASARs using both MMI input couplers and parabolic horns have been designed and modelled by Chretien Herben from the Delft University of Technology. The designs are those of devices to be realised using silica-on-silicon with waveguide parameters corresponding to the technology available at COM. The two designs were modelled, first by calculating the electric field distribution at the input of the slab by either modal propagation analysis in the case of the MMI input, or by a commercial beam propagation method in the case of the parabolic horn. Based on this input distribution, the PHASAR responses were obtained by calculating the field after diffraction in the input slab, its overlap with the modes
in the array waveguides, followed by simulation of the propagation through the array waveguides, diffraction in the output slab, and finally overlap with the mode in the output waveguide. Such a procedure results in the determination of complex transfer functions where both the amplitude and phase responses are realistic. More details on the physical parameters of the devices and on the modelling approach have been reported in [42].

4.3.2 Transfer functions used for the system simulations

Four different PHASAR designs have been modelled and the corresponding complex transfer functions have been used as inputs to system simulations. The goal of those simulations is to investigate the cascadability of the devices for 40 Gbit/s NRZ transmission. These transfer functions are shown in Figure 4.11. In order to facilitate the reading of Section 4.3, the following nomenclature has been adopted for the four different types of (de)multiplexers transfer functions under investigation.

- **COM03** corresponds to a conventional non-flattened PHASAR design with Gaussian frequency response and nearly linear phase.

- **COM04** corresponds to an arrayed waveguide grating with an artificial perfectly rectangular input field. It therefore represents the maximal amount of flatness which can be achieved but does not correspond to the response of a device which can actually be fabricated.

- **COM05** corresponds to a PHASAR whose pass-band has been flattened using a MMI input coupler.

- **COM06** corresponds to a pass-band flattened PHASAR with a parabolic horn input.

The attenuations of the devices at the centre frequency of their pass-band are equal to 1.8, 7.5, 7.5 and 7.0 dB for COM03 to COM06, respectively. Amplitude ripples are observed in the pass-band for COM05 and COM06. For COM05 these ripples are of the order of 1 dB, whereas they are smaller than 0.1 dB for COM06. One can already predict that cascading 8 times COM05, as in the METEOR network scenario, will result in 8 dB notches in the 40 Gbit/s NRZ signal spectrum, which is expected to result in severe penalty.
Figure 4.11  Power transfer functions of the four types of pass-band flattened PHASARs represented here for a FWHM bandwidth of 100 GHz. Details in the pass-band are represented to the right.

4.3.3 Dispersion of the various designs

The dispersion of the four different PHASAR designs has been calculated from the phase of their complex transfer functions $H(\omega) = |H(\omega)| e^{-j\phi(\omega)}$. This can be done numerically by differentiating the phase $\phi(\omega)$ twice according to

$$\tau = -\frac{\lambda^2}{2\pi c} \frac{\partial^2 \phi}{\partial \lambda^2}$$

and

$$\mathbb{D} = \frac{d\tau}{d\lambda} = -\frac{1}{2\pi c} \left[ 2\lambda \frac{\partial \phi}{\partial \lambda} + \lambda^2 \frac{\partial^2 \phi}{\partial \lambda^2} \right]$$

Dispersion curves for the four types of filters with 100 GHz bandwidth are shown in Figure 4.12. For COM06, details of the dispersion around the pass-band of the device are also provided in Figure 4.13. It can be seen that, for all the designs, the dispersion is reasonably low at the centre wavelength and increases at the filter band-pass edges. In the pass-band, it oscillates around 0 ps/nm with maximum excursion values in the 3 and 25 dB bandwidth given in Table 4.2 for the 100 GHz filter.

COM03 presents no dispersion in the pass-band, as expected from such a PHASAR with Gaussian amplitude transfer function profile. COM04 also exhibits little dispersion in the pass-band. On the other hand, peak dispersion values in the pass-band are fairly high for COM05, even when the multiplexer bandwidth is as large as 100 GHz. The dispersion in the pass-band of COM06 is lower than that for COM05, but starts becoming significant at the filter edges. It can be furthermore noticed that the dispersion profile of COM06 agrees with recent work on the dispersion of PHASAR whose pass-band is flattened using a parabolic taper before the
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Figure 4.12 Dispersion of the multiplexers COM03 to COM06 for 100 GHz FWHM bandwidth. Top-left: COM03; top-right: COM04; bottom-left: COM05; bottom-right: COM06.

Figure 4.13 Detail of the dispersion of multiplexer COM06 (parabolic horn) for 100 GHz FWHM bandwidth.
Table 4.2 Minimum and maximum dispersion values (expressed in ps/nm) in the 3 dB and 25 dB bandwidths for the multiplexers COM03 to COM06 with 3 dB bandwidth equal to 100 GHz

<table>
<thead>
<tr>
<th>Filter</th>
<th>3 dB</th>
<th>25 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>MAX</td>
</tr>
<tr>
<td>COM03</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>COM04</td>
<td>-8.1</td>
<td>7.0</td>
</tr>
<tr>
<td>COM05</td>
<td>-51.0</td>
<td>58.7</td>
</tr>
<tr>
<td>COM06</td>
<td>-6.4</td>
<td>18.9</td>
</tr>
</tbody>
</table>

input slab region [43]. The important amount of dispersion observed for COM05 corresponds to the presence of three transmission peaks in the pass-band. When the filter bandwidth is decreased to 20 GHz, all dispersion values become prohibitive, apart for the Gaussian shaped multiplexer COM03. It should also be remembered that COM04 corresponds to a maximally flat device which cannot be realised and therefore its phase transfer function is somehow artificial.

4.3.4 Influence of the (de)multiplexer bandwidth

The bandwidth narrowing factors induced by the cascading of the (de)multiplexers COM03 to COM06 have been calculated and are shown in Figure 4.14. COM04 and COM06 exhibit equivalent performance. COM05 presents the best narrowing factor when the number of cascades is increased. However it should be remembered that ~1 dB amplitude ripples are present in the pass-band of the COM05 transfer functions. Therefore, after only 3 cascades, some notches deeper than 3 dB are already present in the cascade equivalent transfer function. In this case, it does not make much sense to define a narrowing factor based on the usual definition of the 3 dB bandwidth. Also represented in Figure 4.14 are the bandwidth narrowing factors for 1st and 2nd Gaussian transfer functions as well as for the double Gaussian function with $\alpha = 0.5$. The narrowing factor for COM03 is in very good agreement with the one obtained for a theoretical 1st order Gaussian transfer function, confirming the Gaussian nature of this multiplexer. If we discard COM03 (Gaussian filter which should be used as reference) and COM05 (because of too high amplitude ripples in the pass-band which will be detrimental to the propagated spectrum), the narrowing factors for both COM04 and COM06 are better than for the double Gaussian filter with $\alpha = 0.5$ and even than for the 2nd order Gaus-
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Figure 4.14 Bandwidth narrowing factor as a function of the number of cascaded filters for the designs COM03 to COM06 as well as for 1st and 2nd order Gaussian and double Gaussian transfer function with flatness parameter $\alpha = 0.5$.

sian. Therefore, as far as bandwidth narrowing is concerned, COM04 and COM06 are good candidates for a pass-band flattened multiplexer designed for high spectral efficiency systems.

The simulation procedure described in Section 4.2 has been followed for the multiplexers COM03 to COM06. The filter FWHM bandwidths giving rise to 1 and 3 dB power penalty have been determined as a function of the number of cascaded multiplexers, and the corresponding curves are shown in Figure 4.15.

For the filters whose amplitude transfer functions exhibit some attenuation ripples (namely COM05 and to a lesser extent COM06), some non-monotonous behaviour of the penalty versus filter bandwidth curves are observed. The penalty will first decrease before slightly increasing, and then decrease again with increasing filter bandwidth, as shown in Figure 4.16 for the COM06 transfer function. This behaviour is more visible in the simulations where the phase of the filters is not taken into account. It is believed to be due to the attenuation of spectral contents of the 40 Gbit/s NRZ spectrum by the filter amplitude notches. These non-monotonous features are responsible for some discontinuities in the curves showing the filter bandwidth giving 1 or 3 dB penalty as a function of the number of cascades. For a number $n$ of circulations through the device, the maximum penalty reached at the top of the bump might be below 1 dB while it can get larger than this threshold for $n+1$ cascades as illustrated in Figure 4.16. Such a discontinuity is clearly visible for COM06 in Figure 4.15 even if the phase transfer function was also taken into account to compute this curve. It is therefore essential to ensure that these non-monotonous features have
some real existence and are not just artifacts due to the BER estimation in the simulations. Simulations performed using a home made software [44] have confirmed the existence of these features.

Based on these simulations, we can conclude on the necessary filter bandwidth in order to enable propagation through 4 add-drop nodes (corresponding to 8 cascaded multiplexers and demultiplexers) with a penalty of 1 and 3 dB. The results are summarised in Table 4.3. Therefore, if only 1 dB power penalty is allowed after propagation of the 40 Gbit/s NRZ signal through 4 nodes in the network, a FWHM bandwidth of at least 77 GHz is required when the physically realisable pass-band flattened PHASAR design COM06 is implemented.
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<table>
<thead>
<tr>
<th>Filter Type</th>
<th>FWHM bandwidth (GHz)</th>
<th>1 dB penalty</th>
<th>3 dB penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>COM03</td>
<td>89</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>COM04</td>
<td>77</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>COM05</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>COM06</td>
<td>77</td>
<td>55</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3 PHASAR 3 dB bandwidth giving rise to 1 and 3 dB penalty after 8 cascaded devices corresponding to 4 add-drop nodes.

#### 4.3.5 Identification of the origin of system penalty

The non-ideal transfer functions of the four PHASAR designs have been shown to result in some amount of power penalty. This is due to a combination of amplitude filtering and chromatic dispersion. It is therefore of great interest to try to determine which of the amplitude or the phase transfer function is mainly responsible for the signal degradation. Numerical simulations offer some flexibility in order to answer this question as the effects of the amplitude and phase of the transfer function of an optical filter can be considered separately. Therefore, we have performed cascadability simulations for the following types of transfer functions, either physical or purely hypothetical:

1. **Full complex transfer functions**: both amplitude and phase are included. They do represent the multiplexers models described in Section 4.3.2 and the corresponding system simulation results have been presented in Section 4.3.4.

2. **Amplitude transfer functions**: the amplitude response is the same as for the real multiplexers but the phase is assumed to be linear.

3. **All-pass filters**: the attenuation of the multiplexers is assumed to be uniform and equal to 0 dB while their phase transfer functions are identical to the ones of the real multiplexers.

Obviously type 2 and 3 above have no physical existence. They are merely convenient tools in order to try to identify the origin of system penalty. From a linear system point of view, a real multiplexer (type 1) is equivalent to a cascade of a linear phase filter (type 2) and an all-pass filter (type 3). These three types of transfer functions are represented in Figure 4.17.
Figure 4.17 The three types of transfer functions used to investigate the origin of system penalty. From left to right: a) complex; b) linear-phase; c) all-pass.

Comparing simulation results obtained with the three types of transfer functions above might prove useful in order to determine which of the phase or the amplitude response is the more responsible for power penalty. One has to be extremely careful when performing such a comparison. For instance, cascading all-pass filters implies maintaining the same power ratio between spectral components of the 40 Gbit/s signal, but shifting them in time through the effect of chromatic dispersion. However, in a real filter, the relative power importance of these spectral components will be determined by the amplitude transfer function. Therefore, in some cases, the amplitude transfer function might be helpful to avoid too large signal distortions seen in the time domain. It is nevertheless possible to learn about the limiting behaviours of the multiplexers when a significant correlation can be established between results obtained from the full complex transfer functions and results obtained with either the linear-phase or all-pass filters.

The penalty versus FWHM bandwidth curves obtained after a given number of cascaded multiplexers for the three types of transfer functions listed above are represented in Figure 4.18 for a single multiplexer corresponding to the transfer function COM04, as well as after a cascade of 5 of those devices. It is clear from this figure that, for one filter, the penalty curve obtained with the complex transfer function is nearly identical to the one obtained with the amplitude transfer function alone. On the other hand, when the number of cascaded devices is increased to 5, the penalty curve for the complex transfer function becomes very similar to the one obtained with the all-pass transfer function. It can also be observed that
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Figure 4.18 Power penalty as a function of filter FWHM bandwidth for complex, linear-phase and all-pass transfer functions representing the COM04 PHASAR design. Left: after one single filter; Right: after 5 filters.

the small variations of the penalty (previously described as “unsmooth” behaviour) match quite well between the complex and all-pass transfer functions. Therefore, the phase characteristics of the transfer functions is believed to be responsible for the unsmooth behaviour observed in the penalty curves. Based on Figure 4.18, it is possible to conclude that for one single COM04 filter, the amplitude transfer function is responsible for the penalty while for 5 filters it is the phase response which mainly causes signal degradation.

Figure 4.19 represents the bandwidth corresponding to 3 dB penalty for the COM04 PHASAR design as a function of the number of cascaded devices. It can clearly be seen that, for one and two filters, the curve representing the effect of the full complex transfer function matches the one representing the amplitude alone transfer function. On the other hand, when the number of cascaded devices is increased to four and more, a good agreement is observed between results obtained with the full complex transfer function and with the phase alone transfer function. As a comparison, a similar set of curves obtained from the COM03 PHASAR design (Gaussian transfer function) is also shown in Figure 4.19. As expected from the linear phase behaviour of the device, the curve representing the full complex transfer function matches the one representing the amplitude alone transfer function over the full bandwidth range of interest. The equivalent bandwidth which would correspond to that of the all-pass transfer function giving 1 or 3 dB power penalty after 1 to 16 cascaded devices is smaller than 20 GHz, which was the lower value in our investigation.

Based on similar investigations for the four PHASAR designs COM03 to COM06, we can conclude on the origin of power penalty when the corresponding devices are cascaded.
For **COM03** (non-flattened PHASAR with Gaussian amplitude transfer function), there is no dispersion problem as indicated by the nearly linear-phase of the device over its entire bandwidth. The amplitude transfer function is entirely responsible for the penalty.

For **COM04** (maximal amount of flatness which can be achieved using a rectangular non-physical input field), it has been found that for 1 to 2 devices the amplitude transfer function is mostly responsible for the penalty, while when more than four devices are cascaded, it is the phase transfer function which accounts for the calculated power penalty. Therefore, for such a filter, the amplitude behaviour, including the nice bandwidth narrowing property, cannot account alone for the penalty.

For **COM05** (pass-band flattened PHASAR using a MMI input coupler), the amplitude transfer function exhibits ~1 dB ripples in the pass-band, which are detrimental to the signal spectrum after only a few cascaded devices. Nevertheless, even for a single filter, it is the phase response which is found mostly responsible for the penalty.

For **COM06** (pass-band flattened PHASAR using a parabolic horn), it is clear that the phase is the limiting factor when more than a couple of devices are cascaded. This transfer function is more difficult to analyse but it bears similarities with COM04, although correlations between penalty curves are not as good. The influence of the phase response is visible earlier than with COM04. It is also confirmed that it is the amplitude transfer function and not the phase transfer func-
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Figure 4.20  Power penalty as a function of laser detuning with respect to filter centre frequency for 1 to 8 cascades of the PHASAR designs COM03 (top-left), COM04 (top-right), COM05 (bottom-left) and COM06 (bottom-right) with 88 GHz FWHM bandwidth.

4.3.6 Influence of laser detuning

It has been assumed so far that the transmitter laser was perfectly tuned to the centre frequency of the (de)multiplexer. It has also been assumed that all (de)multiplexers in a cascade were strictly identical and perfectly
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aligned. A number of departures from this ideal situation are likely to be encountered in a real network implementation. First, due to device processing issues, the transfer functions of individual multiplexers will be slightly different one from the other, resulting in small differences in the amplitude and phase responses as well as in the devices 3 dB bandwidths. Second, offsets will be present between the centre frequencies of the multiplexers present in a link. This will even be more critical in high spectral efficiency systems, as reduced filter bandwidths will only allow for small detunings of the multiplexers. A comprehensive general study of such real-world links would necessitate a statistical description of the 3 dB bandwidth and centre frequency offset distributions. This task would become even more complex when fibre links between nodes are considered, as in many cases a linear system approach could not be followed any longer. In the present study, we restrict ourselves to the more tractable case where we assume that all (de)multiplexers in a link are strictly identical, and investigate the influence of the laser misalignment with respect to the filter centre wavelength.

Power penalties have been calculated as a function of the number of cascaded devices and frequency detuning for different FWHM bandwidths of the designs COM03 to COM06. Simulations have also been repeated in the hypothetical case where the different designs were strictly linear-phase. Some results are presented in Figure 4.20 for 1 to 8 cascaded COM03 to COM06 multiplexers with 88 GHz FWHM bandwidth. In this case, the full complex modelled transfer function was considered. According to previous calculations, the value of 88 GHz ensures that, with the exception of the COM05 design, less than 1 dB power penalty will be experienced at the filter centre wavelength for 8 cascaded devices. When the COM03 design with Gaussian transfer function is cascaded, two low penalty windows appear due to vestigial sideband filtering, as already reported for Bessel responses in [27]. Similar features are also observed when the MMI input coupler pass-band flattened COM05 design is cascaded. In this case they are due to the ~1 dB amplitude ripples present in the pass-band of the transfer function. For both COM03 and COM05, these transmission windows narrow when the number of cascades is increased and their minimum penalty increases accordingly. The cascading of multiplexers with the COM04 and COM06 designs simply results in a reduction of the usable bandwidth corresponding to a given allowed power penalty. The allowable fluctuations of the laser centre frequency for a 1 dB penalty criterion after 1 and 8 cascaded devices are given in Table 4.4 for both COM04 and COM06.

Even if the usable bandwidth of the COM06 design is larger than that of the maximally flat non-realisable COM04 PHASAR after a single device, it
narrow much faster when the number of cascaded multiplexers is increased, resulting in a misalignment tolerance of only 24 GHz after 8 devices. Power penalties as a function of laser detuning have also been calculated assuming all the considered PHASARs were strictly linear-phase. The phase responses of the COM04 and COM06 PHASAR designs have been shown to contribute significantly to the reduction of their usable bandwidth when cascaded. In the case of the parabolic horn pass-band flattened design (COM06) with 88 GHz FWHM bandwidth, the laser misalignment tolerance could be extended from 24 GHz to 40 GHz for 1 dB penalty after 8 cascades, provided the device could be made strictly linear-phase.

### 4.4 Discussion

Cascadability investigations have been performed on ideal mathematical transfer functions as well as on realistic transfer functions resulting from accurate device modelling. The main goal of the simulations was to determine how small the bandwidth of a PHASAR wavelength (de)multiplexer could be in order to accommodate a 40 Gbit/s NRZ signal with reduced power penalty after 4 cascaded add-drop nodes (each consisting of one multiplexer / demultiplexer pair). The results obtained with reference transfer functions (Section 4.2), as well as modelled conventional and pass-band flattened PHASARs (Section 4.3) are summarised in Table 4.5. The Gaussian and double Gaussian reference transfer functions were considered to be strictly linear phase. For accurately modelled devices, both results obtained with the full complex (amplitude and phase) transfer functions, as well as with hypothetical transfer functions were the phase is assumed to be strictly linear, are presented.

A very good agreement is obtained between the mathematical 1st order Gaussian transfer function and the modelled non-flattened COM03 PHASAR, either with or without phase response. This indicates that the
<table>
<thead>
<tr>
<th>Filter</th>
<th>FWHM bandwidth (GHz)</th>
<th>with phase</th>
<th>without phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian 1&lt;sup&gt;st&lt;/sup&gt; order</td>
<td>NA</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>Gaussian 2&lt;sup&gt;nd&lt;/sup&gt; order</td>
<td>NA</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Gaussian 3&lt;sup&gt;rd&lt;/sup&gt; order</td>
<td>NA</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Double Gaussian $\alpha = 0.45$</td>
<td>NA</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Double Gaussian $\alpha = 0.5$</td>
<td>NA</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>COM03</td>
<td>$\sim 89$</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>COM04</td>
<td>$\sim 77$</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>COM05</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>COM06</td>
<td>$\sim 77$</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.5** Summary of FWHM bandwidths giving rise to 1 dB power penalty after 8 cascaded multiplexers for all reference and modelled transfer functions considered in this work. The mathematical transfer functions assume linear-phase. For the modelled devices, both complex (amplitude and phase) and hypothetical transfer functions where the phase is assumed to be strictly linear are considered.

The modelled amplitude response is very close to the expected Gaussian transfer function and that its phase response has a nearly ideal linear behaviour. Although non-idealities such as losses are introduced in the device modelling, a filter response close to the theoretical limits can be obtained. This comparison also enables us to gain confidence in both our devices and systems models. Among the reference transfer functions, the best results are obtained with the transfer functions having the sharper roll-off (3<sup>rd</sup> order Gaussian). The excessive amplitude ripples ($\sim 1$ dB) present in the transfer function of the MMI coupler pass-band flattened PHASAR COM05 prevent it from being cascaded 8 times. It has also been shown that large detrimental dispersion values are associated to these amplitude ripples. It is quite remarkable that the results obtained with the pass-band flattened PHASAR design making use of a parabolic horn (COM06) are extremely close to the ones calculated from the theoretically maximally flat transfer function COM04. The required bandwidth resulting in 1 dB penalty after 4 nodes is identical in both cases. Moreover, if we assume the phase to be linear, a smaller bandwidth is allowed for COM06 than for the mathematical 3<sup>rd</sup> order Gaussian transfer function. Therefore, from a pure amplitude transfer function point of view, the parabolic horn flattened design exhibits nearly ideal behaviour. Nevertheless, the effects of dispersion prevent this optimum from being reached and require a $\sim 50\%$ increase in filter FWHM.
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bandwidth in order to match the criterion of 1 dB penalty after 4 nodes. As a consequence, the parabolic horn pass-band flattened PHASAR is the design of choice in order to minimise the filter bandwidth. A FWHM bandwidth of about 78 GHz was shown to fulfil our strict 1 dB power penalty requirement.

Once the study of both amplitude and phase filtering effects has resulted in suggestions for multiplexers design and bandwidth, an appropriate channel spacing needs to be decided. This requires a detailed cross-talk investigation which is outside the scope of the present study. For instance, if we compare the COM04 and COM06 designs, which result in nearly the same bandwidth value in order to obtain less than 1 dB penalty after 8 cascaded PHASARs, it is clear from the transfer functions plot in Figure 4.11 that COM04 would be preferable because of its lower cross-talk level (about 30 dB less than COM06). Unfortunately, COM04 does not represent a physical device and therefore we need to optimise the channel spacing based on the COM06 transfer function. A FWHM bandwidth of 78 GHz and a channel spacing of 88 GHz will result in a -35 dB cross-talk level for COM06. However, due to the relative width of the 40 Gbit/s NRZ spectrum with respect to the filter bandwidth, there is strictly no certitude that this cross-talk level is sufficient, and more detailed investigations are required. As an illustration, Figure 4.21 shows the power spectra of two 40 Gbit/s NRZ signals spaced 88 GHz apart and filtered by the COM06 transfer function with 78 GHz FWHM bandwidth. One of the signals is assumed to be perfectly aligned with the filter centre frequency.

A significant amount of spectral overlap can be observed, and one might be seriously concerned about the cross-talk penalty in this configuration. A channel spacing of 88 GHz results in a spectral efficiency of 0.45 bit/s/Hz at 40 Gbit/s, which is of the same order of magnitude as previously reported networking experiments [14, 16]. Neglecting cross-talk issues, if a 3 dB power penalty is allowed after 4 add-drop nodes, the multiplexer bandwidth could be reduced down to 55 GHz and the spectral efficiency would increase accordingly up to 0.64 bit/s/Hz. It is somehow surprising that in spite of our best efforts to optimise (de)multiplexing elements for 40 Gbit/s NRZ transmission, the maximum achievable spectral efficiency as suggested by our simulations only matches the ones from the few reported networking experiments over a similar number of nodes (0.4 bit/s/Hz) [14, 16]. This is even more surprising when we remember that [16] deals with transmission of return-to-zero signals through flat-top PHASARs designed for 10 Gbit/s systems. However, in those experiments the figure of merit used to assess the quality of the transmission is a Q factor equal to 6 corresponding to a
Figure 4.21 Relative power of two 40 Gbit/s NRZ channels spaced $\Delta \nu_{ch} = 88$ GHz apart and filtered by a COM06 multiplexer with 78 GHz FWHM bandwidth. The multiplexer amplitude transfer function is also shown in the figure. The significant level of cross-talk (spectral overlap) is clearly visible. The power of the spectra is averaged over a $\sim 2$ GHz square band-pass filter.

BER of $1.0 \times 10^{-9}$ at the receiver. This might be achieved even in the presence of large penalties and therefore our criterion of 1 dB power penalty after 8 cascaded (de)multiplexers is much stricter and more in line with the requirements of commercial systems. As stated previously, a more relaxed penalty tolerance of 3 dB would also provide a Q value larger than 6 at the receiver, while ensuring an increased spectral efficiency. It should also be kept in mind that, in a real network implementation, the nodes will be linked by optical fibres (the target values for the METEOR field trial are 35–40 km between the nodes corresponding to an optical ring perimeter of 150 km). Non-linearities in these fibres, and more specifically self-phase modulation (SPM) and cross-phase modulation (XPM) might cause some amount of spectral broadening which should be taken into account when deciding for a filter bandwidth. When finally deciding for a filter bandwidth, some provision for spectral broadening should be allowed.

4.5 Summary of Chapter 4

We have performed a thorough investigation of amplitude and phase filtering effects in a cascade of pass-band flattened PHASAR (de)multiplexers. It has been shown that a PHASAR design based on a parabolic horn (or taper) input coupler is the most promising. According to our numerical sim-
ulations, a FWHM bandwidth of 78 GHz results in less than 1 dB power penalty after 8 cascaded multiplexers corresponding to 4 add-drop nodes. A laser misalignment tolerance of about 20 GHz (for less than 1 dB penalty) is allowed after 8 devices. It has also been shown that the dispersion of the device is responsible for increased penalty and accounts for a significant reduction of its usable bandwidth when the multiplexer is cascaded. The PHASAR bandwidth needs to be further adjusted in order to accommodate possible spectral broadening induced by optical fibres non-linearities. The final value of the channel spacing will also need to take into account the effects of cross-talk. Nevertheless, the goal of a channel separation smaller than 100 GHz (resulting in a spectral efficiency above 0.4 bit/s/Hz) seems to be reachable. The extremely demanding criterion of 1 dB power penalty after 4 add-drop nodes also indicates that better spectral efficiencies could be achieved if more relaxed tolerances are allowed.
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Chapter 5

Design of all-optical networks using normalised transmission sections

5.1 Introduction

Wavelength division multiplexing (WDM) is an attractive technology to satisfy the needs for capacity and flexibility required by future all-optical networks. The design of such networks is the object of intense research activities dealing with a vast number of issues such as network topology, wavelength allocation, routing, design of effective protection and restoration schemes, etc. [1]. However, in order for this upper-level approach to be implemented practically, a detailed knowledge of the transmission limitations at the physical layer level is required. The necessary degree of transparency for optical networks has been the object of much debate [2]. Different meanings are frequently encountered for the notion of transparency, including transparency to the client signal (e.g. synchronous digital hierarchy (SDH) or asynchronous transfer mode (ATM)), to the line coding (e.g. non-return to zero (NRZ) or return to zero (RZ)), to the modulation format (analogue or digital; amplitude-shift-keying (ASK), frequency-shift-keying (FSK), on-off-keying (OOK), etc.) or to the bit rate (e.g. from 155 Mbit/s to 10 Gbit/s and above). Even if ITU-T recommendations [3] are followed and the so-called “format” transparency is limited to NRZ and RZ line code on an OOK modulation format up to 10 Gbit/s, the transparent extension of optical networks is severely limited by a full range of signal degradation mechanisms. Large scale networks can therefore be naturally divided into transparent domains or sub-networks where end-to-end transparency
could be achieved [4, 5]. It is the object of this chapter to investigate the extension of these transparent domains based upon which network design guidelines are provided. To do so, the concept of “normalised sections” is introduced. Normalised sections facilitate the investigation of the transparency limitations in the network and constitute an efficient tool to ease network planning and management.

In the remaining of Section 5.1, we emphasise the analogue nature of all-optical networks and review signal degradations that are likely to occur and accumulate in the transmission paths. These degradations can be divided into two categories, depending on whether they can be minimised by a proper design of optical components or whether they are inherent to the optical fibre link. Based on this classification, a number of key parameters which will ultimately limit transparent domains extension are identified and their effects studied. As the use of dispersion compensating fibres (DCF) has been suggested as an effective way to upgrade installed links made of standard single mode fibre (SMF) [6], we focus our work on systems based on SMF+DCF transmission spans. The study relies on the division of any transmission path in the network in a cascade of normalised transmission sections consisting of SMF, DCF, and erbium-doped fibre amplifiers (EDFA). The different normalised section candidates are introduced in Section 5.1.2. The goal of the investigation is to maximise the number of cascaded transmission sections with respect to the power levels at the SMF and DCF inputs, as well as the degree of compensation. The optimisation is performed in the first place using extensive numerical simulations. A systematic numerical comparison of normalised sections based on four different dispersion compensation schemes is presented in Section 5.2 for 80 km spans and NRZ modulation at 10 Gbit/s, where it is shown that post-compensation performs better than pre-compensation at the expense of reduced parameters tolerance. Furthermore, pre-distortion at the transmitter is shown to significantly improve the performance of the system. Experimental investigations on 80 km pre-compensated normalised sections are presented in Section 5.3 for single channel, as well as for an eight channel WDM system using NRZ modulation. The influence of the compensation ratio and the effect of pre-distortion at the transmitter are confirmed experimentally. Finally, a systematic experimental comparison of pre- and post-compensation, with and without pre-distortion, is reported for chirped return-to-zero (CRZ) modulation at 10 Gbit/s.
5.1 Introduction

Figure 5.1  Transparent domain within an optical network. Optical network elements such as OXC or OADM are connected with fibre links made of SMF and DCF. No regeneration is present within the transparent domain boundaries.

5.1.1 Physical origin of transparency limitations

A generic configuration for an all-optical network is shown in Figure 5.1. It consists of a number of optical network elements (ONE) such as optical terminal multiplexers and demultiplexers, optical add-drop multiplexers (OADM) and optical cross-connects (OXC), connected together by optical fibre links. The links, which may include optical amplification, can be made of a variety of optical fibre types. We will limit ourselves to the case of SMFs which are already widely used in existing fibre plants. At 10 Gbit/s and above, the use of dispersion compensating fibres will be required in the links. Signal degradations can originate from different sources in such a network. Optical networks elements are responsible for non-ideal transfer functions, including excess loss, amplitude transfer function shape and attenuation ripples, non-linear phase behaviour (dispersion), bandwidth narrowing induced by cascading and cross-talk. These effects are more or less pronounced depending on the used technology [7]. For instance, the pass-band of fibre Bragg gratings can be tailored in order to present the desired flat-top shape, low cross-talk and low insertion loss. However such devices are known to be inherently dispersive, as discussed in Chapter 3. On the other hand, arrayed-waveguide grating devices are inherently dispersion-less, but obtaining ideal flat-top and low crosstalk amplitude transfer functions remains an issue, which has been the topic of Chapter 4. Nevertheless, it can be assumed that such technology challenges
can be solved or that at least tight tolerances on the transfer function of optical network elements can be achieved, so that only minor degradations are induced. Even in the presence of ideal ONE transfer functions, some issues such as tolerance towards laser misalignment would remain. However, these could also be solved in principle by precise laser frequency and multiplexer centre wavelength control. Degradations arising from EDFAs are twofold. Gain tilt in WDM systems can be corrected by adequate gain equalisation techniques. On the other hand, although the noise figure of EDFAs can be minimised by a proper design, the noise generation in amplifiers cannot be avoided. Degradation mechanisms inherent to optical fibres are attenuation, group-velocity dispersion (GVD), polarisation mode dispersion (PMD) [8] and various non-linear effects including self-phase modulation (SPM), cross-phase modulation (XPM), four-wave mixing (FWM) and stimulated Raman scattering (SRS) [9]. Although the effect of these non-linearities can be minimised for a given type of fibre by reducing power levels (at the expense of reduced signal-to-noise ratio), they clearly cannot be totally suppressed. Therefore, it is clear from the above that two kinds of degradation mechanisms are to be encountered in optical networks: those which could ultimately be reduced to a negligible influence by proper component design or sufficiently strict tolerances, and those which are inherent to basic physical mechanisms in amplifiers and optical fibres and which simply cannot be avoided. This statement should not hide the fact that a lot of challenging tasks are ahead of us in order to design optical components and subsystems which would minimise the perturbations belonging to the first category. One of the most detrimental aspect of these degradations is due to their accumulative nature. It is this analogue behaviour of optical networks which limits the extension over which a signal can propagate with sufficient quality. It is also clear that the effects of the basic system degradations will, in most cases, depend on the format and bit rate of the optical signal. Therefore the design of transparent all-optical networks appears as a daunting task.

One possible design approach consists in defining some transparent domains or sub-networks over which the required degree of transparency can be guaranteed [4, 5]. Such sub-divisions in the optical network would be connected via sub-network interfaces (SNI) providing some amount of regeneration (amplification and reshaping (2R) or amplification, reshaping and re-timing (3R), as required). This concept is illustrated in Figure 5.2. Each transparent sub-network would then consist of ONEs, optical amplifiers and fibre links. It would be ensured that no regeneration is necessary within a transparent sub-network, whichever physical path is followed by
the signal within this sub-network. In order to implement such an approach, it is essential to be able to assess the extension of the transparent sub-networks. A pre-requisite is the definition of the level of transparency which is sought. In this work, we limit ourselves to NRZ and RZ line code with OOK modulation at bit rates up to 10 Gbit/s.

5.1.2 The normalised section approach

A simplified approach to the definition of transparent sub-networks consists in dividing each path in the network into a cascade of identical transmission sections, the so-called “normalised sections” [10, 11]. Defining the extension of transparent sub-networks will then be equivalent to finding the maximum number of normalised sections which can be cascaded for an acceptable signal degradation. The signal degradation induced by cascading networks elements has been treated in the context of fibre grating devices and arrayed waveguide gratings in Chapter 3 and 4, respectively. In this chapter, we therefore concentrate on the limitations to the extension of transparent sub-networks set by the interaction of chromatic dispersion, optical fibre non-linearities and amplifier noise. Consequently, we consider these physical mechanisms to be the main cause for system penalty and, as a first approximation, ignore the other sources of signal degradation. Normalised transmission sections consist then of EDFAs, SMF and DCF. Based on ITU-T recommendations for terrestrial networks [12], span lengths of 80 km are considered. Due to the non-linear nature of propagation, the system performance depends on the power levels at the input of the different types of fibres, on the position of the DCF with respect to the SMF and on the amount of residual dispersion. Three different types of spans
Normalised sections

Figure 5.3 Definition of normalised sections. Top: pre-compensation; middle: hybrid compensation; bottom: post-compensation. In the pre- and post-compensation cases, some length $L_{\text{pre}}$ of pre-distortion DCF or SMF, respectively, can be added at the transmitter, together with the matching length $L_{\text{post}}$ of SMF or DCF at the receiver.

can be considered. Those are represented in Figure 5.3. They correspond to pre-compensation, where the DCF is placed before the SMF for each span, post-compensation, where it is placed after the SMF for each span, and hybrid split-compensation where the dispersion compensation is split into two sections of equal dispersion amount placed before and after the SMF. In a practical system design, dispersion compensating modules will be placed within dual stage optical amplifiers. Additional flexibility can be provided by optional pre-distortion, which consists of an added piece of DCF at the transmitter in the post-compensation scheme, or a piece of SMF in the pre-compensation case, and corresponding compensation at the receiver. Dispersion maps illustrating all these possibilities are represented in Figure 5.4.

The optimisation procedure is carried out as follows. First a set of relevant parameters needs to be identified. In the case of the normalised sections described previously, the power at the input of the SMF, the power at the input of the DCF, the compensation ratio and the amount of pre-distortion appear as natural design parameters. The compensation ratio is defined as the absolute value of the ratio of the total dispersion accumulated in the DCF to the total dispersion accumulated in the SMF for one span. The optimisation is then performed, aiming at maximising the
number of cascaded normalised sections while achieving sufficiently large parameter tolerance. Due to the occurrence of multi-channel non-linear effects such as cross-phase modulation, four-wave mixing and stimulated Raman scattering, the numerical optimisation procedure should be performed for various WDM configurations (i.e. varying number of channels and channel spacing). However, for sufficiently large channel spacing, both XPM and FWM have been shown to be at the origin of moderate penalties in systems making use of SMF and DCF [13]. The high local dispersion of both types of fibres prevents the phase matching giving rise to FWM and is responsible for small walk-off lengths minimising the interaction between channels at the origin of XPM. Lower wavelength channels depletion due to SRS can be corrected by designing EDFAs having opposite gain tilts. Therefore, the span optimisation can be performed as a first approximation for single channel transmission and the effects of additional degradations introduced with WDM can be assessed at a later stage.

Once the normalised transmission sections have been identified and once their cascadability behaviour has been thoroughly investigated, both network design and network management can be made easier in such a way that the physical complexity of the transmission path can be hidden from the pure networking aspects. From the network planning side, the scalability of the transparent optical sub-networks will be determined by the maximum number of sections which can be cascaded for a given system.
penalty. From the management side, the implementation of re-routing, protection switching and restoration schemes will also rely on the availability of information on the maximum cascadability of normalised sections for a given class of signals.

5.2 Numerical comparison of pre- and post-compensation

We have seen that transmission spans made of SMF and DCF are good candidates as normalised sections as their high local dispersion is known to reduce the phase matching giving rise to four wave mixing in wavelength division multiplexing (WDM) systems. Signal degradation in such systems is due to the combined effects of group velocity dispersion, Kerr non-linearity and accumulation of amplified spontaneous emission noise due to periodic amplification. Because of the non-linear nature of propagation, system performance depends on the power levels at the input of the different types of fibres, on the position of the DCF [14] and on the amount of residual dispersion [15, 16].

In this section, the cascadability of 80 km long normalised sections using the post- and pre-compensation schemes is investigated in a systematic fashion using computer simulation for single channel non-return to zero modulation at 10 Gbit/s. We add another degree of freedom compared to earlier work [14, 15] by allowing for independent variation of the SMF and DCF input powers in order to define transmission optima and enable a comparison of the different normalised sections. The influence of the compensation ratio is also systematically investigated. We generalise the results of [15] and show that better performance can be obtained for post-compensation provided correct power levels are used at the SMF and DCF inputs. We also demonstrate that pre-distortion can significantly improve the performance of both pre- and post-compensated systems and shifts the optimum power levels towards higher values, which in turns provides a higher optical signal-to-noise ratio throughout the link.

The systems under investigation are shown in Figure 5.5. Continuous wave (CW) light is externally modulated at 10 Gbit/s with a NRZ pseudo-random binary sequence in a chirpless Mach-Zehnder modulator having a 13 dB extinction ratio and 25 ps rise-time, before being transmitted in a link consisting of a cascade of pre- or post-compensation normalised sections. These sections consist of 80 km of SMF and a variable length of DCF which is adjusted in order to define the compensation ratio. The fibres parameters are given in Table 5.1. Two EDFAs with 5 dB noise figure are used in each
Figure 5.5 Post- (top) and pre-compensation (bottom) systems under investigation, with and without the optional pre-distortion fibres.

section in order to independently set the SMF and DCF input powers. After the desired number of cascades the signal is amplified to a level of 0 dBm, filtered by a 1st order optical band-pass Gaussian filter with a 3 dB bandwidth of 25 GHz and input to the receiver which consists of a PIN photodiode with a responsivity of 1 A/W and a single sided thermal noise density of 15 pA/√Hz, followed by a 5th order low-pass Bessel filter with a 3 dB bandwidth of 10 GHz. Optionally, a piece of DCF (respectively SMF) can be added at the transmitter in the post-compensation (respectively pre-compensation) case, the dispersion of which is compensated for at the receiver by an additional piece of SMF (respectively DCF). EDFAs are used to exactly compensate for the loss in these pre- and post-distortion fibres.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SMF</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attenuation (dB/km)</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>Dispersion (ps/nm/km)</td>
<td>16</td>
<td>-102</td>
</tr>
<tr>
<td>Dispersion Slope (ps/nm²/km)</td>
<td>0.06</td>
<td>-0.2</td>
</tr>
<tr>
<td>Non-linear index (m²/W)</td>
<td>$2.6 \times 10^{-20}$</td>
<td>$2.6 \times 10^{-20}$</td>
</tr>
<tr>
<td>Effective area (µm²)</td>
<td>80</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 5.1 Fibre parameters used in the simulations of Section 5.2.

The calculation of the propagation in the optical fibres was performed using a standard split-step algorithm with adaptive step-size [17]. The EDFAs were modelled by wavelength independent gain and noise addition. Signal and noise interaction was included during propagation in the fibres. Noise was calculated in a 320 GHz bandwidth centred around the
transmitter frequency which is equivalent to the use of a 2.5 nm square band-pass in-line filter. Sequence lengths of 1024 bits were used in order to obtain realistic Q factor estimations in the receiver model, as discussed in Appendix D. For each compensation ratio, the powers at the SMF input and DCF input were varied systematically by setting the gains of the ED-FAs, and the Q factor was calculated for each set of powers after a defined number of cascaded spans.

Figure 5.6 shows Q factor contour plots obtained after 10, 20, 30 and 40 cascades for 98% post-compensation without any pre-distortion. The powers displayed on the axes are signal average power, meaning that the noise power in a given bandwidth centred on the laser wavelength is not taken into account. The existence of a transmission optimum for certain sets of powers is clearly seen in these contour plots. This optimum corresponds to input powers of about 2 dBm and -7 dBm into the SMF and DCF respectively. It can moreover be observed that, in this case, the position of the optimum does not vary much when the number of cascaded spans is increased. This allows for flexibility in network design as the power levels can be set independently of the path followed by a signal.

The compensation ratio has been varied between 97% and 101% for both
pre- and post-compensation schemes and optimum Q values and fibre input power levels have been extracted from contour plots similar to the ones in Figure 5.6. The results are summarised in Figure 5.7 where the maximum Q factors and the corresponding powers are plotted as a function of the compensation ratio for 30 cascaded sections corresponding to a 2400 km link. Post-compensation shows better performance than pre-compensation and exhibits a clear optimum corresponding to 98%. The Q factor and optimum power levels vary significantly when the compensation ratio is changed, which is not observed for pre-compensation, showing poorer but more stable performance. It should be pointed out that, in our system, a 1% change in the compensation ratio corresponds to only 12.8 ps/nm variation in dispersion, which is a high accuracy requirement when ordering dispersion compensating modules from fibre manufacturers. Moreover, even if we assume that multi-channel non-linear effects have little influence on systems making use of SMF and DCF, and unless DCFs with slope compensation are used, the compensation ratio will vary from one channel to another in WDM systems resulting in unequal channel performance, unless dispersion slope compensating DCFs are used [18]. Therefore running a system at its maximum performance using post-compensation does not allow for much parameter tolerance. It can also be seen on Figure 5.7 that, when the compensation ratio is decreased, optimum powers at both SMF and DCF inputs need to be increased in the post-compensation scheme. For 100% compensation, fibre input power levels are set by signal-to-noise ratio requirements and not by the need to counteract dispersion imbalance by self phase modulation (SPM). On the other hand, when the compensation ratio is decreased, some amount of SPM is required in order to make up for the under-compensation. SPM in the anomalous dispersion regime leads to pulse compression [19] and therefore a higher power into the SMF is desirable. Figure 5.7 shows that some amount of SPM in the DCF can also be beneficial for an under-compensated system, which is in agreement with [16] which studied a single span system. Introducing a pre-distortion fibre reduces the maximum amount of total accumulated dispersion and realises passive pre-chirping at the transmitter.

In Figure 5.8 we show the relative performance of pre- and post-compensation with and without pre-distortion for 100% compensation and 30 cascades. In this case, the absolute value of the dispersion of both pre- and post-distortion fibres corresponds to half of the total dispersion accumulated in one span of SMF. With this value the excursion (from 0 ps/nm) of the total accumulated dispersion is minimised and is moreover the same for pre- and post-compensation. However, it might not correspond to an abso-
We have therefore performed a systematic compensation ratio and fibre input power optimisation of pre- and post dispersion compensation schemes using SMF and DCF. We have shown that, if no pre-distortion is used, post compensation performs better at the expense of more stringent parameter tolerance. A compensation ratio of 98% has been found to constitute an optimum for post-compensation. On the other hand, when pre-compensation is used, little influence of the compensation ratio on the optimum Q factor and power levels has been observed. We have also shown that introducing pre-distortion can significantly improve the performance of both pre- and post-compensation schemes.
5.3 Experimental investigations on normalised sections

Experimental investigations on 80 km normalised sections are presented in this section at a bit rate of 10 Gbit/s. The importance of the choice of the compensation ratio is highlighted by re-circulating loop experiments whose results are reported in Section 5.3.1 for single-channel NRZ modulation. The extension to an 8-channel WDM system presented in Section 5.3.2 confirms the influence of the compensation ratio and demonstrates the benefit of using pre-distortion at the transmitter. Finally, an experimental comparison of pre- and post-compensation, with and without pre-distortion, is reported in Section 5.3.3 for chirped return-to-zero modulation, where it is shown that a 40% increase in transmission distance can be obtained when pre-distortion is used.

5.3.1 Single channel NRZ transmission

Re-circulating loop experiments have been performed on 80 km normalised sections similar to the ones whose numerical optimisation was reported in

---

**Figure 5.8** Q factor for 30 cascades as a function of SMF and DCF input powers for 100% post- (left) and pre- (right) compensation with (bottom) or without (top) 50% pre-distortion.
Section 5.2. The system under investigation is represented in Figure 5.9. CW light from an external cavity tunable laser is modulated at 10 Gbit/s in the NRZ format by a chirp-free Mach-Zehnder modulator, resulting in an extinction ratio of 13 dB. The signal is then boosted in an EDFA before being input into a re-circulating loop consisting of a single normalised section. In order to limit the impact of any additional optical amplifier needed to compensate for the loss of the loop switch and other insertion loss in the loop, a loop configuration making use of only two EDFAs per span was adopted. However, such a configuration did not enable the optimisation of post-compensation sections where SMF is placed first in the loop. The optimum signal power into the SMF in the post-compensation case is expected to be higher than that into the DCF in the pre-compensation scheme, as confirmed numerically in Section 5.2. Such a power budget was not allowed in case post-compensation was used with 80 km spans in our set-up making use of only 2 EDFAs in the loop. Therefore, the post-compensation maps would have been operated in a sub-optimum way (i.e. the power available into the SMF would have been smaller than the value resulting into the best compromise between SPM degradation and limitations by ASE noise accumulation). Consequently, the present investigation with 80 km spans is limited to the case of pre-compensation. Variable attenuators are used to optimise the power levels into the DCF and the SMF. Amplified spontaneous emission noise suppression is achieved using a 1.3 nm optical band-pass filter and a 40 GHz Fabry-Pérot filter in the loop and at the receiver, respectively. The receiver consists of a 12 GHz lightwave converter.
Figure 5.10  Power penalty as a function of number of cascaded sections for single channel transmission over a 80 km pre-compensated dispersion map. The power penalty is plotted for the optimum power levels into the SMF and the DCF and for compensation ratios of 96.4, 97.5, 98.8 and 100%.

followed by a broadband 20 GHz electrical amplifier and a clock-recovery circuit.

The SMF used in this experiment had an attenuation of 0.19 dB/km and a dispersion of 16.6 ps/(nm·km) at the wavelength of 1550 nm. The corresponding quantities for the DCF were 0.49 dB/km and -103 ps/(nm·km). A DCF length of 12.96 km was required in order to compensate for the dispersion accumulated in the 80 km SMF span. The compensation ratio could be varied from 96.4 to 100% by increasing the SMF length by small amounts (up to 3 km in order to obtain 96.4% compensation).

The power penalty at a bit-error-rate (BER) of $1.0 \times 10^{-9}$ was measured as a function of the number of re-circulations in the loop for compensation ratios equal to 96.4, 97.5, 98.8 and 100.0%. The powers at the SMF and DCF inputs were optimised in order to maximise the transmission distance and were kept to the same level when the number of spans was decreased. The values of the optimum power levels have been shown not to depend significantly on the number of cascaded spans in Section 5.2. The existence of sufficiently large parameter tolerances has also been demonstrated experimentally in similar experiments [20], which justifies this approach. The measured penalties are plotted in Figure 5.10, where the optimum powers to the SMF and the DCF are also indicated. It can be seen that the performance of the system is improved when the compensation ratio is increased from 96.4 to 98.8%. An abrupt increase in penalty is observed above 25
round-trips (corresponding to 2000 km) for 100% compensation. Decreasing the degree of compensation to improve the system performance can be achieved at the expense of a slightly higher power into the SMF, similarly to what had been observed for post-compensation in the numerical analysis of Section 5.2. However, the measured power variations into the SMF and DCF for the different compensation ratios are fairly small, of the order of 2 dB, in agreement with the numerical simulations. Furthermore, the simulations predicted optimum power levels around -8 and -2 dBm into the DCF and SMF, respectively, which is verified in the present experiment.

One difference with the systems modelled in Section 5.2 is the fact that the required degrees of compensation are achieved in the experiments by an increase in SMF length, against a decrease in DCF length in the numerical analysis. Another known limitation of the set-up used for the present investigation is the fact that the wavelength selected in order to obtain the desired degrees of compensation might not coincide with the gain peak of the EDFA chain [21]. Hence the use of a tunable band-pass filter in the loop. A more appropriate gain flattening technique such as the one used in the WDM experiments reported in Section 5.3.2 would be preferable. Furthermore, the bandwidth narrowing induced by cascading the band-pass filter might result in additional penalty for large round-trip counts.

A set of numerical simulation has been performed under the same conditions as the experiments described above in order to validate our simulation procedure. First, the back-to-back simulation was calibrated against the corresponding measurement. The photodiode single-sided thermal noise density was varied in the simulation model until a back-to-back sensitivity equal to the measured one was calculated, resulting in a value of 20 pA/√Hz. In a second phase, the transmission of a 10 Gbit/s NRZ signal was simulated through a cascade of pre-compensated 80 km SMF with compensation ratios of 96.4, 97.5, 98.8 and 100%, and with SMF and DCF input powers equal to the optimum values found from the experiments. As the simulation results are to be compared to the experimental data, the entire loop set-up was modelled, including loop-switch loss. The sensitivity was calculated as a function of the number of round-trips and the results are compared to experimental measurements in Figure 5.11. Good agreement is obtained, in spite of the necessary simplification of the models used to perform those calculations. In particular, the EDFAs were modelled as simple gain blocks delivering a constant output power with Gaussian noise addition. Neither the saturation behaviour, nor the dependence of the noise figure on the gain were taken into account. This good agreement
5.3 Experimental investigations on normalised sections

Figure 5.11 Comparison of measured and simulated power penalty as a function of number of 80 km SMF pre-compensated spans for different compensation ratios. Top-left: 96.38%; top-right: 97.54%; bottom left: 98.76%; bottom right: 100%. The power levels at the SMF and DCF inputs correspond to the optima found from the experimental investigation.

with the experimental results confirms that our simple model can provide an appropriate description of the systems under study and legitimates the numerical results of Section 5.2.

5.3.2 8 channel WDM NRZ transmission

In order to verify whether the conclusions obtained from single channel analysis can, as a first approximation, be extended to the case of multi-channel systems, an eight channel WDM experiment has been performed using the pre-compensated normalised section. The re-circulating loop set-up, depicted in Figure 5.12, is essentially similar to the one used in the single channel investigation of Section 5.3.1. Eight CW lasers on a 200 GHz (∼1.6 nm) frequency grid are combined in an arrayed waveguide grating (AWG) multiplexer with 1 nm full-width half-maximum (FWHM) bandwidth, before being modulated together in a single LiNbO₃ Mach-Zehnder modulator. The WDM signal is then transmitted through a variable length (4 to 30 km) of SMF whose purpose is twofold. First, it enables decorrelation of the eight channels by introducing some walk-off between them in order to emulate real traffic where all eight bit patterns would be different, and reproduce more realistic non-linear cross-talk (due to e.g. cross-
phase modulation) conditions. Second, when its length is larger than 4 km, the SMF enables to realise passive pre-distortion of the channels, as described in Section 5.2. A matching length of dispersion compensating fibre is placed after the wavelength de-multiplexer at the receiver only in case pre-distortion SMF is included (i.e. the SMF length is larger than 4 km). The receiver consists of a dual-stage EDFA preamplifier followed by a 1.3 nm tunable optical filter and a PIN lightwave converter. The transmission spans are similar to the ones used in Section 5.3.1: first 12.96 km DCF followed by 80 km SMF. The SMF length could be increased in order to study the effect of a reduction in the degree of compensation. A novel dispersion compensating fibre providing dispersion slope compensation [18] was used in this experiment, so that the degree of compensation could be reasonably maintained over the eight WDM channels. The residual dispersion of the 80 km span was equal to -0.34 ps/nm at 1550 nm and its dispersion slope was -0.16 ps/nm², resulting in only 1.8 ps/nm difference in accumulated dispersion over the 8 WDM channels. Two EDFAs with 5 dB noise figure were used in the loop, together with a tunable Mach-Zehnder gain equalisation filter [22].

New requirements are introduced in the system compared to the single channel case, as an even power of the eight channels has to be ensured throughout the link. This could only be partially realised in our loop set-up where the power development of the WDM channels differed. This point is illustrated in Figure 5.13 where we show the spectra of the WDM sig-
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Figure 5.13 Measured spectra (resolution bandwidth: 0.1 nm) after 1 and 32 cascaded spans with 98.8% pre-compensation and 30 km SMF pre-distortion.

...
channel over all the round-trips. This has been performed by Lutz Molle from the Technical University of Berlin and Virtual Photonics Incorporated. The resulting penalty plot as a function of cascaded spans is shown in Figure 5.14, where it can be seen that relatively equal performance is obtained for all channels up to 15 round-trips (1200 km).

The performance of the system was assessed by evaluation of channels 2, 4 and 7 when the degree of compensation was reduced to 98.8%. Furthermore, by adding 30 km SMF at the transmitter, and a matching length of 4.8 km DCF at the receiver, the effect of passive pre-distortion could be investigated. The power penalty is shown as a function of number of round-trips in the loop for channel 4 (one of the centre channels at 1554.12 nm that exhibited a uniform power development) in Figure 5.15. It is confirmed that, even in the WDM case, reducing the compensation ratio from 100 to 98.8% results in a performance improvement. When 30 km SMF passive pre-distortion was used at the transmitter, the system performance could be increased even further. Up to 32 normalised sections could be cascaded error-free, corresponding to a 2560 km transmission distance. It has therefore been shown experimentally that the design guidelines edicted from the single channel analysis can be extended to the WDM case when multi-channel degrading effects such as FWM and XPM can be ignored, as it is the case in 80 km normalised sections based on SMF and DCF.
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Figure 5.15 Power penalty as a function of number of cascaded sections for 8 channel WDM transmission through a 80 km pre-compensated dispersion map. The power penalty is plotted for channel 4 for 100 and 98.8% compensation ratio without pre-distortion, as well as for 98.8% compensation with 30 km SMF pre-distortion.

5.3.3 Single channel CRZ transmission

Numerical and experimental results on the optimisation of normalised transmission sections have been presented for NRZ modulation at 10 Gbit/s in Sections 5.2 and 5.3 respectively. However, as format transparency is a desirable feature for future optical networks, the different compensation schemes also need to be compared for the return-to-zero format. Numerical simulations based on the propagation of isolated pulses [25] and random sequences [26] have already been reported. In this section, we present a systematic experimental comparison of pre- and post-compensation with and without pre-distortion for chirped return-to-zero transmission (non-soliton) at 10 Gbit/s over cascaded 80 km SMF spans. Using a re-circulating loop set-up, we show that pre-compensation performs better than post-compensation and that a 40% increase in transmission distance (at 5 dB power penalty) can be obtained when using passive pre-distortion at the transmitter.

The re-circulating loop set-up used for these experiments is shown in Figure 5.16. Light from a continuous wave distributed feedback (DFB) laser is amplified in an erbium doped fibre amplifier before being externally modulated with a $2^{31} - 1$ pseudo-random binary sequence (PRBS) in a lithium-niobate Mach-Zehnder modulator (MZM). The electrical 10 Gbit/s RZ signal used to drive the modulator is obtained from a 10 Gbit/s NRZ
Figure 5.16 Re-circulating loop set-up used for the investigation of the transmission properties of the CRZ format over different 80 km SMF+DCF maps.

PRBS and a constant space in a 2:1 selector [24, 27]. The optical 10 Gbit/s CRZ signal is then amplified before being launched into a loop switch made of three acousto-optic modulators and a 3 dB coupler. The loop consists of a single span made of one 80 km spool of SMF and a 12.96 km spool of DCF providing 100% dispersion compensation. Each spool of fibre is preceded by an EDFA with 13 dBm output power and 5 dB noise, figure followed by a variable attenuator (Att.) used to optimise the launched power in order to obtain the best possible trade-off between high signal-to-noise ratio and enhanced non-linearities in the fibre. A third EDFA is necessary in order to compensate for the loss in the loop switch. The signal is tapped from the loop via a 10 dB coupler, filtered with a 1.3 nm band-pass filter (BPF) and input into a receiver (RX) consisting of a lightwave converter and a clock-recovery circuit. Additionally, one extra fibre spool can be inserted at the transmitter and the corresponding fibre with the opposite amount of dispersion can be inserted at the receiver, together with an extra EDFA used to compensate for the excess loss. These fibres have the effect of reducing the maximum amount of total accumulated dispersion. In all cases, full compensation over the whole link is provided.

The following configurations have been investigated: pre-compensation, post-compensation, pre-compensation with pre-distortion and post-compensation with pre-distortion. In this experiment, pre-distortion means that a 30 km long SMF spool is placed at the transmitter and a 5 km long DCF spool is placed at the receiver in the pre-compensation case whereas these two spools are exchanged in the post-compensation case. The cor-
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Figure 5.17 Total accumulated dispersion as a function of distance in fibre for the four different SMF + DCF dispersion maps investigated for CRZ transmission: post-compensation (solid line); pre-compensation (short dashes); post-compensation with pre-distortion (dots); pre-compensation with pre-distortion (long dashes).

resonating dispersion maps are represented for two 80 km SMF spans in Figure 5.17.

The measured penalties at a BER equal to $1.0 \times 10^{-9}$ are represented as a function of the number of round trips for each configuration in Figure 5.18. The powers at the input of the SMF and DCF were optimised for the maximum number of round-trips shown for every compensation scheme and were maintained to those values when the number of round-trips was decreased. This was motivated by the fact that, in the normalised section context, it is important that power levels can be set independently of the number of sections a particular signal has to go through, and that these powers need to be chosen so that the transmission over up to a certain number of sections can be guaranteed. As can be seen in Figure 5.18, pre-compensation performed better than post-compensation. This is in good agreement with numerical results presented in [26]. When pre-distortion is introduced, both pre- and post-compensation perform equally well and exhibit significant improvement compared to the case without pre-distortion. Such a behaviour had already been reported in the numerical analysis of Section 5.2 dealing with NRZ modulation. No in-line filtering was used in our set-up and, therefore, its performance was mainly limited by noise accumulation.

Eye diagrams corresponding to one and thirty round-trips for pre-compensation with pre-distortion are shown in Figure 5.19. Optimum fibre av-
Figure 5.18  Power penalty as a function of number of round trips for the four different maps investigated for CRZ transmission.

Figure 5.19  Eye diagrams after 1 (left) and 30 (right) pre-compensated SMF + DCF spans. The eyes are recorded using a 30 GHz sampling oscilloscope.
average input powers were 1 dBm into the SMF and -4 dBm into the DCF in this case. The shape of the pulses is maintained over transmission through 2400 km, showing that they suffer little from the combined effects of dispersion and non-linearities, but that noise accumulation is indeed the main limitation. Comparison with previously reported results for NRZ [4] shows that the pre-compensation scheme can support both the RZ and NRZ formats for transmission up to 2000 km with less than 5 dB penalty and that in both cases this distance can be significantly increased using pre-distortion. Format transparency can therefore be obtained in future networks based on this normalised section.

We have therefore performed an experimental comparison of pre- and post-compensation for 50 ps pulse-width RZ transmission at 10 Gbit/s over 80 km dispersion compensated SMF spans. We have shown that, unless pre-distortion is used, pre-compensation performs better than post-compensation. Together with pre-distortion, both schemes perform equally well. Therefore both pre- and post-compensation normalised sections are good candidates for future optical networks where format transparency is sought.

5.4 Summary of Chapter 5

In this chapter, we have reported a numerical and experimental investigation of signal propagation through 80 km normalised sections based on SMF and DCF. Due to the accumulative nature of signal degradation mechanisms such as group velocity dispersion, optical fibre non-linearities and amplified spontaneous emission noise, the optimum power ranges to the two fibre types, as well as the requirements on the compensation ratio need to be determined in order to maximise the extent of a transparent domain (where no regeneration will take place) with sufficient parameter tolerance.

A numerical comparison of pre- and post-compensation with and without passive pre-distortion at the transmitter has been performed for NRZ modulation at 10 Gbit/s. By independently varying the power at the different types of fibres inputs and the compensation ratio, it has been found that post-compensation performs better than pre-compensation at the expense of stricter parameter tolerances. Moreover, it has also been shown that both pre- and post-compensated systems can be significantly improved by using passive pre-distortion at the transmitter. The optimum power levels to both SMF and DCF have been found not to vary significantly with the number of cascaded sections, which makes the practical design of transparent domains based on normalised sections feasible.
The ability of our simulation tool to accurately model the conjugated effects of GVD, SPM and ASE noise on the transmission through normalised sections has been validated by comparison with measurements performed in our re-circulating loop test-bed, justifying our entire numerical optimisation procedure.

Experimental assessment of the pre-compensation normalised section has been performed for 10 Gbit/s NRZ modulation in the single channel case, as well as for an 8×10 Gbit/s WDM system with 200 GHz channel spacing. The benefit of introducing passive pre-distortion at the transmitter in order to maximise the transmission distance has been confirmed experimentally. Finally, the positioning of the DCF in 80 km SMF spans has been investigated experimentally for 10 Gbit/s CRZ transmission with 50 ps pulse-width. A 40% increase in transmission distance (at 3 dB power penalty) was obtained when adding pre-distortion to pre-compensation.

As a conclusion, we have shown that, with a proper optimisation of the dispersion management, transparent domains with a diameter of the order of 1000 km should be feasible for a performance criterion better than 3 dB power penalty in terrestrial networks with large (80 km) amplifier spacings. Such an extension of a transparent domain would ensure format transparency (NRZ and RZ), as well as a limited impact of the extension towards WDM.

5.5 References to Chapter 5
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Chapter 6

Wide-band dispersion compensation

6.1 Introduction

The optimisation of the use of dispersion compensating fibre (DCF) to compensate for the dispersion accumulated in standard single mode fibre (SMF) has been discussed in Chapter 5 in the context of terrestrial networks with large (80 km) amplifier spacing. One of the drawbacks of the previous generation of DCFs was their inability to compensate for the dispersion of SMF over a broad bandwidth, inducing limitations in wavelength division multiplexing (WDM) systems were channel-per-channel dispersion compensation might be required, depending on the link length and individual channel bit-rate [1].

This point is illustrated in Figure 6.1 where the dispersion map of a link made of ten 80 km fully dispersion compensated SMF spans is represented. The dispersion and dispersion slope of the SMF at 1550 nm are equal to $D_{\text{SMF}} = 17 \text{ ps/(nm-km)}$ and $S_{\text{SMF}} = 0.055 \text{ ps/(nm}^2\text{-km)}$ respectively. If conventional DCF with dispersion parameter of $D_{\text{DCF}} = -100 \text{ ps/(nm-km)}$ at 1550 nm and dispersion slope of $S_{\text{DCF}} = -0.23 \text{ ps/(nm}^2\text{-km)}$ is used\(^1\) with a length adjusted to provide 100% dispersion compensation at 1550 nm, it can be seen that some residual dispersion (±25.4 ps/nm per span at 1530 or 1570 nm) is experienced by channels away from 1550 nm after each span in the link. It is therefore important to be able to reduce the total dis-

\(^1\)The fibre parameters used for this calculation are based on typical values extracted from data-sheets for the following products by Lucent Technologies: DK:1360 dispersion compensating module (C-band) and WBDK:1360 wide band dispersion compensating module (C-band) - February 2000.
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Figure 6.1 Dispersion maps corresponding to 80 km SMF + DCF spans. Top: without dispersion slope compensation. Bottom: with dispersion slope compensation. The map is optimised for \( \lambda_2 = 1550 \text{ nm} \). \( \lambda_1 = 1530 \text{ nm} \), \( \lambda_3 = 1570 \text{ nm} \).

Dispersion accumulated by all channels in WDM systems in order to increase their reach or allow upgrade to higher bit rates.

Considering a two-step dispersion map made of a length \( L_{\text{SMF}} \) of SMF and a length \( L_{\text{DCF}} \) of DCF, the total accumulated dispersion per-span \( D_{\text{acc}} (\lambda) \) is

\[
D_{\text{acc}} (\lambda) = D_{\text{SMF}} (\lambda) L_{\text{SMF}} + D_{\text{DCF}} (\lambda) L_{\text{DCF}}
\]  

(6.1)

Assuming dispersion orders higher than the dispersion slope \( S = \frac{dD}{d\lambda} \) can be neglected in a certain wavelength range, the dispersion of either the SMF or the DCF can be expressed as a function of wavelength according to

\[
D_i (\lambda) = D_i (\lambda_0) + S_i (\lambda - \lambda_0)
\]  

(6.2)

From (6.1) and (6.2), and assuming that complete dispersion compensation is achieved at \( \lambda_0 \), a condition for having full dispersion compensation for all wavelengths can be easily derived

\[
\text{RDS}_{\text{SMF}} = \frac{S_{\text{SMF}}}{D_{\text{SMF}} (\lambda_0)} = \frac{S_{\text{DCF}}}{D_{\text{DCF}} (\lambda_0)} = \text{RDS}_{\text{DCF}}
\]  

(6.3)

Equation (6.3) states that the relative dispersion slope (RDS) should be equal for both SMF and DCF. It should be observed that satisfying this condition does not mean that the accumulated dispersion at all points in the map is the same for all wavelengths, as can be seen in Figure 6.1 where a second map for which equation (6.3) is satisfied has been represented.
The condition (6.3) simply states that the accumulated dispersion returns to zero after each span for all wavelengths for which the approximation (6.2) can be made. In the calculations of Figure 6.1, the dispersion slope of the DCF was changed to $S_{DCF} = -0.322 \text{ ps/(nm}^2\text{-km)}$ so that its RDS matches that of SMF.

A new DCF based on a triple-clad design has been introduced, which enables simultaneous compensation of the dispersion and dispersion slope of SMF [2]. Optimisation of the fibre core and depressed cladding diameters enables to achieve dispersion slope compensation, at the expense of a slightly higher dispersion parameter [3, 4]. The design of such slope-compensating DCFs, also known as wide-band dispersion compensating fibres (WBDCF), has been published for the first time by Lucent Technology Denmark A/S at the Optical Fiber Communication Conference in February 1999. In May 1999, we were given the opportunity to perform system experiments using the newly developed WBDCFs in order to assess their suitability for broad-band compensation. The results of this evaluation are presented in what follows.

In this chapter, two experimental studies of the use of wide-band dispersion compensating fibres are presented. Those experiments were performed in our re-circulating loop test-bed using some of the very first produced WBDCF kindly made available to us by Lucent Technologies Denmark A/S (now OFS Fitel Denmark I/S). The effectiveness of the new WBDCFs to compensate for the dispersion of standard single mode fibre over the entire C-band (1530-1565 nm) is demonstrated in Section 6.2 for 50 km spans. Up to 20 dispersion managed spans (1000 km) are cascaded with identical power penalty at 1540, 1550 and 1560 nm. The extension of the third transmission window towards the L-band (1570-1610 nm) has been made possible in the late nineties by the development of gain shifted erbium-doped fibre amplifiers [5]. New dispersion compensation schemes are therefore required in order to accommodate the entire extended band. In Section 6.3, we demonstrate transmission of a 10 Gbit/s signal over 1000 km at 1597 nm using SMF and WBDCF in a pre-compensation configuration. We show that a dispersion map optimised for 1550 nm can be successfully used in the L-band, removing the need for separate band dispersion compensation.

6.2 Wide-band compensation in the C-band

In order to evaluate the potential of wide-band DCFs, a re-circulating loop experiment similar to the one described in Section 5.3 has been performed. Non return-to-zero (NRZ) modulation generated from a chirp-free Mach-
Zehnder modulator at 10 Gbit/s was used. The signal extinction ratio was set to 12.5 dB and the back-to-back sensitivity was -18.3 dBm at 1550 nm. The transmission span consisted of a gain-flattened erbium-doped fibre amplifier (EDFA) with 5 dB noise figure and 12 dBm saturated output power, followed by 50.8 km SMF and a matching length of 8.6 km WBDCF. The attenuation of the SMF and WBDCF at 1550 nm was equal to 0.19 and 0.5 dB/km respectively. The residual dispersion of the full span is plotted as a function of wavelength in Figure 6.2, where it is seen to be equal to 2.5, 2.7 and 1.0 ps/nm at the wavelengths of 1540, 1550 and 1560 nm, respectively. The in-line EDFA was followed by a tunable optical band-pass filter (OBF) with full-width half-maximum (FWHM) bandwidth of 1.3 nm and a variable attenuator used to optimise the power level to the SMF. The average signal power to the SMF was adjusted in order to provide the best trade-off between optical signal-to-noise (OSNR) ratio degradation and non-linear distortion, resulting in values of 1 dBm when the transmitter was tuned to 1540 and 1550 nm against only 0.2 dBm at 1560 nm. This last value is lower due to the reduced gain of the EDFAs at this wavelength. An extra gain-flattened EDFA was inserted after the fibre span in order to compensate for the 6 dB loss of the loop switch. At the receiver, a tunable 40 GHz fibre Fabry-Pérot filter was used to suppress amplified spontaneous emission (ASE) noise before the signal was detected in a PIN photodiode.

The signal wavelength was tuned over the entire C-band at wavelengths of 1540, 1550 and 1560 nm, and the penalty at a bit-error-rate (BER) of $1.0 \times 10^{-9}$ was measured as a function of number of round-trips in the recirculating loop. The measured penalty curves are shown in Figure 6.3 for up to 20 spans. The performances obtained at the different wavelengths
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Figure 6.3 Penalty as a function of number of spans for a 50 km post-compensated system at $\lambda = 1540$, 1550 and 1560 nm. The inset shows the individual signal spectra after 20 spans (resolution bandwidth: 0.5 nm).

are nearly identical. A power penalty of 5 dB is measured after 20 cascaded spans corresponding to 1000 km. The shape of the penalty curves suggests that the system was limited by OSNR degradation rather than by accumulation of dispersion. Indeed, the largest total accumulated dispersion was obtained at 1550 nm, where it is equal to 54 ps/nm after 20 spans, corresponding to only 3.2 km of standard single mode fibre. The optical spectra measured in a resolution bandwidth of 0.5 nm after 20 round-trips in the loop are also shown as an inset in Figure 6.3. The signal-to-noise ratio at the different wavelengths is difficult to estimate from those spectra because of the presence of the OBF in the loop. This filter was made necessary because of the unfavourable loop configuration where an extra EDFA per span is needed to compensate for the loop switch loss, as well as the insertion loss of other components in the loop such as optical attenuators. Those variable attenuators were used to regulate the power level at the fibre span input, but also to ensure that a round-trip gain of 1 is reached. Having more fibre spans in the loop should definitively result in better performance as the influence of this extra EDFA would be distributed over the number of spans. The bandwidth narrowing induced by cascading the OBF is also believed to contribute to the penalty. Nevertheless, no significant difference could be noticed at the three wavelengths, confirming that the dispersion compensation was effective from 1540 to 1560 nm, i.e. over the whole C-band.
Figure 6.4  Re-circulating loop set-up used for the L-band experiments. TL: tunable laser; PC: polarisation controller; MZ: Mach-Zehnder modulator; EDFA: erbium-doped fibre amplifier; Att.: variable optical attenuator; AOM: acousto-optic modulator; DCF: dispersion compensating fibre; SMF: standard single mode fibre; FP: Fabry-Pérot filter; Rx: receiver; BER: error-counter.

6.3 L-band compensation

One possible way to meet the ever increasing demand for capacity in dense wavelength division multiplexing (DWDM) optical communication systems is to extend the conventional C-band transmission window into the L-band. The successful development of gain-shifted EDFAs has made this approach extremely promising [6]. Terabit WDM transmission using both C and L-bands has been demonstrated [7, 8] and continuing progress in the design of L-band EDFAs with low noise figure and better gain flatness should lead to increased transmission distances [9]. However, over such wide bandwidths, the issue of dispersion management becomes even more critical. Most system experiments reported before the present work have been conducted with dispersion shifted fibres (DSF) whose small residual dispersion in the long wavelength region is used to counteract four-wave mixing [10, 11]. An alternative is to use fibres having a higher local dispersion over the entire bandwidth such as standard single mode fibre in conjunction with dispersion compensating fibre. But wide-band dispersion slope compensation is required if the same piece of DCF is to be used for both the C and L bands.

In this section, we report 10 Gbit/s single channel transmission at 1597 nm over distances in excess of 1000 km using a re-circulating loop set-up. In particular, we demonstrate that dispersion maps designed for 1550 nm and utilising SMF and wide-band DCF [2] can be used successfully without any modification in the L-band, opening the way for wide-band long distance transmission over standard fibres.

The re-circulating loop set-up is shown in Figure 6.4. Light from an ex-
Figure 6.5 Measured gain as a function of wavelength for the three L-band EDFAs used in the re-circulating loop experiment. The numbers correspond to the position of the amplifier according to Figure 6.4. The EDFA input power is $P_{in} = -10$ dBm. Measurement courtesy of Alvaro Buxens.

ternal cavity laser tuned to 1597 nm was externally modulated at 10 Gbit/s with a non return-to-zero pseudo-random binary sequence in a chirpless Mach-Zehnder modulator. It was then amplified before being fed into a loop switch made of three acousto-optic modulators and a 3 dB coupler. The transmission span consisted of two L-band EDFAs, one spool of SMF (50.8 or 80 km) and a matching spool of wide-band DCF. The WBDCF was placed either before (pre-compensation) or after (post-compensation) the SMF. The wide-band DCF used in these experiments exhibited a dispersion of $-100$ ps/(nm·km) and a dispersion slope of $-0.37$ ps/(nm$^2$·km) at 1550 nm. The WBDCF was cut at lengths corresponding to full compensation at 1550 nm. The wavelength dependence of the total residual dispersion for the 50 km SMF span is shown in Figure 6.2. A small residual dispersion of $+2.7$ ps/nm (corresponding to 99.7% compensation) was measured at 1550 nm for this span. The measured values of the residual dispersion at 1597 nm were $-21.3$ ps/nm and $-13.4$ ps/nm for the 50 and 80 km spans respectively. Variable attenuators were placed after each EDFA in order to optimise the power levels in the loop. The signal was tapped from the loop with a 10 dB coupler placed after the last amplifier in the span and was input via a 40 GHz Fabry-Pérot filter to a receiver consisting of a lightwave converter and a clock recovery circuit.

The L-band EDFAs consisted of commercial C-band EDFAs followed by a length of 100 or 130 m erbium doped fibre (EDF). Gain shifting towards the L-band was achieved by forward amplified spontaneous emission pumping into the extra length of EDF, according to the principle described in [12]. The optimum performance for the three L-band EDFAs used in this
experiment were reached around 1597 nm. Gains between 18.5 and 22 dB and noise figures of 5 dB were measured for an input power of -10 dBm at this wavelength. The gain spectra of the three L-band EDFAs are shown in Figure 6.5.

BER curves were measured at 1597 nm for both pre- and post-compensation schemes with 50 km SMF in the loop and for pre-compensation only with the 80 km SMF span. The resulting penalties as a function of distance are shown in Figure 6.6. Only the SMF length is taken into account in the calculation of the transmitted distance in this graph. Using the 50 km SMF span, a power penalty of 4.6 dB was measured in the pre-compensation case for 20 re-circulations corresponding to 1017 km. Penalties were significantly higher for post-compensation. In our experiment the powers at the SMF and DCF inputs were set to values which maximised the transmission distance. In the pre-compensation case, the power at the SMF and DCF inputs was 2.6 dBm and -2.7 dBm respectively for the 50 km span, against -0.5 dBm and -4.2 dBm for the 80 km span. However power budget limitations in the loop set-up due to the 6 dB attenuation of the loop switch and the limited gain of the amplifiers restricted the power at the input of the SMF in the post-compensation case. As self-phase modulation (SPM) in the anomalous dispersion regime is known to lead to pulse compression [13], a higher power into the SMF would be desirable in the post-compensation case. The power levels are consequently not fully optimised in this case, which explains the significant difference in penalty compared to pre-compensation. Using 80 km SMF spans and pre-compensation, a penalty of 4.7 dB was measured for 14 round-trips corre-
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responding to 1120 km. As can be seen in Figure 6.6, similar performances are obtained for the two pre-compensated systems making use of 50 and 80 km spans. From a pure optical signal-to-noise ratio point of view, one would expect the system with the shorter span length to perform better, as the loss between repeaters is the lower in this case. However, the fact that the systems under investigation enable an independent optimisation of the power levels to both the SMF and WBDCF complicates the analysis since the fibre launch conditions of both 50 and 80 km systems were determined from the best compromise between SPM and OSNR degradations.

Figure 6.7 shows the spectra recorded for 1 and 20 re-circulations in the pre-compensation case for 50 km SMF spans. In the experiment, no in-line filtering was used, causing a significant build-up of amplified spontaneous emission noise. With a total residual dispersion of only -426 ps/nm, noise accumulation becomes the limiting factor for such a system.

Proposed repeater schemes for dual C- and L-band WDM systems usually consist of a wavelength division de-multiplexer used to separate the C- and L band channels, followed by an EDFA and a dispersion compensating module (DCM) for each of the wavelength bands. The channels from the C- and L-band are then recombined in the transmission fibre via a coarse wavelength division multiplexer [7, 14]. At least two EDFAs are required (one for the C-band and one for the L-band), as well as two expensive DCMs optimised for both transmission bands. We have demonstrated above that a single DCM made of WBDCF could be used to compensate for the span dispersion in both the C- and L-band. Hence the new proposed repeater structure shown in Figure 6.8.

We have therefore successfully transmitted a 10 Gbit/s signal at 1597 nm over distances in excess of 1000 km using 50 and 80 km spans of SMF and DCF in the pre-compensation configuration. We have demonstrated experi-
mentally that long distance L-band transmission is feasible using wide-band dispersion compensating fibre lengths tailored for dispersion compensation in the C-band. A practical implication is that long distance dual L- and C-band WDM transmission using a parallel amplifier configuration should be feasible without the need for separate band dispersion compensation.

6.4 Summary of Chapter 6

The benefit of using wide-band dispersion compensating fibres in conjunction with standard single mode fibre has been demonstrated using some of the first produced dispersion slope compensating DCFs. It has been shown that the novel WBDCF could be used successfully to provide dispersion compensation over the entire C-band without the need for compensation of the residual dispersion at 10 Gbit/s.

Three different dispersion maps optimised for transmission at 1550 nm have been used successfully at a wavelength of 1597 nm without the need for fine tuning of the dispersion compensation. The spans consisted of modified C-band EDFAs making use of forward amplified spontaneous emission pumping into an erbium doped fibre, 50 or 80 km SMF, and a matching length of WBDCF optimised for nearly 100% dispersion compensation at 1550 nm. Transmission over more than 1000 km was achieved using pre-compensation with both the 50 and 80 km spans. It has therefore been shown that L-band transmission over more than 1000 km was feasible using a dispersion compensation scheme optimised for the C-band, thus removing the need for separate band dispersion compensation.
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Chapter 7

System performance of new types of dispersion compensating fibres

Increasing the capacity of optical communication systems relies on the effective management of group-velocity dispersion (GVD) and optical fibre non-linearities. The choice of the type of fibre used for transmission as well as the dispersion management scheme are therefore of prime importance for the design of optical fibre links. The use of dispersion compensating fibres (DCF) [1] is a mature technique to compensate for the dispersion of already deployed standard single mode fibre (SMF), and the effectiveness of the newest generation of DCFs for wide-band compensation has already been demonstrated in Chapter 6. Moreover, due to its high local dispersion value (around 17 ps/(nm·km) at 1550 nm), SMF suffers little from four-wave mixing [2] and has also been shown to be resilient to cross-phase modulation in wavelength division multiplexing (WDM) systems [3, 4]. It therefore offers a reliable alternative for the design of future links.

Over the past few years, new DCF designs have been introduced - reverse dispersion fibre (RDF) [5] or inverse dispersion fibre (IDF) [6, 7] - which enable the cabled compensation of the dispersion and dispersion slope of SMF with various SMF to DCF length ratios [8]. These new fibres will hereafter be referred to as IDF×n where n is the SMF to DCF length ratio. Such fibres have been used successfully in a number of high capacity WDM [9, 10, 11, 12, 13] and optical time division multiplexing (OTDM) [14] experiments.

However, when the dispersion compensating fibre design is changed to provide dispersion in the range -100 ps/(nm·km) (conventional DCF) to
-17 ps/(nm·km) (IDF×1), the intrinsic properties of the fibre (attenuation and non-linear coefficient), as well as its position with respect to the transmitter and optical amplifiers in the link are changed. A consequence is that, due to non-linear effects, it is not clear a priori which type of dispersion compensating fibre performs the best for a given system.

After summarising the essential properties of the new dispersion compensating fibres in Section 7.1, we report a systematic comparison of the system performance of new types of IDF×n with n = 1, 2, 3 and conventional DCF. In Section 7.2, short spans (50 km) typical of long-haul submarine systems are optimised numerically with respect to span input power for 10 Gbit/s non return-to-zero (NRZ) as well as return-to-zero (RZ) modulation. IDF×1 is shown to provide the best performance for single channel NRZ transmission, while IDF×2 or 3 should be preferred in WDM systems. The benefits of using IDF×1 instead of conventional wide-band dispersion compensating fibre (WBDCF) for a 50 km span system making use of chirped return-to-zero modulation (CRZ) is demonstrated experimentally in Section 7.3. Finally, the performance of short (1.8 and 4.8 ps) RZ pulses at 10 Gbit/s is compared to conventional NRZ modulation in a link made of SMF and IDF×1 in Section 7.4. The short RZ pulses are shown to be more resilient to non-linearities, resulting in a two-fold increase in transmission distance over NRZ modulation for a 3 dB power penalty criterion.

7.1 New types of dispersion compensating fibres

Transmission systems requirements impose constraints on the properties of optical fibres, in terms of loss, group-velocity dispersion, polarisation mode dispersion, as well as effective area, which governs the impact of non-linear effects. Two main options for the transmission fibre are being explored today, namely those based on SMF and those based on non-zero dispersion shifted fibres (NZDSF) [15]. The influence of non-linear effects needs to be scaled before choosing a particular fibre infrastructure for a given system. To this respect, SMF might be the preferred choice as the transmission fibre due to its resilience to both four-wave mixing (FWM) and cross-phase modulation (XPM) in WDM systems [3, 4]. In any case, dispersion compensation is required for systems running at bit rates above 10 Gbit/s. From the WDM side, dispersion compensation is expected to be achieved over a broad bandwidth in order to limit expensive and unpractical channel-by-channel compensation schemes to the receiving end of the link. From the OTDM side, transmission at 160 Gbit/s over 160 km SMF [16], 320 Gbit/s over 200 km NZDSF [17] and even 640 Gbit/s over 92 km SMF...
and RDF [14] have been achieved in the laboratory. Owing to the short pulse durations, the amount of dispersion experienced during transmission might change significantly over the signal spectrum width, and therefore careful compensation of first and higher dispersion orders are required. As a consequence, one of the important requirements for the dispersion compensating technique to be used in either WDM or high-speed OTDM systems is its ability to compensate for the dispersion of the transmission fibre over a broad bandwidth. So far, only DCFs have been able to satisfy this requirement over the large bandwidths used by high-capacity WDM systems [18].

Some important limitations of conventional dispersion compensating fibres are their high loss (of the order of 0.5 dB/km against only 0.2 dB/km for SMF) and high non-linear coefficient (typically 7-8 W$^{-1} \cdot$ km$^{-1}$ against only about 1.3 W$^{-1} \cdot$ km$^{-1}$ for SMF) induced by the combined effects of a reduced effective area and higher doping of the core necessary to raise its refractive index. Both the high refractive index contrast and the reduced effective area enable high negative dispersions to be obtained [1]. However, reducing the core diameter also increases the sensitivity towards bending loss, which has prevented DCFs from being cabled so far. As a consequence, conventional DCFs are used as lumped elements, usually in-between optical amplifier stages at repeaters. Such an utilisation is not very favourable from an optical signal-to-noise ratio (OSNR) point of view, as the DCF modules induce loss in the link but do not contribute to the transmission distance.

A new type of dispersion compensating fibre has been suggested in order to overcome some of those limitations. First proposed by Furukawa [5], reverse dispersion fibres offer reduced loss and non-linearity compared to conventional DCFs and can be cabled in order to compensate for the dispersion of SMF in a 1:1 length ratio. Consequently, they contribute to the transmission distance, a feature particularly attractive for long-haul submarine links. Fibres exhibiting similar properties, although based on a different refractive index profile design and manufactured using a different technology, were later proposed by Lucent Technologies Denmark A/S (now OFS Fitel Denmark I/S) and named IDF for “inverse dispersion fibre” [6]. Fibres with intermediate properties in terms of loss, dispersion and non-linear coefficient have been later proposed and demonstrated [8, 19]. IDFs form the basis of the novel types of DCFs investigated in this chapter. Some of their key properties are outlined below.

1. They exhibit a smaller attenuation than conventional DCFs. Therefore, for a given transmission length, the span loss can be reduced significantly compared to the “classic” SMF + conventional DCF con-
Figure 7.1 Properties of new types of dispersion compensating fibres as a function of their dispersion parameter. Left: attenuation; Right: non-linear coefficient. The evolution of fibre properties is illustrated from conventional DCF to IDF (corresponding to $D = -100$ ps/(nm·km) to $-17$ ps/(nm·km) respectively).

1. Their configuration. This is beneficial in terms of signal-to-noise ratio.

2. Their effective area is increased compared to conventional DCFs. This has the effect of reducing non-linear effects such as self-phase modulation (SPM), cross-phase modulation and four-wave mixing, which are detrimental to the quality of transmission.

3. Unlike older generations of DCFs that were spooled within repeaters where they constituted additional losses, these fibres can be cabled and are therefore part of the transmission distance. This feature makes them especially attractive for long-haul submarine applications.

4. Moreover, they also provide dispersion slope compensation, and can therefore compensate for SMF over a large bandwidth, making them particularly suitable for wavelength division multiplexing and high-speed (above 40 Gbit/s) systems.

5. These new fibres have been designed in order to compensate for the dispersion of SMF with different SMF to DCF length ratios. This offers an additional degree of freedom when dealing with the difficult management of dispersion and non-linearities in optical fibre communication systems.
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<table>
<thead>
<tr>
<th></th>
<th>SMF</th>
<th>IDF 1</th>
<th>IDF 2</th>
<th>IDF 3</th>
<th>WBDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attenuation (dB/km)</td>
<td>0.18</td>
<td>0.23</td>
<td>0.26</td>
<td>0.29</td>
<td>0.5</td>
</tr>
<tr>
<td>Dispersion (ps/nm/km)</td>
<td>17</td>
<td>-17</td>
<td>-40</td>
<td>-54</td>
<td>-100</td>
</tr>
<tr>
<td>RDS (nm⁻¹)</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
</tr>
<tr>
<td>Effective area (µm²)</td>
<td>85</td>
<td>35</td>
<td>30</td>
<td>26</td>
<td>19</td>
</tr>
<tr>
<td>$n_2$ ($×10^{-20}$ m²/W)</td>
<td>2.2</td>
<td>3.0</td>
<td>3.2</td>
<td>3.3</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Table 7.1  Properties of SMF, WBDCF and novel IDF$n$ with $n = 1, 2, 3$. The parameters are given at 1550 nm.

Throughout this chapter, the dispersion and dispersion slope compensating fibres with dispersion of the order of -100 ps/(nm-km) will be referred to as wide-band dispersion compensating fibres (WBDCF), whereas the novel types of inverse dispersion fibres will be described as IDF$n$ where $n$ is the SMF to dispersion compensating fibre length ratio. The acronym DCF will be used as a general term to describe all types of dispersion compensating fibres (either WBDCF or IDF). All the DCFs considered in this chapter offer simultaneous dispersion slope compensation. Conventional slope compensating DCFs (WBDCF) correspond to a SMF to DCF length ratio of about 6.

The evolution of dispersion compensating fibres properties when the absolute value of their dispersion is reduced from conventional DCF values (-100 ps/(nm-km)) to IDF$1$ values (-17 ps/(nm-km)) is illustrated in Figure 7.1. It can be seen that both the fibre attenuation and non-linear coefficient are significantly reduced. The plotted attenuation and effective area data were obtained from averaged values of measurements performed on a large sample of IDFs manufactured by Lucent Technologies Denmark A/S [8], while the non-linear refractive indices were estimated from dopant concentrations. Typical values for the main optical properties of the novel IDFs are given in Table 7.1 together with the corresponding values for SMF and WBDCF. Those values will be used in all calculations and numerical simulations presented in Sections 7.1 and 7.2. As previously mentioned, all the DCFs were designed in order to also provide compensation of the dispersion slope of SMF. Hence their relative dispersion slope (RDS), defined as the ratio of their dispersion slope to their dispersion at 1550 nm, is the same as that of SMF.

As described previously, the new IDFs are designed to be deployed in the transmission cable. It has also been shown recently that WBDCF could also be cabled successfully [1, 20]. In spans made of SMF followed by
DCF, the new IDFs will however be placed closer to optical amplifiers (for a constant span length) than conventional WDBCFs and, although their non-linear coefficient is smaller, the higher input power means that it is not clear whether such a combination is optimal with respect to non-linear penalty. A trade-off has to be found between increased input power and decreased non-linear coefficient, resulting in an optimal dispersion map. It is the purpose of the remaining of this chapter to investigate the benefits of using IDF×n when compared to WBDCF in dispersion managed links based on SMF.

Even though the new IDFs have been introduced in a number of record-breaking long-distance and high capacity experiments, this has been done conjointly with other technologies, meaning that it is not always clear whether the introduction of the fibres themselves provided a clear advantage over older configurations. To the best of our knowledge, the only systematic comparison between SMF+WBDCF and SMF+RDF has been reported for a 32×10.7 Gbit/s WDM system using the CRZ modulation format in [21]. It has been shown experimentally that, in such a system with 45 km span length, a dispersion map based on SMF and WBDCF was more robust to fibre non-linearities than a SMF+RDF map. More recently, a numerical optimisation of the dispersion of hybrid links using cabled IDF or lumped dispersion compensating modules with high negative dispersion has been reported in [22] for WDM systems at 40 Gbit/s with 80 km spans. In this case, benefits of using the hybrid solution with transmission fibre dispersion above 12 ps/(nm·km) were highlighted. The rapid development of distributed Raman amplification [23, 24] is likely to complicate even more the choice between IDF×n or WBDCF, as smaller effective areas, otherwise detrimental in terms of non-linear degradation experienced by the signal, are beneficial in terms of Raman gain efficiency [25]. However, the joint use of IDF and Raman amplification is not considered in the present study.

As a consequence, there is no clear answer to the problem of knowing which of the SMF+WBDCF or SMF+IDF×n solution performs the best as the conclusion depends on all other parameters in the system (span length, bit rate, modulation format, pulse width, amplification scheme, etc). It is therefore more important to get an understanding of the physical limitations encountered for each type of fibre, which is our ambition in the remaining of this chapter.

The importance of the choice of a proper SMF to DCF length ratio can be highlighted by considering the influence of non-linearities alone and
calculating the phase shift induced by self-phase modulation throughout a given link. This calculation ignores the influence of other degrading effects such as group-velocity dispersion and amplified spontaneous emission (ASE) noise accumulation. However, it has been shown to be practical in order to evaluate the relative performance of systems known beforehand to be limited by non-linearities. The validity of using the non-linear phase shift as a criterion to assess the performance of terrestrial WDM systems has been recently discussed in [26]. The accumulated non-linear phase shift through a link of length \( L \) is defined as

\[
\Phi_{NL} = 2\pi \int_0^L \frac{n_2(z)}{A_{eff}(z)} P(z) dz
\]

(7.1)

where \( n_2 \) is the fibre non-linear index, \( A_{eff} \) its effective area, \( \lambda \) the signal wavelength and \( P(z) \) the signal power distribution over the link. The dependence of the fibre parameters on the propagation distance \( z \) enables to take into account links with non-uniform fibre properties, such as those made of dispersion compensated spans.

The non-linear phase shifts induced by a single dispersion compensated span have been calculated for dispersion maps based on WBDCF or IDF \( \times n \), where \( n = 1, 2, 3 \). In these calculations, the span length was set to 50 km, a value typical of long-haul submarine systems. As throughout this chapter, the span length is calculated as the sum of the SMF and DCF lengths, as the new IDFs were designed for cabled dispersion compensation. The four different dispersion maps depicted in Figure 7.2 were considered. Maps A

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dispersion_maps}
\caption{Dispersion maps considered in the non-linear phase shift analysis.}
\end{figure}
Figure 7.3 Normalised non-linear phase shifts as a function of SMF to DCF length ratio for the four span configurations shown in Figure 7.2. The non-linear phase shifts are calculated for a fixed span output power. The span length is 50 km.

and D correspond to post and pre-compensation, respectively, while the two possible schemes where the length of either the SMF or the DCF is split equally at the beginning and the end of the span are represented by maps B and C, respectively. The span loss being different for each type of DCF, the non-linear phase shifts are calculated for a fixed span output power $P_{out}$. In this way, a constant electrical signal-to-noise (SNR) ratio at the receiver that would follow the span is ensured for all fibre types. As a consequence, the difference in performance induced by the use of DCFs with different SMF to DCF length ratios are due to the distinct fibres properties, but also to the different span input power $P_{in}$ required to maintain the SNR at the receiver. Accordingly, we calculate the quantity

$$\nu = \left( \frac{\Phi_{NL}}{P_{in}a} \right) = \left( \frac{\Phi_{NL}}{P_{out}} \right) \quad (7.2)$$

where $a$ represents the span loss, including 0.25 dB splicing loss between SMF and DCF, for a fixed $P_{out}$.

The calculated non-linear phase shifts normalised to a span output power of 1 W are represented in Figure 7.3 for the four dispersion maps A, B, C and D as a function of the value of the SMF to DCF length ratio. The globally higher values of the non-linear phase shifts for maps D and
C in this order confirm the fact that SPM in the dispersion compensating fibre is the limiting factor. This can also explain the fact that map B exhibits a higher non-linear phase shift than map A, as the DCF is placed closer to the span input in the former map. The curves present an optimum corresponding to IDF\times2, reflecting the trade-off between the value of the non-linear coefficient of the DCF and its proximity to the beginning of the span where the signal power is the highest. For all four fibre arrangements, the calculated non-linear phase shift is higher when WBDCF are used than for any of the novel IDF\times n. Although such a calculation suggests that it could be beneficial to use the new IDFs when the system is limited by SPM, it does not provide a complete description of the transmission impairments, as interactions between dispersion, non-linearities, as well as ASE noise are ignored. In order to take into account all these effects and their interactions, full numerical simulations based on the resolution of the non-linear Schrödinger equation by the split-step method are required.

7.2 Numerical comparison of novel IDF-based dispersion maps

In this section, we report for the first time to our knowledge a numerical comparison of new types of DCFs with different SMF to DCF length ratios. We investigate the origin of signal degradation for single channel transmission at 10 Gbit/s in either the return to zero or non-return to zero format using amplified multi-span systems with a fixed span length (SMF+DCF) of 50 km. Our calculations are based on typical parameters measured on manufactured novel DCFs. In order to illustrate the degradations induced by inter-channel non-linear effects and their influence on the optimum choice for the DCF, an 8-channel WDM system is also considered in the simulations.

7.2.1 Systems under investigation

The dispersion maps under investigation are shown in Figure 7.4 for one period. The link is made of identical spans consisting of an erbium doped fibre amplifier (EDFA) with 5 dB noise figure followed by SMF and DCF with a total span length of 50 km. Splice losses of 0.25 dB are assumed at the DCF ends. The gain of the EDFA compensates exactly for the span loss, meaning that the signal power remains constant at the input of each span. The dispersion of the various types of DCF is -17, -40, -54, and -100 ps/(nm-km), corresponding to SMF to DCF length ratios of about 1,
2, 3 and 6 (conventional DCF), respectively. The DCFs are designed for compensation of the dispersion slope of SMF and therefore their relative dispersion slope is equal to that of SMF. The fibre parameters used in the simulations correspond to the ones given in Table 7.1. Full dispersion compensation is achieved after each span. Keeping the span length constant for the different dispersion maps makes sense as the new types of fibres are designed for cable deployment [6] and it has also been shown that conventional DCFs can be cabled successfully [1].

The transmission of a 1024 bit pseudo random sequence modulated at 10 Gbit/s in either the NRZ or the RZ format is considered in our simulations. For NRZ modulation, the optical signal is generated from a chirp-free Mach-Zehnder modulator and its extinction ratio is set to 15 dB. Raised cosine pulses with 50 ps full-width half-maximum (FWHM) are considered in the RZ simulations. The receiver consists of a PIN photodiode with a responsivity of 1.2 A/W and single sided thermal noise density of 15 ps/√Hz followed by a fourth order low-pass Bessel filter with 3 dB cut-off frequency equal to 7.5 GHz. The sensitivity at a bit-error-rate (BER) of $1.0 \times 10^{-9}$ is then calculated according to the method described in [27]. The calculation of the propagation through the fibre is performed using an adaptive split-step algorithm. Noise is added at each optical amplifier and therefore the non-linear interaction between signal and noise is taken into account in the calculations.

### 7.2.2 Influence of the modulation format

Figure 7.5 represents the maximum number of cascaded spans resulting in a power penalty smaller than 1 or 3 dB as a function of the span signal average input power in the NRZ case. An optimum signal input power of -3 dBm is found for all four dispersion maps. It is also found that
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the use of IDF×1 results in the longest transmission distance whatever the power level, while WBDCF exhibits the poorest results. Intermediate performances are obtained with IDF×2 and 3. The significantly shorter reach of systems based on WBDCF at low power levels can be simply explained by the larger loss of the SMF+WBDCF span compared to the three IDF solutions. The loss of the span based on WBDCF is 11.8 dB against 10.8, 10.7 and 10.9 dB for IDF×1, 2 and 3 respectively.

An equivalent plot for the RZ format is given in Figure 7.6, which shows that the transmission distance for a given penalty is maximum for -6 dBm input power with the maps using SMF to DCF length ratios equal to 2 and 3. At low power levels, the conventional configuration (WBDCF) gives the poorest result, while the other three maps exhibit equivalent results. This is due to the fact that the system is then limited by noise accumulation and that WBDCF presents the highest span loss. On the other hand, at high power levels, the SMF+IDF×1 configuration results in the poorest performance, in contrast with what was observed for NRZ modulation. This can be attributed to self-phase modulation in the DCF, as the product of the non-linear coefficient, input power and effective length of the DCF is about 2.5 times higher for IDF×1 than for WBDCF.

At the lower end of the investigated power range (noise limited system), RZ performs better than NRZ independently of the dispersion map, owing to the larger eye opening for a given average power. On the other hand, for higher power values, longer transmission distances are predicted when using
Figure 7.6 Number of cascaded 50 km spans corresponding to 1 and 3 dB power penalty as a function of span average input power. Single channel RZ transmission with SMF to DCF length ratios equal to \( k = 1, 2, 3 \) and 6 (simulation results).

NRZ modulation. SPM in the DCF can account for this behaviour. The higher peak power of the RZ pulses for a given average input power when compared to NRZ, as well as their relatively broad pulse width (\( \sim 50 \) ps), which ensures that they do not disperse significantly in the relatively short SMF length, contribute both to enhanced SPM in the DCF. This is in contrast with the behaviour observed with the transmission of shorter RZ pulses, as we shall see in the experimental results of Section 7.4. For the investigated dispersion maps and RZ pulse width, NRZ is more robust to non-linearities than RZ at the optimum power level.

7.2.3 WDM transmission

In order to investigate the effects of multi-channel non-linear effects such as FWM and XPM, simulations were also performed on the same set of dispersion maps by considering an 8-channel WDM system with 35 GHz channel spacing. The channels are modulated at 10 Gbit/s in the NRZ format. The wavelength (de)multiplexers were modelled as second order Gaussian filters with 25 GHz FWHM bandwidth.

The channel spacing of 35 GHz corresponds to a spectral efficiency of 0.29 bit/s/Hz. Although not a value standardised by the International Telecommunication Union (ITU), this channel spacing has been selected in order to enhance the influence of cross-phase modulation which is the main focus of this study. Indeed, it has been shown in [28] that, when the
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Figure 7.7 Number of cascaded 50 km spans corresponding to 3 dB power penalty as a function of span average input power per channel for single and 8 channel WDM transmission (worst case channel).

walk-off length in the fibre

\[ L_{wo} = \frac{\Delta t}{|D| \Delta \lambda} \]  

is much shorter than the effective length

\[ L_{eff} = \frac{1 - e^{-\alpha L}}{\alpha}, \]  

the effect of XPM scales as the inverse of the channel spacing \( \Delta \lambda \). The walk-off length is defined here as the length over which XPM interaction from one channel to another channel spaced \( \Delta \lambda \) apart occurs, corresponding to the distance over which a transition edge of the interfering channel overlaps spatially with a particular instant \( t \) in the perturbed channel. In the definitions of the walk-off length and effective length above, \( \Delta t \) corresponds to the duration of a transition edge of the NRZ modulated signal (either rise time or fall time), \( D \) is the fibre dispersion and \( \alpha \) is the fibre loss. In our case, for a channel spacing of 35 GHz, dispersion \( D = 17 \text{ ps/(nm-km)} \) and rise time equal to one fifth of the bit-slot, we obtain \( L_{wo} = 4.2 \text{ km} \) against \( L_{eff} = 15.6 \text{ km} \) for 25 km SMF. Similar conclusions on the relative values of \( L_{wo} \) and \( L_{eff} \) can be obtained with the different types of DCFs considered in this study for a 50 km span. Therefore, the effect of XPM in fibres with high absolute value of dispersion such as the ones considered here, can be increased by reduction of the channel spacing.

The maximum number of spans resulting in a power penalty smaller than 3 dB are plotted as a function of the span average signal input power.
per channel in Figure 7.7. For each dispersion map and each span input power value, the performance of the worst-case channel, usually one of the innermost channels in the WDM spectrum, is represented. In order to ease the comparison between the behaviours observed for single channel and in the WDM case, the single channel results of Figure 7.5 are shown in the graph. In contrast with what was observed in the single channel case, IDFx1 performs the worst for all power levels in this WDM system, apart when the input power is reduced down to -9 dBm per channel. In this case, the dispersion map making use of WBDCF displays the worst performance due to the higher span loss. The optimum span input power value is equal to -6 dBm per channel and is the same for all four types of DCFs. This optimum value is decreased by 3 dB compared to the single channel case, while the maximum transmission distance for less than 3 dB power penalty is reduced from 4100 to 1250 km when IDFx1 is used and from 3100 to 1950 km with WBDCF. The fact that the optimum signal power needs to be reduced compared to the single channel system suggests that a new non-linear mechanism is the limiting factor when WDM is introduced. The large dispersion of all the fibres involved prevents the phase-matching leading to effective four wave mixing generation. When two channels with equal power are present at the fibre input, the ratio of the four-wave mixing product power to the signal power at the fibre output can be calculated in the undepleted pump approximation according to [29]

\[ \eta = \frac{P_{FWM}}{P_{in} e^{-\alpha L}} = \gamma^2 P_{in}^2 \left( 1 + e^{-2\alpha L} - 2e^{-\alpha L} \cos(\Delta \beta L) \right) \frac{\Delta \beta^2 + \alpha^2}{\Delta \beta^2 + \alpha^2} \] (7.5)

where \( \gamma \) is the fibre non-linear coefficient, \( P_{in} \) is the span input power of a single channel, \( L \) is the fibre length and \( \Delta \beta \) is the difference between the propagation constants of the interacting waves, which depends on the dispersion slope \( S \) according to

\[ \Delta \beta = -2\pi c S \lambda_0^4 \left( \frac{\lambda_0 - \lambda_1}{\lambda_0 \lambda_1} \right) \left( \frac{\lambda_2 - \lambda_1}{\lambda_2 \lambda_1} \right)^2 \] (7.6)

where \( c \) is the velocity of light in vacuum, \( \lambda_1 \) and \( \lambda_2 \) are the signal wavelengths and \( \lambda_0 \) is the fibre zero-dispersion wavelength. For a channel spacing of 35 GHz and an input power of -6 dBm per channel, we find \( 10\log \eta = -67 \) dB after 25 km SMF. If we neglect the power of the four-wave mixing tones generated in the SMF and calculate the relative power of the four-wave mixing tones generated in the IDFx1, a value of \( 10\log \eta = -65 \) dB is found. An equivalent calculation performed with the SMF+WBDCF map leads to \( 10\log \eta = -67 \) dB in the 42.7 km SMF against -80 dB in the matching 7.3 km WBDCF. As a consequence, it is confirmed that FWM alone...
can account for the degraded performance observed with the IDF\(\times 1\) map compared to the WBDCF map.

For span input power levels above -3 dBm, WBDCF results in the best performance in the WDM case. It is therefore suggested that cross-phase modulation in the dispersion compensating fibre is responsible for the poorer performance observed in the IDF\(\times 1\) case according to the following mechanism. In short spans such as those studied here, the 10 Gbit/s pulses are not totally dispersed when they reach the DCF. This is especially true in the case of IDF\(\times 1\) where the negative dispersion fibre is placed only 25 km away from the repeaters. This, acting together with the relatively high residual power still available (as only 4.5 dB are lost in the SMF part of the span when IDF\(\times 1\) are used), means that non-linear effects are still likely to occur in the negative dispersion fibre, as already discussed in the single channel case. IDF\(\times 1\) presents the lowest dispersion of the various types of DCFs, and therefore the largest walk-off length, which increases the effectiveness of the non-linear interaction induced by XPM between WDM channels. However, the dispersion of IDF\(\times 1\) is still sufficiently large to efficiently convert the XPM induced phase modulation to intensity distortion. When WBDCF is used instead, both the reduction in power level at the negative dispersion fibre input and the reduction of the walk-off length contribute to lower the influence of XPM. Furthermore, the 100% span-per-span compensation scheme adopted in the systems investigated in this study is not favourable from a XPM point of view as bit patterns are realigned at each span input where the power is the highest, resulting in an accumulation of the non-linear impairments from one span to another.

We have shown that cross-phase modulation is the limiting non-linear effect in WDM systems making use of short 50 km spans made of SMF and IDF\(\times 1\). Unlike in the single channel case where IDF\(\times 1\) have been shown to offer the best performance for NRZ modulation, IDF\(\times 2\) or 3 should be preferred in WDM systems, as they simultaneously present lower span loss than WBDCF, which is beneficial at low power levels, and are more resilient to XPM than IDF\(\times 1\). They therefore constitute a good trade-off for the design of WDM links making use of novel cabled dispersion compensating fibres.

### 7.3 Experimental comparison of SMF+WBDCF and SMF+IDF maps

In this section we report the first experimental comparison of the system performance of wide-band DCF and IDF\(\times 1\) for 50 km spans using the
chirped return-to-zero modulation format. We show that the reach of such a short span system making use of discrete amplification can be significantly increased when IDF$\times$1 are used. Transmission over 40 spans (corresponding to 2000 km) could be achieved with less than 3 dB penalty for IDF$\times$1, corresponding to a 2 dB improvement for the same number of spans when conventional wide-band DCFs are used.

7.3.1 Experimental set-up

The benefit of using new types of dispersion compensating fibres has been demonstrated for the first time in our re-circulating loop test-bed. The experimental set-up is essentially similar to the one shown in Figure 5.16. As the experiment was performed with some of the first IDF spools kindly made available to us by Lucent Technologies Denmark A/S, only one single dispersion compensated span could be included into the loop. A post-compensation scheme was adopted in the experiment and the span length was fixed to approximatively 50 km, depending on the fibre type. In agreement with the numerical study reported in Section 7.2, the dispersion compensating fibre length is included in the span length as the new DCFs have been designed for cabled applications. The re-circulating loop consisted of a gain-flattened EDFA followed by an optical attenuator used to optimise the power level at the span input, a length of SMF followed by a matching length of WBDCF or IDF$\times$1, and an extra gain-flattened EDFA used to compensate for the loss in the loop switch. This loop configuration is obviously not optimum as it includes one extra EDFA per span as compared to a real straight-line system, therefore producing excessive ASE noise accumulation. Having more spans in the loop would mean that the influence of the EDFA compensating for the loop switch loss would be distributed over the spans, hence improving the effectiveness of the loop at emulating a long-haul straight line system. The spans consisted of either 40 km SMF followed by 6.3 km WBDCF or 25.1 km SMF followed by 24.9 km IDF$\times$1. Chirped return-to-zero modulation at 10 Gbit/s was used in this experiment. An electrical RZ signal was generated by applying a 10 Gbit/s NRZ signal to one input of a 10 to 20 Gbit/s electrical multiplexer, the second input being grounded, according to the method described in [30]. The RZ signal was then amplified in a broadband (20 GHz) amplifier before driving one of the arms of a dual-drive Mach-Zehnder modulator. At the receiver side, a 1.3 nm optical band-pass filter was applied to the signal which was subsequently detected using a PIN lightwave converter.
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First experimental results

First, the optimum signal power at the span input was determined for the SMF+WBDCF dispersion map. A power level of -2 dBm (as measured using an optical spectrum analyser with a 0.5 nm resolution bandwidth) was found to be optimum in order to maximise the number of spans for which error-free (defined at a bit-error-rate of $1.0 \times 10^{-9}$) performance could be obtained. The influence of the span input power is illustrated in Figure 7.8 where eye diagrams recorded after 30 spans (corresponding to 1390 km) are shown. Overshoots due to self-phase modulation and its subsequent conversion to amplitude distortion by fibre dispersion can clearly be seen on the eye diagram measured when the span input power was set to 0 dBm. On the other hand, the eye diagram recorded with -2 dBm span input power still preserves its RZ shape and remains open. Consequently, it was decided to use a power level of -2 dBm for the SMF+WBDCF map, as well as for the SMF+IDF×1 map in order to allow for performance comparison.

Bit-error-rate curves were measured as a function of number of round-trips in the loop for both dispersion maps. The results are shown in Figure 7.9. A sensitivity of -17.1 dBm at a BER of $1.0 \times 10^{-9}$ was obtained after one single SMF+WBDCF span. This value is indistinguishable from the back-to-back sensitivity. A power penalty of 4.4 dB is measured after 40 SMF+WBDCF spans, corresponding to a distance of about 1850 km. For the same number of spans, the penalty is decreased to 2.5 dB when IDF×1 are used instead of WBDCF. It is still possible to transmit over 45 spans using IDF×1 with a power penalty smaller than the one obtained after 40 SMF+WBDCF spans. Error free transmission can still be achieved with a power penalty of 5.4 dB after 50 spans corresponding to 2500 km when using IDF×1.

Eyes diagrams recorded for both dispersion maps after 40 spans are shown in Figure 7.10. It can be seen that the signal obtained when WB-
DCFs are used is more strongly affected by ASE noise than in the case of IDF×1. This is due to the higher loss of the SMF+WBDCF span (estimated to 11.4 dB against only 10.5 dB for the IDF×1 span). The eye is slightly distorted in the SMF+IDF×1 case, which might be attributed to the effect of self-phase modulation in the IDF. As discussed earlier, for fixed span input power (which is the case in this experiment), the power at the input of the fibre which is the most non-linear in the span is higher for IDF than for WBDCF. The residual dispersion of the SMF+IDF×1 span was measured to be 1.6 ps/nm at the wavelength of 1557 nm used in this experiment. This value results in a total accumulated dispersion of 64 ps/nm after 40 spans, corresponding to a length of only 3.8 km SMF. It is therefore expected that the residual dispersion of the link should not significantly affect the quality of the transmitted signal. In any case, the eye diagram obtained after propagation through 40 SMF+IDF×1 spans confirms the measured error-free performance.

It has been pointed out earlier that the lengths of the two spans used in this experiment slightly differ, resulting in an extra 160 km distance after 40 spans for SMF+IDF×1. From a noise accumulation point of view, the same number of EDFAs being present in each type of span, the length difference should benefit the WBDCF-based span, as its loss is reduced compared to a 50 km span. From a fibre non-linearity point of view, it has been suggested that the reach of repeatered systems is limited by the number of spans rather than the span length [31]. The argument behind such a
statement is that the influence of self-phase modulation is the largest at
the beginning of the span where the signal power is the highest. However,
this implies that the span length is much larger than the SMF effective
length and that the dispersion compensating fibre can be considered linear.
For the short spans used in this experiment, these assumptions might not
be satisfied. The effective length of the SMF is 18 km when WBDCF is
used, against 15 km in the case of IDF. Furthermore, in short span systems,
the dispersion compensating fibre is placed close to the EDFAs, resulting in
a higher possible accumulation of non-linearities than if longer spans were
used. Having a full 50 km span might slightly improve the resilience towards
non-linearities of the SMF+WBDCF system. Nevertheless, as the main
limitation of this latter systems is believed to be due to noise accumulation
as suggested from the inspection of the eye diagrams of Figure 7.10, a
comparison of the two dispersion maps with exact span lengths of 50 km
would still benefit the IDF-based solution.

In Section 7.2 it had been shown numerically that, for RZ modulation
and 50 km spans, the performance of IDF×1 was significantly better than
that of WBDCF only when the system was noise-limited. In the experiments,
we still benefit from using IDF×1 at significantly higher span input
power than those predicted by the simulations. This discrepancy can be
partly explained by the difference in the mode of operation of the EDFAs
in the simulations and in the experiments. In the calculations, the gain of
the EDFAs was kept constant, resulting in fixed signal span input power.
In contrast, the EDFAs used in the experiment were self-running, resulting
in a decrease of the signal power induced by amplifier saturation due
to the build-up of ASE noise [32]. The extra EDFA added to each span
in order to compensate for the loop switch loss (6 dB in loop mode) also
caused excess noise accumulation. A more favourable configuration using
more spans in the loop would have definitively reduced the influence of
this parasitic element. As a consequence, the system was noise limited at
a power level significantly higher than predicted by numerical simulation. Moreover, chirped RZ modulation was used in the experiments and it is believed that the influence of the chirp can also account for the better performance observed with IDF×1. However, the sign and value of the chirp had not been characterised, preventing us from confirming the experimental conclusions by numerical simulations.

Using some of the first available IDF×1 fibres, we have been able to perform an experimental comparison of the relative performance of a 10 Gbit/s CRZ system using 50 km dispersion compensated spans made of either SMF+WBDCF or SMF+IDF×1. We have shown that more than 45 SMF+IDF×1 spans (corresponding to 2250 km) could be cascaded for a penalty lower than that obtained after only 40 spans (corresponding to 1852 km if it is assumed the dispersion compensating fibre can be cabled) made of SMF and WBDCF, clearly demonstrating the benefits of using IDF×1 in such short span systems.

7.4 Short pulse transmission at 10 and 40 Gbit/s over a dispersion managed link made of SMF and IDF

Novel inverse dispersion fibres have been used widely in many high capacity and long haul experiments since their introduction. In parallel, the concept of highly dispersed pulse transmission has been introduced for high bit-rate systems [33, 34]. Short pulses disperse faster in the transmission fibre, leading to a reduced peak power after a short fibre length, and therefore reduced impact of non-linearities such as self-phase modulation. This, in turn, enables the launch power to be increased in order to overcome the more stringent optical signal-to-noise limitations of high bit rate systems.

One of the already mentioned possible limitations of the use of novel IDF's is that, for a fixed span length, they are placed closer to the optical amplifiers than conventional DCF's. Consequently, the numerical investigations reported in Section 7.2 have shown that 10 Gbit/s systems making use of IDF over short 50 km dispersion compensated spans did not benefit from using broad (≈ 50% duty cycle) RZ pulses instead of NRZ modulation, unless operated with a low span input power. It therefore remains to be seen, whether the transmission of shorter RZ pulses over dispersion maps based on SMF and IDF can present significant advantages over conventional NRZ transmission.

In this section, we present an experimental comparison of the trans-
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mission properties of the NRZ and short RZ (1.8 and 4.8 ps) modulation formats over a dispersion map made of 50 km SMF+IDF. We highlight the benefits of using short RZ pulses by demonstrating transmission over more than 2700 km. Furthermore, we report the first 40 Gbit/s OTDM experiment performed in our re-circulating loop test-bed, showing the feasibility of transmission over 600 km.

7.4.1 Experimental set-up

The experimental set-up is shown in Figure 7.11. A 1.8 ps full-width half-maximum 10 GHz pulse train was generated by an actively mode-locked erbium-doped fibre ring laser (MLFRL). Broader (4.8 ps) pulses were obtained after filtering in an arrayed waveguide grating (AWG) multiplexer having a 3 dB bandwidth of 0.8 nm. The pulse train was modulated at 10 Gbit/s with a $2^{31}-1$ pseudo-random binary sequence (PRBS) in a LiNbO$_3$ chirp-free Mach-Zehnder modulator (MZ), before being amplified, filtered, and sent to a re-circulating loop consisting of 3 identical spans made of an EDFA, 25 km of SMF and 25 km of IDF. For each span, a variable optical attenuator enabled to optimise the input power, which could be monitored using a power meter (PWM) after the signal was tapped in an asymmetric coupler and the ASE noise filtered by an optical band-pass filter. An extra
EDFA was inserted after the third span in order to compensate for the loss in the loop switch. After the desired number of round-trips, the signal was tapped from the loop by a 10 dB coupler and input into a receiver consisting of a double stage pre-amplifier, a 1.3 nm optical band-pass filter (OBF), a lightwave converter and a clock recovery circuit. The receiver exhibited a back to back sensitivity of -35.5 dBm for the 4.8 ps RZ pulses against -34.8 dBm for NRZ modulation. In case NRZ modulation was investigated, the MLFRL was simply replaced by a CW external cavity laser.

### 7.4.2 Short pulse RZ transmission at 10 Gbit/s

The power penalty at a BER of $1.0 \times 10^{-9}$ was measured as a function of the transmitted distance (SMF+IDF length) for the two RZ pulse widths and for NRZ and is represented in Figure 7.12. The power at the input of each fibre span was optimised for the longest transmission distance and was kept to this value when the number of round-trips was decreased, corresponding to an average power of 2.5 dBm for the 4.8 ps pulses. The performance of the NRZ modulated signal is consistently worse than those of the RZ signals with both pulse widths. Error free transmission could be obtained up to only 1800 km with NRZ (although with 9 dB power penalty) against 3000 km for 4.8 ps RZ. For a 3 dB power penalty criterion, the transmission distance can be doubled by using 4.8 ps RZ (1880 km) as compared to NRZ modulation (940 km). Figure 7.12 also suggests the existence of an optimum duty cycle for RZ transmission as performances obtained with
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Figure 7.13 Eye diagrams of the 10 Gbit/s signal with 4.8 ps pulses at the transmitter output (left), the 10 Gbit/s signal with 4.8 ps pulses after 12 spans (centre) and the 10 Gbit/s signal with 1.8 ps pulses after 12 spans (right). Horizontal scale: 20 ps per division.

Figure 7.14 Normalised spectra (0.5 nm resolution bandwidth) corresponding to 3000 km and 1800 km transmission for 4.8 ps RZ (left) and NRZ (right) respectively.

1.8 ps FWHM are deteriorated compared to 4.8 ps.

Eye diagrams measured with a 30 GHz sampling oscilloscope are shown in Figure 7.13. After 12 spans (corresponding to 600 km transmission distance), the shape of the eye diagram obtained with 4.8 ps pulses is well preserved compared to the back-to-back case, whereas the pulses start becoming distorted when their width is reduced down to 1.8 ps. The residual dispersion of the link (estimated to 1.1 ps/nm at the transmitter wavelength of 1558.5 nm) is believed to be the cause for this behaviour, the pulses of the shorter duration being naturally more severely affected. In this particular case of 12 spans, the 1.8 ps eye is still open though, resulting in no penalty degradation over the 4.8 ps pulses.

The spectra recorded at the output of the link after transmission over 2700 km for 4.8 ps RZ and 1800 km for NRZ (corresponding to the maximum distance allowing a BER better than $1.0 \times 10^{-9}$) are shown in Figure 7.14. Although both spectra correspond to optimum power levels at the spans inputs (and therefore best trade-off between reduced signal-to-noise ratio and enhanced self-phase modulation), it is clearly seen that the
saturation behaviour of the EDFAs is different in both cases because of the smaller optimum average input power required for NRZ. Due to their broader spectra, the RZ pulses will disperse faster, resulting in reduced influence of self-phase modulation and allowing for a higher span input power than for the NRZ signal. The lower optimum span input power for NRZ will in turn reduce the input power to the following EDFA in the link. This effect will accumulate over all the EDFAs in the chain, which will operate in an unsaturated regime as indicated by the spectrum shown in Figure 7.14.

7.4.3 40 Gbit/s transmission over a SMF + IDF map

A 40 Gbit/s OTDM transmission experiment was also performed with the same dispersion map using 1.8 ps pulses. A two-stage fibre delay time multiplexer was inserted directly after the MZ modulator in the transmitter while the receiver was modified as shown in Figure 7.15. De-multiplexing from 40 to 10 Gbit/s was performed using an electro-absorption (EA) modulator. The 10 GHz signal used to drive the EA in order to generate the proper switching window was obtained via a feedback loop from a 10 GHz clock recovery circuit following signal detection in a photodiode (PD). The whole process initiated on the spurious 10 GHz tone present in the electrical spectrum of the 40 Gbit/s signal due to imperfect multiplexing. A 1 dB penalty for the multiplexing and de-multiplexing operations was measured back-to-back as compared to the 10 Gbit/s configuration described earlier. The eye diagrams of the 40 Gbit/s time multiplexed signal at the transmitter output and of one of the de-multiplexed channels at 10 Gbit/s are
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Figure 7.16 Eye diagrams of the 40 Gbit/s signal at the transmitter output and of one de-multiplexed 10 Gbit/s channel. Horizontal scale: 20 ps per division.

Figure 7.17 Eye diagrams of a 10 Gbit/s channel de-multiplexed from the 40 Gbit/s signal after 3, 6 and 12 SMF+IDF×1 dispersion compensated spans. Horizontal scale: 20 ps per division.

shown in Figure 7.16. The optical bandpass filter following the additional EDFA made necessary in the receiver in order to compensate for the insertion loss of the EA is believed to induce some broadening of the pulses prior to detection.

Polarisation effects in the re-circulating loop acting together with the polarisation sensitive de-multiplexing scheme were found to be the main limiting factor in this experiment, resulting in unstable BER measurements. Nevertheless, eye diagrams could be recorded after up to 12 dispersion compensated spans, corresponding to 600 km transmission distance, as shown in Figure 7.17. The eyes, measured with a 30 GHz photodetector, are clearly open prior to optical and electrical filtering at the receiver. Due to non-ideal multiplexing, the quality of the four multiplexed 10 Gbit/s channels might differ. The measured eye diagrams actually correspond to an average of the four 10 Gbit/s channels and their quality is limited by that of the channel exhibiting the poorest performance. This experiment was the first attempt to use our re-circulating loop test-bed at 40 Gbit/s. An improved clock-recovery scheme compatible with the 40 Gbit/s OTDM signal, or alternatively simultaneous transmission of a 10 GHz clock signal through the same link, but at a different wavelength, as demonstrated in more recent experiments [35], would have made a better evaluation of the performance of the system possible. Nevertheless, the feasibility of 40 Gbit/s OTDM transmission over up to 600 km of a dispersion map made of SMF+IDF×1
could be demonstrated.

In conclusion, using a dispersion map made of SMF and novel IDF×1, we have demonstrated 10 Gbit/s transmission of 4.8 and 1.8 ps pulses over 3000 and 2700 km respectively, as compared to only 1800 km for conventional NRZ modulation. Transmission of a 40 Gbit/s OTDM signal based on 1.8 ps pulses over up to 600 km of the same dispersion map has also been shown to be feasible.

7.5 Summary of Chapter 7

The properties of novel dispersion compensating fibres designed to compensate for the dispersion and dispersion slope of standard single mode fibre have been investigated numerically and experimentally in a system context.

A numerical optimisation of four different dispersion maps making use of novel IDF or WBDCF has been conducted, showing that for short spans (50 km) a combination of IDF and SMF in a 1 to 1 length ratio (IDF×1) performs the best for single channel NRZ transmission at 10 Gbit/s. In contrast, such a map has been shown to be limited by cross-phase modulation in WDM systems with narrow (35 GHz) channel spacing, where the use of IDF×2 or 3 should be preferred. Systems making use of broad (50 ps) RZ pulses are limited by the proximity between the repeaters and the DCF, resulting in a more severe impact of self-phase modulation in the DCF than when NRZ modulation is used. This is especially true for spans based on IDF×1. As a consequence IDF×2 or 3 should also be preferred for broad RZ pulses transmission at 10 Gbit/s.

The benefits of using IDF×1 over WBDCF has been demonstrated experimentally for a 50 km dispersion map using the chirped RZ modulation format at 10 Gbit/s. Using one of the first prototype IDF×1, we have shown that more than 45 spans could be cascaded for a power penalty less than that obtained with 40 spans based on SMF+WBDCF. Error free transmission over 50 spans made of SMF+IDF×1, corresponding to a distance of 2500 km, has been achieved with less than 5.5 dB power penalty.

Finally, a comparison of the transmission performance of NRZ and short pulse RZ modulation at 10 Gbit/s has been performed over a map made of 50 km spans of SMF and IDF×1. The short (1.8 and 4.8 ps) RZ pulses have been shown to be more resilient to self-phase modulation than the NRZ signal, due to the fact that they disperse extremely fast in the transmission fibre, enabling to increase the span input power, which in turn results in a better saturation behaviour of the EDFAs and higher signal-to-noise ratio. For a 3 dB power penalty limit, the transmission distance could be doubled
when using 4.8 ps RZ pulses as compared to conventional NRZ modulation. Transmission over up to 3000 km was demonstrated using the short 4.8 ps RZ pulses.
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Chapter 8

Conclusion

All-optical networks are becoming a reality, driven by recurrent needs for capacity mostly triggered by the increase in data traffic, and by the necessity to remove electronic bottlenecks. Large scale transparent networks are foreseen. However, the analogue nature of transmission through an all-optical network means that signal degradations will accumulate along any given path, unless some form of regeneration is applied. Consequently, the extension of so called “transparent domains” where no regeneration will take place needs to be defined.

Network planning and dimensioning, elaboration of routing algorithms, network management and path restoration, depend all on the knowledge of the accumulated signal degradation that can be tolerated for a given signal quality at the end node. Two main forms of signal degradation are encountered: those induced by the non-ideal transfer functions of the filtering devices to be found in optical network elements such as optical cross-connects (OXC) and optical add-drop multiplexers (OADM), and those induced by group-velocity dispersion, optical fibre non-linearities, amplifier noise and their interaction in the optical fibre link.

Design rules are therefore required, which would hide the physical layer complexity from the network operator. A modular approach has been suggested [1, 2, 3]. It relies on the knowledge of the maximum number of “normalised transmission sections” and optical network elements that can be cascaded for an acceptable signal quality, and on the definition of appropriate tolerance margins.

The present work contributes to this approach by examining the influence of dispersion in optical network elements, and by optimising the dispersion management of optical fibre links based on standard single mode fibre (SMF).
8.1 Summary

The influence of the phase transfer function (dispersion) of fibre optics components will become increasingly important due to the systems upgrades towards higher bit rates, the larger number of optical network elements expected to be cascaded in a link, and the increased spectral efficiency resulting in the need for narrower bandwidth - and potentially more dispersive - devices. The applicability of various techniques enabling the experimental determination of the phase response of fibre optics filters has been discussed in depth. The use of Kramers-Kronig like relations has been shown to be of limited practical interest due to difficulties in determining whether real filters of a given type satisfy the minimum-phase criterion, and to computation issues. A general formulation of amplitude modulation techniques has been presented, based on which the validity of the now commonly used phase-shift technique could be discussed, highlighting the influence of the choice of the modulation frequency for accurate group-delay measurements. The phase response of a broad range of fibre optics components has been characterised experimentally. Those include fibre Fabry-Pérot filters, fibre chirped gratings for dispersion compensation, fibre Bragg gratings with uniform, Gaussian, sine or asymmetric apodisation profiles, fibre grating Mach-Zehnder optical add-drop multiplexers, multi-layer interference demultiplexers, tunable thin-film filters and arrayed waveguide grating routers. A novel measurement technique (the so-called “RF modulation” or “dispersion-offset” method), which enables the direct determination of the dispersion in the pass-band of optical filters, has been described and implemented. The choice of a particular filter technology for a given application should therefore depend, not only on the on the amplitude response (pass-band shape and cross-talk), but also on the amount of dispersion that can be tolerated for an allowed detuning. This has been investigated further by examining two technologies, namely fibre gratings and phased-array multiplexers, in a system context.

The effect of dispersion in fibre grating components has been studied at 10 Gbit/s. The influence of the apodisation profile on dispersion-induced penalty has been investigated numerically when the channel spacing in a WDM system is reduced from 100 to 25 GHz. The effect of dispersion on the allowable signal detuning with respect to the grating centre frequency has been shown to become significant for channel spacings smaller than 50 GHz. Among “classic” apodisation functions, Blackman apodisation should be preferred due to its larger detuning tolerance and good cross-talk properties. The relative detuning tolerance of Gaussian apodised gratings designed for 100 and 50 GHz channel spacings has been studied ex-
Dispersion has been identified as the main source of penalty for the narrower bandwidth device, limiting its cascadability to a maximum of five filters. Beyond the intrinsic dispersive properties of Gaussian apodised gratings, imperfections in the writing process due to the conventional double exposure technique are also believed to contribute to the observed system impairments. The use of reduced bandwidth modulation formats such as optical duobinary has been shown to be an effective way to improve the detuning tolerance of Gaussian apodised gratings. Alternatively, novel asymmetric apodisation functions with multiple phase-shifts have been used to demonstrate reduced dispersion in the pass-band, resulting in large detuning tolerances for non return-to-zero (NRZ), return-to-zero (RZ), carrier-suppressed return-to-zero (CS-RZ), upper and lower side-band return-to-zero (USB-RZ and LSB-RZ) modulation formats at 10 Gbit/s.

Conventional phased-array (PHASAR) devices can be shown to be inherently dispersion-less, apart from phase and amplitude errors introduced in the fabrication process, but exhibit a Gaussian-shaped pass-band resulting in a poor cascadability behaviour. Squaring the pass-band might, however, result in unwanted dispersion. The system implications of two PHASAR pass-band flattening techniques have been compared numerically in the context of a high spectral efficiency Terabit metropolitan ring network carrying 40 Gbit/s channels. The simulation results indicate that a PHASAR whose pass-band has been flattened with a parabolic taper input should be preferred over a design based on an input multi-mode interference (MMI) coupler. A full-width half-maximum bandwidth of 78 GHz has been shown to result in less than 1 dB power penalty after eight cascaded multiplexers, corresponding to four add-drop nodes, while still allowing for a 20 GHz detuning tolerance after four nodes. The dispersion of the pass-band flattened PHASAR has also been shown to account for a significant reduction of the device usable bandwidth.

“Normalised transmission sections” based on standard single mode fibres and dispersion compensating fibres (DCF) have been introduced and optimised with respect to the position of the DCF, degree of compensation, and power levels at the SMF and DCF inputs. The study has been conducted numerically for NRZ modulation at 10 Gbit/s. For 80 km spans typical of terrestrial networks, post-compensation has been found to perform better than pre-compensation at the expense of more stringent parameters tolerance. The existence of an optimum compensation ratio equal to 98% has been demonstrated for post-compensation, while little influence of the compensation ratio and power levels has been observed for pre-
compensation, which makes this scheme more attractive when large tolerances are required. When passive pre-distortion is added at the transmitter, both schemes can be significantly improved and perform equally well. The feasibility of the normalised section approach has been demonstrated experimentally for single channel and an eight channel WDM system with 200 GHz channel spacing. The benefit of adding passive pre-distortion at the transmitter and the influence of the compensation ratio have been confirmed experimentally. Pre- and post-compensation with or without pre-distortion have been compared experimentally for chirped return-to-zero (CRZ) transmission at 10 Gbit/s. Unless pre-distortion is used, pre-compensation was found to perform better than post-compensation. The addition of pre-distortion has been shown to result in a 40% increase in transmission distance for a 3 dB power penalty when used in conjunction with pre-compensation. Therefore, based on the experimental results, transparent domains with a diameter of the order of 1000 km (for a maximum penalty of 3 dB) should be feasible after optimisation of the dispersion management.

The potential of the newest generation of DCFs to compensate for the dispersion slope of SMF has been demonstrated experimentally. In particular, 10 Gbit/s NRZ transmission in the L-band (at 1597 nm) has been reported over more than 1000 km with a dispersion map optimised in the C-band (around 1550 nm).

Novel dispersion compensating fibres enabling for the cabled compensation of the dispersion and dispersion slope of SMF (the so-called inverse dispersion fibres, or IDF×n where n is the SMF to DCF length ratio) have been introduced and their performance compared numerically for single channel RZ or NRZ transmission, as well as WDM NRZ transmission over 50 km repeatered spans. IDF×1 has been shown to enable the longest transmission distance in the single channel NRZ case, whereas its proximity to the repeaters results in enhanced self-phase modulation (SPM) for RZ modulation with 50% duty cycle. Cross-phase modulation has been shown to result in the poorer performance of IDF×1 in WDM systems where the use of IDF×2 or 3 should be preferred. The first comparison of transmission over a SMF+DCF and SMF+IDF×1 maps has been reported for CRZ modulation at 10 Gbit/s, demonstrating the potential of the new IDF. Finally, a comparison between NRZ and short pulse (1.8 and 3.8 ps) RZ transmission has been performed at 10 Gbit/s over a 50 km SMF+IDF×1 map. The 3.8 ps RZ pulses have been found to enable a doubled transmission distance compared to NRZ for a 3 dB power penalty criterion. This significant improvement has been attributed to the fact that short pulses
disperse faster in the transmission fibre, offering better resilience to SPM, which in turns enable their power to be increased in order to guarantee a better optical signal-to-noise ratio.

We have therefore examined high bit-rate (10 and 40 Gbit/s) signal degradation mechanisms induced by network elements, with an emphasis on dispersion in wavelength selection devices, as well as group-velocity dispersion, optical fibre non-linearities and their intricate interaction in transmission links based on standard single-mode fibre and dispersion compensating fibre (either conventional DCF or IDF). The knowledge gained from these studies is expected to ease the design of future high-capacity transparent optical networks by providing a better understanding of some of the basic physical layer limitations, and by enabling choices between competing technologies. However, some additional investigations are required before the modular approach advocated in this thesis can be practically implemented in network design and management tools.

8.2 Future work

So far, the effects of filtering and signal distortion in optical fibre links have been considered independently. However, some interaction between those two categories of signal degradation mechanisms are expected. For instance, spectral broadening induced by self-phase modulation in the transmission fibre is foreseen to affect the penalty and the consecutive detuning tolerance when the transmitted signal reaches a network element. This will be particularly sensitive in high spectral efficiency systems.

The cascadability of network elements has been studied by assuming identical and perfectly aligned transfer functions, either in the simulations or in the re-circulating loop experiments. Some differences between real transfer functions of fabricated components, as well as statistical detunings, should also be taken into account. Furthermore, the influence of optical cross-talk, which has been deliberately ignored in the present work, should be considered, as it will also result in limitations of the dimensions of transparent domains. Some worst-case scenarios should be elaborated for hybrid links making use of different fibre types and/or different span lengths, and optical paths where network elements based on different technologies would be encountered (e.g. fibre grating based OADM and arrayed waveguide grating based OXC). Polarisation effects have also been neglected in the present work.

The foreseen upgrade of the bit rate in the near future will also require some of the studies reported here to be conducted at 40 Gbit/s and above.
This will be necessary in order to take into account the reduced tolerance to group-velocity and polarisation mode dispersion, and the higher requirements in terms of optical signal-to-noise ratio (OSNR) due to the larger signal bandwidths. Two technologies have been introduced to enable an increase of the OSNR at the receiver, while allowing for a higher SPM tolerance, namely highly-dispersed pulses (also known as pseudo-linear) transmission, and distributed Raman amplification. In this thesis, the concept of highly dispersed transmission has been demonstrated to be beneficial for 10 Gbit/s systems making use of SMF and IDF×1. However, pseudo-linear systems at 40 Gbit/s and above have been shown to be prone to new manifestations of the Kerr non-linearity such as intra-channel four-wave mixing (IFWM) and intra-channel cross-phase modulation (IXPM)[4, 5]. Distributed Raman amplification has also attracted increasing interest over the past few years [6], introducing new design trade-offs in the dispersion managed link. A small effective area fibre is desirable in order to improve the Raman gain efficiency, which will in turn increase the signal path average power in the fibre, resulting in a potentially higher influence of non-linearities such as self- and cross-phase modulation. Consequently, the dispersion management scheme should be optimised by taking those new effects into account, which might lead to different conclusions regarding the use of DCF and IDF×n at high bit-rates.

A strong interest in modulation formats has also been recently observed. New modulation formats such as optical duobinary [7], carrier-suppressed return-to-zero [8], optical single side-band [9] and differential phase-shift keying [10, 11] have been introduced mostly because of their transmission properties in terms of tolerance to group-velocity dispersion and/or resilience to optical fibre non-linearities, but also because of the fact that some of them might allow for an increased spectral efficiency. The focus of most experimental and theoretical studies reported so far has been on the transmission aspects. However, the filtering tolerances of all those new modulation formats also need to be assessed. Some preliminary steps in this direction have been reported in this thesis with the experimental comparison of the detuning tolerance of five modulation formats through a low dispersion fibre Bragg grating.

In a more distant future, non-linear limitations in the transmission link might be alleviated by the use of a new class of optical fibres, the so-called photonic crystal fibres (PCF), offering additional design degrees of freedom compared to conventional step index fibres. An attractive property is the possibility to increase the fibre effective area while conserving its single-mode properties [12]. Pioneering work has been initiated in this new
exciting field [13, 14].

A number of those research goals have been, or are being pursued within the “Systems Competence Area” at COM, ensuring the continuation of the work presented in this Ph.D. thesis.
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Appendix A

Amplitude-phase relations in optical filters

A.1 The Kramers-Kronig relations

In this section, we follow [1] and provide a derivation of the Kramers-Kronig relations directly based on the causality assumption for a linear system. Alternative expressions of the amplitude-phase relations used in Chapter 2 are also derived.

Let $h(t)$ be the impulse response of a linear system. The principle of causality can be expressed as

$$h(t) = h(t)u(t)$$  \hspace{1cm} (A.1)

where $u(t)$ is the unit step function (or Heaviside function) defined as

$$u(t) = \begin{cases} 1 & t \geq 0 \\ 0 & t < 0 \end{cases}$$  \hspace{1cm} (A.2)

The Fourier transform\(^1\) of the unit step function is

$$H(\omega) = \pi \delta(\omega) - \frac{j}{\omega}$$  \hspace{1cm} (A.3)

---

\(^1\)As throughout the thesis, we define the Fourier transform $H(\omega)$ of a function $h(t)$ as

$$H(\omega) = \int_{-\infty}^{\infty} h(t) e^{-j\omega t} dt.$$  

Therefore the expression of the Fourier transform of the unit step might differ from some tabulated functions which assume an alternative definition of the Fourier transform.
By taking the Fourier transform of Equation (A.1), we obtain

\[ H(\omega) = \frac{1}{2\pi} H(\omega) * \left( \pi\delta(\omega) - \frac{j}{\omega} \right) \]  

(A.4)

from which we get

\[ H(\omega) = \frac{1}{j\pi} P \int_{-\infty}^{+\infty} \frac{H(\Omega)}{\Omega - \omega} d\Omega \]  

(A.5)

where \( P \) denotes the Cauchy principal value. From Equation (A.5) it can be seen that the real (respectively imaginary) part of the transfer function can be determined from the knowledge of its imaginary (respectively real) part\(^3\). The real and imaginary parts of \( H(\omega) \) are said to constitute a Hilbert transform pair. If we decompose the transfer function \( H(\omega) \) into its real and imaginary parts

\[ H(\omega) = H_r(\omega) + jH_i(\omega) \]  

(A.6)

we find the generalised Kramers-Kronig relations

\[ H_r(\omega) = \frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{H_i(\Omega)}{\Omega - \omega} d\Omega \]  

(A.7)

\[ H_i(\omega) = -\frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{H_r(\Omega)}{\Omega - \omega} d\Omega \]  

(A.8)

As the impulse response \( h(t) \) is causal, we can write

\[ H(\omega) = \int_{0}^{+\infty} h(t) e^{-j\omega t} dt \]  

(A.9)

\[ = \int_{0}^{+\infty} h(t) \cos(\omega t) dt - j \int_{0}^{+\infty} h(t) \sin(\omega t) dt \]  

(A.10)

Moreover, the impulse response is real valued. Therefore we can deduce from equation (A.10) that \( H_r \) and \( H_i \) are even and odd functions of the frequency respectively.

\(^2\)Where the \( 2\pi \) factor arises from our definition of the Fourier transform.

\(^3\)A derivation of (A.5) usually involves the integration of \( f(\Omega) = \frac{H(\Omega)}{\pi\omega} \) around a contour \( \mathcal{C} \) where \( H(\Omega) \) is analytical and avoiding the singularity at \( \Omega = \omega \), as well as the use of Cauchy’s theorem according to which \( \oint_{\mathcal{C}} f(\Omega) d\Omega = 0 \).
A.1 The Kramers-Kronig relations

Starting from (A.7) and using the fact that \( H_i \) is an odd function of frequency, we obtain

\[
H_r(\omega) = \frac{1}{\pi} P \int_0^{+\infty} \frac{H_i(\Omega)}{\Omega - \omega} d\Omega + \frac{1}{\pi} P \int_0^{+\infty} \frac{H_i(\Omega)}{\Omega + \omega} d\Omega \tag{A.11}
\]

We can proceed in a similar way starting from (A.8) and using the even properties of \( H_r \). This leads to alternative expressions for the Kramers-Kronig relations

\[
H_r(\omega) = \frac{2}{\pi} P \int_0^{+\infty} \frac{\Omega H_i(\Omega)}{\Omega^2 - \omega^2} d\Omega \tag{A.12}
\]

\[
H_i(\omega) = -\frac{2\omega}{\pi} P \int_0^{+\infty} \frac{H_r(\Omega)}{\Omega^2 - \omega^2} d\Omega \tag{A.13}
\]

The transfer function of an optical filter can be written

\[
H(\omega) = |H(\omega)| e^{-j\phi(\omega)} \tag{A.14}
\]

Taking the logarithm

\[
\ln H(\omega) = \ln |H(\omega)| - j\phi(\omega) \tag{A.15}
\]

If the filter is minimum-phase, the Kramers-Kronig relations can be applied to the real and imaginary parts of \( \ln H(\omega) \), resulting in the following alternative expressions for the phase:

\[
\phi(\omega) = \frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{\ln |H(\Omega)|}{\Omega - \omega} d\Omega \tag{A.16}
\]

\[
\phi(\omega) = \frac{2\omega}{\pi} P \int_0^{+\infty} \frac{\ln |H(\Omega)|}{\Omega^2 - \omega^2} d\Omega \tag{A.17}
\]

Performing the change of variable \( u = \ln \frac{\Omega}{\omega} \) in equation (A.17) leads to

\[
\phi(\omega) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\ln |H(\omega e^u)|}{\sinh u} du \tag{A.18}
\]

Recalling that

\[
\int \frac{1}{\sinh u} du = -\ln \left( \coth \frac{u}{2} \right) + C \tag{A.19}
\]
The factor $\ln \left( \coth \frac{|u|}{2} \right)$ is plotted in Fig. A.1. It can be seen that this factor peaks around $u = 0$ corresponding to $\Omega = \omega$ and exhibits a fast decrease when $|u|$ increases. As a consequence, the main contribution to the integral (A.20) arises from values in the vicinity of $u = 0$. Therefore, equation (A.20) states that, for a minimum-phase filter, the phase of the transfer function at the frequency $\omega$ depends mostly on the slope of the amplitude transfer function around $\omega$. The practical implications of this observation are discussed in Section 2.3.

**A.2 The minimum-phase condition**

We have seen above that the condition for Kramers-Kronig relations to exist between the real and imaginary parts of a complex transfer function
H(\omega) is that its impulse response h(t) is causal, or equivalently that the associated Laplace transform \( H_L(s) \) is analytic in the right-hand plane. Therefore, the existence of Kramers-Kronig relations between the logarithm of the amplitude transfer function \( \ln|H(\omega)| \) and its phase \( \phi(\omega) \) requires the function \( \ln H_L(s) \) to be analytic in the right-hand plane. In particular, \( H_L(s) \) should not have any zero for \( \text{Re}(s) \geq 0 \).

From a practical point of view, we are interested in knowing whether amplitude-phase relations can be applied to a certain type of optical filter. Modelling the filter response and checking for its analyticity in the right-hand plane could answer this question provided an analytical expression can be found for the complex transfer function over all complex frequencies. Nevertheless, this does not necessarily mean that a real imperfect transfer function of the same type of filter will also satisfy the analyticity condition or vice versa. Indeed, it has been reported that the effect of loss in arrayed waveguide grating filters can move the zeros of their complex transfer functions from the imaginary axis to the left-hand plane [2], making the real filters satisfy the minimum-phase condition. Note that in the case when its zeros in the right-hand plane are known, a transfer function can be decomposed as the product of a minimum phase function and an all-pass transfer function [3, 4], from which the phase response can be calculated. Nevertheless, in most cases, the only information available about the filter whose phase needs to be characterised, is a measured amplitude response over a small part of the real frequency axis.

The Paley-Wiener criterion is often invoked in order to determine whether a given function is the Fourier transform of a causal function. Writing \( H(\omega) = A(\omega)e^{-j\theta(\omega)} \), this theorem states [5] that a necessary and sufficient condition for a positive and square integrable function \( A(\omega) \) to be the Fourier spectrum of a causal function is the convergence of the integral

\[
\int_{-\infty}^{+\infty} \frac{\ln A(\omega)}{1+\omega^2} d\omega < \infty \quad (A.21)
\]

The Paley-Wiener condition might prove difficult to apply when a measurement of the magnitude of the transfer function is the only available information about a filter.

### A.3 Practical computation of the Kramers-Kronig relations

A number of techniques have been proposed in the literature in order to compute Kramers-Kronig relations. The main difficulty consists in per-
forming the numerical calculation of the principal value integrals (A.16) or (A.17), which are by nature difficult to handle. The use of efficient fast Fourier transform algorithms has been proposed in a method based on Fourier’s allied integrals [6], and a method based on a digital signal processing technique has been recently applied to the case of fibre Bragg gratings [7]. An exhaustive list of references pertaining to the numerical calculation of Kramers-Kronig relations can be found in [8].

In this work, we have implemented a Kramers-Kronig relation calculation algorithm based on a non-linear frequency translation known as the Wiener-Lee transform [5, 9]. This algorithm, which is identical to the one described in [10], has been used to generate the results presented in Section 2.3.2. A short description of the algorithm is given below.

We consider the real and imaginary parts of the complex transfer function\(^4\) \(H(\omega)\) according to equation (A.6). The real variable \(\omega\) can be expressed in terms of a new variable \(\delta\) according to

\[
\omega = -\tan \frac{\delta}{2}
\]

where \(\delta \in ] - \pi, \pi[\). We can therefore write

\[
H \left( -\tan \frac{\delta}{2} \right) = \rho(\delta) - j\chi(\delta)
\]

where \(\rho(\delta)\) and \(\chi(\delta)\) are odd and even functions of \(\delta\) respectively. These two functions can be expanded in Fourier series in the \(] - \pi, \pi[\) interval, resulting in

\[
\rho(\delta) = \sum_{n=0}^{+\infty} a_n \cos(n\delta)
\]

\[
\chi(\delta) = \sum_{n=1}^{+\infty} b_n \sin(n\delta)
\]

It can be shown (see for instance [5] or [9]) that, if the impulse response \(h(t)\) associated to the transfer function \(H(\omega)\) is causal, then

\[
b_n = -a_n
\]

Thus, if we know either the real or imaginary part of a transfer function, we can perform the transformation (A.22), evaluate its Fourier coefficients,

\(^4\)This algorithm will of course be applied to the function \(\ln H(\omega)\) after having ensured that it is of the minimum-phase type.
deduce those of the other component according to (A.26) and inverse transform its Fourier series before reverting to the original angular frequency scale.

The method is therefore simple to implement when fast-Fourier transform routines are used. However, its major drawback lies in the non-linear nature of the frequency transformation (A.22), which requires a large number of samples in order to reach an adequate resolution when one attempts to transform a function known only over a small range of the real frequencies axis, as it is often the case for measured amplitude responses of optical filters.

A.4 References


Appendix B

Properties and modelling of grating filters

B.1 Some properties of grating filters

A grating waveguide filter relies on perturbations of the core refractive index to couple energy between some forward propagating and backward propagating modes. In case only one forward and one backward propagating mode are considered, as it is the case in a single mode waveguide (ignoring coupling to cladding modes), the grating can be described by a scattering matrix between the forward and backward propagating modes. Following the notation of Figure B.1, the scattering relations between the forward and backward modes at the input \((z = 0)\) and output \((z = L)\) of

\[
\begin{align*}
&u(0) & \quad r_+ & \quad t & \quad r_- & \quad v(0) \\
&u(L) & \quad & \quad v(L)
\end{align*}
\]

Figure B.1 Notations for the coupled-modes analysis and scattering matrix formalism used in Appendix B. \(u(z)\) and \(v(z)\) are the forward and backward propagating waves respectively.
the grating can be written

$$
\begin{pmatrix}
  v(0) \\
  u(L)
\end{pmatrix} = 
\begin{pmatrix}
  S_{11} & S_{12} \\
  S_{21} & S_{22}
\end{pmatrix}
\begin{pmatrix}
  u(0) \\
  v(L)
\end{pmatrix}
$$

(B.1)

By considering the special cases where \( v(L) = 0 \) and \( u(0) = 0 \), the scattering matrix can be expressed simply in terms of the forward and backward transmission and reflection coefficients of the grating

$$
S = \begin{pmatrix}
  r_+ & t_- \\
  t_+ & r_-
\end{pmatrix}
$$

(B.2)

where \( r_+ \) and \( t_+ \) are the reflection and transmission coefficients, respectively, when a signal is input from the left-hand side of the grating, while \( r_- \) and \( t_- \) are the corresponding quantities when the right-hand side is used as the input. In the following, some useful relations between the transmission and reflection coefficients of a grating described by the scattering matrix formalism and coupled modes equations are derived. Some of those results are provided without derivation in [1]. They can also be derived using the more sophisticated resonance mode expansion formalism described in [2].

If the grating is assumed to be lossless, its scattering matrix is unitary and therefore

$$
r_+ = -\frac{t_-}{t_+} r_-^*
$$

(B.3)

The grating can also be described by the well-known coupled modes equations, which can take the following reduced form (see e.g. [2])

$$
\frac{du}{dz} + j\delta u = q(z) v
$$

(B.4)

$$
\frac{dv}{dz} - j\delta v = q^*(z) u
$$

(B.5)

where \( \delta = (\omega - \omega_B) n_{\text{eff}} / c \) and where \( q(z) \) is a coupling potential depending on the grating structure, i.e. on the spatial variations of the refractive index \( n(z) \). It is straightforward to show that, if \((u_1, v_1)\) and \((u_2, v_2)\) are two sets of solutions of the coupled modes equations (B.4) and (B.5), then

$$
\frac{d}{dz} (u_1 v_2 - u_2 v_1) = 0
$$

(B.6)
B.1 Some properties of grating filters

We apply this result to the following two particular solutions

\[ v_1 (L) = 0 \quad u_2 (0) = 0 \]
\[ v_1 (0) = r_+ u_1 (0) \quad u_2 (L) = r_- v_2 (L) \]
\[ u_1 (0) = t_+ u_1 (0) \quad v_2 (0) = t_- v_2 (L) \]

corresponding to input from the left and right-hand side of the grating, respectively. We obtain immediately

\[ t_+ = t_- \] (B.7)

We observe that, in order to derive equation (B.7), we have not made any assumption on the symmetry properties of the coupling potential \( q (z) \). Therefore, we have shown based on coupled modes equations that the transmittivity of a grating is identical whichever side of the structure is used as an input. As a consequence, we can re-write equation (B.3) under the form

\[ r_+ = - \frac{t}{t^* r_-} \] (B.8)

where \( t = t_+ = t_- \).

If we moreover express the complex reflection and transmission coefficients in terms of their amplitude and phase

\[ r_\pm = \sqrt{R_\pm} e^{-j \phi_\pm} \] (B.9)
\[ t = \sqrt{T} e^{-j \phi_t} \] (B.10)

then we can derive relations between measurable quantities such as the reflectivities \( R_\pm \) and the transmittivity \( T \), as well as the dispersion in reflection \( D_{r_\pm} \) and in transmission \( D_t \).

\[ R_+ = R_- \] (B.11)

and

\[ D_t = \frac{1}{2} [D_{r_+} + D_{r_-}] \] (B.12)

If moreover the grating is symmetric, then \( r_+ = r_- = r \) and

\[ D_t = D_r \] (B.13)

From the unitary nature of the scattering matrix, we also obtain the power conservation equation

\[ R_\pm + T = 1 \] (B.14)
We have therefore derived the following properties used in this thesis:

1. The transmission coefficient of a grating does not depend on the input

2. For an ideal symmetric grating, the group delay is identical in transmission and in reflection

3. When using an asymmetric apodisation profile, the same power reflectivity can be obtained from both ends of the gratings, while the dispersion might be different.

### B.2 Modelling of fibre gratings

Fibre gratings have been modelled using a conventional transfer matrix approach based on coupled-modes equations [3]. The grating is divided into \( M \) sections of length \( \Delta z \) where the period of the refractive index perturbation \( \Lambda (z) \) is assumed to be constant. Based on coupled mode equations, the coupling coefficients between forward and backward travelling waves can be derived analytically, resulting in the following transfer matrix relation for each section

\[
\begin{bmatrix}
E^+(z + \Delta z) \\
E^-(z + \Delta z)
\end{bmatrix} = T(z) \begin{bmatrix}
E^+(z) \\
E^-(z)
\end{bmatrix}
\]

(B.15)

where \( E^+ \) and \( E^- \) are the electric fields of the forward and backward propagating waves respectively. The transfer matrix of each uniform section of length \( \Delta z \) is

\[
T(z) = \begin{bmatrix}
(cosh(\gamma\Delta z) - j\frac{\Delta\beta}{\gamma} sinh(\gamma\Delta z)) e^{-j\beta_B \Delta z} & -j\frac{\Delta\beta}{\gamma} sinh(\gamma\Delta z) e^{-j(\beta_B \Delta z + \varphi)} \\
+j\frac{\Delta\beta}{\gamma} sinh(\gamma\Delta z) e^{j(\beta_B \Delta z + \varphi)} & (cosh(\gamma\Delta z) + j\frac{\Delta\beta}{\gamma} sinh(\gamma\Delta z)) e^{j\beta_B \Delta z}
\end{bmatrix}
\]

where the following parameters have been introduced.

\[
\beta_B = \frac{\pi}{\Lambda} \quad \Delta\beta = j\frac{q}{2} + n_{eff} \frac{2\pi}{\lambda} - \frac{\pi}{\Lambda} \quad \kappa = \frac{\pi}{\lambda_B} \alpha(z) \delta n \quad \gamma^2 = \kappa^2 - (\Delta\beta)^2
\]

(B.16)  
(B.17)

The refractive index profile can be written

\[
n(z) = n_{eff}(z) + \alpha(z) \delta n \cos \left[ \frac{2\pi}{\Lambda} z + \phi(z) \right]
\]

(B.18)
where $\delta n$ is the amplitude of the refractive index change due to photosensitivity. The effective refractive index $n_{\text{eff}}$ can furthermore be written

$$n_{\text{eff}}(z) = n_0 + m\alpha(z)\delta n$$  \hspace{1cm} (B.19)

where $n_0$ is the refractive index of the fibre core, $\alpha(z) \in [0, 1]$ is the apodisation function and the parameter $m \in [0, 1]$ controls the average refractive index. $\phi$ is the phase of the grating and should follow the phase continuity relation

$$\phi(z + \Delta z) = \phi(z) + 2\beta_B \Delta z + \Delta \phi$$  \hspace{1cm} (B.20)

where $\Delta \phi$ is an eventual phase shift. The transfer matrix of the grating $\mathbb{T} = (T_{ij})$ is obtained by multiplication of the transfer matrices of each uniform section

$$\mathbb{T} = \prod_{i=1}^{M} \mathbb{T}(z_i)$$  \hspace{1cm} (B.21)

with $z_i = -\frac{L}{2} + i\Delta z$. Note that in order to simplify the expressions of commonly used symmetric apodisation functions $\alpha(z)$, the origin of the $z$-axis has been changed to the middle of the grating compared to the notations of Figure B.1. The transfer matrix of the entire grating is therefore

$$\begin{bmatrix} E^+ (L/2) \\ E^- (L/2) \end{bmatrix} = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix} \begin{bmatrix} E^+ (-L/2) \\ E^- (-L/2) \end{bmatrix}$$  \hspace{1cm} (B.22)

from which we can express the complex reflectivity $r$ and transmittivity $t$ of the grating according to:

$$r = -\frac{T_{21}}{T_{22}}$$  \hspace{1cm} (B.23)

$$t = \frac{T_{11} - T_{21}T_{12}}{T_{22}}$$  \hspace{1cm} (B.24)

This transfer matrices approach has been applied to the calculation of the complex reflectivities of the gratings with different apodisation profiles considered in Chapter 3.

\textbf{B.3 References}


Appendix C

Low dispersion fibre Bragg grating with high detuning tolerance

C.1 Introduction

Fibre Bragg gratings (FBG) are attractive components for wavelength division multiplexing (WDM) applications due to the possibility to tailor their apodisation profile in order to realise nearly ideal amplitude responses with low-crosstalk and reduced bandwidth narrowing when cascaded. However, this might result in unwanted dispersion at the edges of the filter’s passband [1], which is critical for high bit rate applications and will ultimately limit their usable bandwidth. Some designs have been recently proposed to alleviate such limitations [2, 3, 4]. In parallel, the optical system technology is witnessing the introduction of advanced modulation formats for higher resilience to fibre nonlinearities and increased spectral efficiency [5]. These formats present different spectral widths resulting in different tolerance to amplitude and phase (dispersion) filtering. Consequently, novel FBG designs should be tested against a large variety of modulation formats. In this section, we present a new design for a low dispersion FBG filter. It is based

\[\text{This section presents results obtained in December 2002, therefore outside the official Ph.D. project duration. Nevertheless, this study is a continuation of the work reported in Chapter 3 and it has therefore been decided to include it as an appendix to the thesis. The grating apodisation profile was designed by Simon J. Hewlett from AOFR Pty Limited, Canberra, Australia and the grating was fabricated and characterised by Hans-Jürgen Deyerl from COM. The experimental determination of the frequency detuning tolerance was performed together with Beáta Zsigri.}\]
on an asymmetric apodisation profile with multiple phase shifts that can be easily fabricated using the novel polarisation control method [6]. A group-delay fluctuation of less than 10 ps is obtained over the 1 dB bandwidth for a FBG designed for 100 GHz channel spacing. Furthermore, the grating is only 20 mm long, making it easily packageable by conventional techniques. The good dispersion properties of the grating are confirmed by penalty measurements at 10 Gbit/s where, for the first time to our knowledge, we systematically compare the filtering tolerance of five different modulation formats and show that over 89% bandwidth utilisation can be reached in all cases. In addition, numerical simulations are used to predict the behaviour of the device at 40 Gbit/s.

C.2 Grating properties

The apodisation profile of the grating was designed using an iterative, constraint-based solver. Figure C.1 shows the normalised apodisation profile $\kappa(z)$ of the designed grating. The apodisation profile exhibits four regions with a formally negative index-change, which can be induced by seven phase shifts in the manufacturing process. The designed grating with a length of $L = 20$ mm was fabricated using the recently introduced polarisation control method for UV-writing of FBGs [6]. The resulting grating transfer function is also shown in Figure C.1 and shows a 20 dB bandwidth of 120 GHz for the fabricated device. The measured relative group-delay shows a maximum fluctuation of 10 ps and a RMS group-delay.
C.3 Experimental results

The filter detuning tolerance was determined experimentally at 10 Gbit/s for the following modulation formats: non return-to-zero (NRZ), return-to-zero (RZ), carrier-suppressed return-to-zero (CS-RZ), upper and lower side-band return-to-zero (USB-RZ and LSB-RZ). The experimental set-up is shown in Figure C.2. Light from a continuous wave tunable laser was first modulated with a $2^{31} - 1$ pseudo-random sequence in the NRZ format in a chirp-free Mach-Zehnder modulator (MZM 1). A second dual-drive Mach-Zehnder modulator (MZM 2), driven by a sinusoidal clock signal was used to shape the data to the different RZ formats. Depending on the clock signal frequency, bias, voltage swing and phase relation between the electrical signals applied to the two arms of the second modulator, either RZ, CS-RZ, USB-RZ or LSB-RZ modulation could be obtained [5]. In the case of RZ modulation, MZM 2 was biased at quadrature and driven with a 10 GHz clock signal and 180° phase shifted clock signal with peak-to-peak amplitudes equal to half of the modulator half-wave voltage $V_\pi$. For single side-band RZ modulation, the biasing condition and peak-to-peak voltage remained the same as for RZ, but the phase shift between the 10 GHz clock signals driving each of the arms of MZM 2 was equal to 90°. Either USB-RZ or LSB-RZ could be obtained by selecting which of the two clock signals was retarded compared to the other. In the case of CS-RZ modulation, the frequency of the clock generator was set to half of the bit rate (here $f_0 = 5$ GHz), MZM 2 was biased at a null transmission point, the peak-to-peak amplitude of each clock signal was $V_\pi$ and they ripple of $\sim 2.5$ ps within the 1 dB reflection bandwidth, in good agreement with simulations based on coupled mode theory.
were phase shifted by 180°. In this case, a frequency doubler was used in order to generate the 10 GHz clock signal necessary to drive the pulse pattern generator (PPG). An optical tunable delay line was inserted before MZM 2 in order to synchronise the pulse shaping to the incoming optically modulated NRZ signal. The light was then amplified using an erbium-doped fibre amplifier (EDFA) in order to compensate for the insertion loss of the modulators, before being input to the grating via a three-port optical circulator. After reflection by the grating, the signal was amplified in a second EDFA and detected in a PIN receiver (O/E). Due to the filter transfer function steepness, fast variations of the penalty are expected at the edges of the pass-band, and therefore the tunable laser wavelength was measured accurately with a wavelength meter throughout this experiment.

The spectra (in a 0.1 nm resolution bandwidth) obtained experimentally for each of the modulation formats are shown in Figure C.3. They exhibit expected features such as the reduced bandwidth of the main lobe of the spectrum of NRZ modulation compared to the RZ formats, the presence of discrete tones 10 GHz away from the carrier for RZ modulation, the suppression of the carrier and the presence of discrete tones 5 GHz away from the centre frequency of the spectrum in the case of CS-RZ modulation, as well as the reduced spectral width of the main lobe of CS-RZ compared to RZ. The single-side band spectra are asymmetric with respect to their centre frequency, one of the side-band presenting characteristics close to the ones of an NRZ spectrum, while the other side-band preserves the RZ features. We follow conventions used in radio communications and define USB as the modulation format whose spectrum exhibits suppression of the lower side-band when visualised with respect to frequency. The eye
diagrams at the output of each of the transmitters are shown in Figure C.4 (top row) for an extinction ratio of 13 dB. The measured back-to-back sensitivities were -16.2, -17.8, -18, -17.5 and -17.5 dBm for NRZ, RZ, CS-RZ, LSB-RZ and USB-RZ, respectively.

The penalty at a bit-error-rate of $1.0 \times 10^{-9}$ was measured as a function of the laser detuning with respect to the FBG centre frequency. The results are shown in Figure C.5 for the five modulation formats. It can be seen that the usable bandwidth of the device for a power penalty smaller than 1 dB depends only slightly on the modulation format. Some pulse reshaping is responsible for the negative penalty observed in the pass-band for some of the modulation formats. Filtering of amplified spontaneous emission (ASE) noise is also believed to contribute to the sensitivity improvement in the pass-band. Some penalty ripples are visible when the transmitter is tuned to the edges of the pass-band of the filter. However, the depth of those ripples is found to be dependent on the modulation format. NRZ appears to be the most affected, whereas smoother penalty curves are obtained for RZ and CS-RZ. This effect is more pronounced for negative frequency detunings, which can be correlated with the presence of a “shoulder” in the amplitude transfer function of the grating. Numerical simulations reproducing the experimental conditions of Figure C.2 and performed using the measured amplitude transfer function of the grating confirmed this observation. It is therefore believed that imperfections in the amplitude response of the FBG are responsible for the measured penalty ripples at the edges of the pass-band. It can be speculated that the broader the modulation format spectral width, the less pronounced the penalty ripples. It is therefore the relative content of the spectrum corrupted by grating imperfections that matters. For a certain frequency detuning, those imperfections will affect a larger fraction of a NRZ signal spectrum than a RZ spectrum,
hence resulting in a larger influence on the former modulation format. In the case of LSB-RZ modulation, it is found that the penalty curve follows closely the one obtained with NRZ modulation for negative frequency detunings, while it matches the RZ penalty curve for positive detunings, in accordance with the characteristics of the signal spectrum (RZ-like for negative detuning and NRZ-like for positive detuning). The measured usable bandwidths for 1 dB power penalty for the different modulation formats are summarised in Table C.1 where they are compared to simulation results. The RZ format presents a slightly larger detuning tolerance than NRZ, due to its better resilience to the grating imperfections for negative detunings. CS-RZ and single side-band RZ exhibit intermediate performance, in accordance with their relative spectral widths. Those detuning tolerances result in bandwidth utilisations (defined as the ratio of the usable bandwidth for 1 dB power penalty to the 20 dB bandwidth of the device) of 89 to 100%, depending on the modulation format.

Eyes diagrams measured after filtering are shown in Figure C.4 (bottom row) for a wavelength of $\approx 1550.5$ nm corresponding to a frequency detuning of $\approx 55$ GHz. It should be noted that the eye diagrams actually correspond to slightly different wavelengths due to limitations in the repeatability of the external cavity tunable laser used in this experiment. The actual laser wavelengths, as measured using the wavelength meter, are indicated below the corresponding eye diagram. They correspond to frequency detunings of 53.9, 57.6, 53.9, 51.4 and 55.1 GHz for NRZ, RZ, CS-RZ, LSB-RZ and USB-RZ, respectively. It is confirmed that the signal gets severely degraded for lower positive detuning values in the case of NRZ

**Figure C.5** Measured penalty as a function of detuning for the various modulation formats at 10 Gbit/s.
C.4 Simulations

Figure C.6  Calculated EOP as a function of detuning for the various modulation formats at 10 Gbit/s.

and USB-RZ modulation. For the latter modulation format, this can be explained by the fact that most of the energy of the spectrum lies in the upper side-band, which is suppressed by low-pass filtering due to the edge of the filter transfer function for positive detunings. Although distorted, the eye diagram of RZ modulation with a frequency detuning as high as 57.6 GHz is still open, confirming the high resilience of this modulation format towards filtering by the asymmetric fibre Bragg grating. This resilience confirms the low dispersion nature of the filter, as in case dispersion were limiting the usable bandwidth of the device, it would have been expected to affect the modulation formats with the larger spectral width first.

C.4 Simulations

Numerical simulations were performed using the modelled transfer function in order to evaluate the theoretical limit for the detuning tolerance. The different RZ modulation formats were generated by considering a cascade of two Mach-Zehnder modulators with appropriate biasing and driving conditions, in analogy with the experimental set-up described in Figure C.2. Duobinary NRZ modulation was also considered. The optical duobinary signal was generated in the same way as described in Section 3.3.1, with duobinary encoding realised by low-pass filtering the electrical data signal with a 5th order low-pass Bessel filter having a 3 dB bandwidth equal to 0.28 times the bit-rate. At the receiver side, the detected signal was filtered
Table C.1 Usable bandwidth (for 1 dB penalty; in GHz) of the grating for the various modulation formats at 10 and 40 Gbit/s. (e): experiment; (s): numerical simulation.

<table>
<thead>
<tr>
<th>Gbit/s</th>
<th>NRZ</th>
<th>RZ</th>
<th>CS-RZ</th>
<th>LSB</th>
<th>USB</th>
<th>Duob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 (e)</td>
<td>107</td>
<td>120</td>
<td>115</td>
<td>111</td>
<td>117</td>
<td>-</td>
</tr>
<tr>
<td>10 (s)</td>
<td>102</td>
<td>106</td>
<td>100</td>
<td>108</td>
<td>108</td>
<td>97</td>
</tr>
<tr>
<td>40 (s)</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>61</td>
<td>61</td>
<td>73</td>
</tr>
</tbody>
</table>

with a 4\textsuperscript{th} order Bessel low-pass filter with 3 dB cut-off frequency equal to 0.7 times the bit-rate. The simulations were performed by considering the transmission of a $2^{10} - 1$ pseudo-random sequence. The eye-opening penalty (EOP) was used as the performance evaluation criterion. The results are shown in Figure C.6. As expected, the penalty curves of USB and LSB-RZ modulation are not symmetrical with respect to the grating centre frequency, due to the asymmetric nature of those signals spectra. Nevertheless, the detuning tolerance for both formats is the same. The single side-band signals being inherently chirped (the Mach-Zehnder modulator used for pulse shaping is not operated in push-pull mode), with opposite chirp for USB-RZ and LSB-RZ, one might expect two possible causes for asymmetries in the penalty curves for those modulations. First, the spectrum asymmetry will result in different penalties depending on which side-band is suppressed by the edge of the filter transfer function. Second, the chirp of the signal will interact differently with the grating dispersion depending on their relative signs. Note that in the present case the analysis is complicated by the fact that the chirp is not a linear function of time\textsuperscript{2} and that the filter dispersion is not uniform with respect to wavelength. The pronounced asymmetry of the penalty performance of the single side-band formats cannot be observed in the experimental results of Figure C.5. This is due to the fact that the eye opening penalty metric used in the simulations only quantifies signal degradation due to pulse distortion and inter-symbol interference induced by the amplitude and phase filtering process, whereas the power penalty measured in the experiment is also affected by the signal-to-noise ratio degradation due to the excess attenuation at the edge of the filter’s pass-band.

The calculated detuning tolerances for 1 dB EOP are compared to the experimental results in Table C.1. Good agreement is observed, even

\textsuperscript{2}It can actually be shown that the chirp exhibits a sinusoidal dependence of time due to the driving conditions of the second Mach-Zehnder modulator and that its sign is the same at the leading and trailing edge of a pulse [7].
through the evaluation criteria slightly differ. This confirms that the fabricated grating exhibits a nearly ideal response. Furthermore, running the same set of simulations by assuming that the grating was a linear phase device resulted in approximately the same detuning tolerance, confirming the reduced influence of the FBG dispersion at 10 Gbit/s. Contrarily to the case of the Gaussian apodised grating investigated in Section 3.3.2, no benefit in terms of detuning tolerance is obtained here when using duobinary modulation, which also supports the reduced influence of the filter dispersion.

Numerical simulations were also performed at 40 Gbit/s. The use of the FBG designed for 100 GHz channel spacing would result in a high spectral efficiency of 0.4 bit/s/Hz. Consequently, larger signal distortions are expected, as can be seen in Figure C.7. Nevertheless, large detuning tolerances (at least 55% of the one reached at 10 Gbit/s while the bit-rate has been multiplied by four) can still be obtained, as shown in Table C.1. This reduction of the detuning tolerance is less pronounced in the case of duobinary modulation because of its reduced bandwidth.

**C.5 Conclusion**

We have demonstrated a novel design for a low dispersion fibre Bragg grating and have evaluated its wavelength detuning tolerance for NRZ, RZ, CS-RZ, LSB-RZ and USB-RZ modulation. In all cases a bandwidth utilisation
factor above 89% is obtained experimentally at 10 Gbit/s, in agreement with numerical simulations. Numerical simulations also predict a detuning tolerance of at least 60 GHz when the filter is used at 40 Gbit/s, which demonstrates its applicability to WDM systems with a high spectral efficiency of 0.4 bit/s/Hz.
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Appendix D

Simulation techniques

D.1 Receiver sensitivity calculations

The design of optical communication systems relies on the estimation of performance figures of merit such as the bit-error-rate (BER) and a number of derived quantities. The most commonly used are the receiver sensitivity (defined as the average received power resulting in a given BER, typically $1.0 \times 10^{-9}$), the power penalty (defined as the difference between the sensitivity at the output of the system and the so-called back-to-back sensitivity, typically at the transmitter output) or the error free transmission distance. In order to simulate the behaviour of optical links or sub-systems, it is therefore essential to be able to compute the BER in an effective and reliable way [1].

Particularly challenging is the estimation of the BER of systems subject to non-Gaussian noise statistics or exhibiting strong patterning effects resulting in inter-symbol interference (ISI).

A common approach is to assume Gaussian probability density functions (pdf) for the input voltage to the decision circuit (at the sampling time) for both the “0” and “1” levels. The so-called $Q$ factor can then be calculated from the mean values $\mu_0$ and $\mu_1$, and the standard deviations $\sigma_0$ and $\sigma_1$ of the “0” and “1” levels respectively, according to:

$$Q = \frac{\mu_1 - \mu_0}{\sigma_1 + \sigma_0}$$  \hspace{1cm} (D.1)

The BER can then be related to the $Q$ factor by using:

$$\text{BER} = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right)$$  \hspace{1cm} (D.2)
where erfc is the complementary error function defined as:

\[
erfc(x) = \frac{2}{\sqrt{\pi}} \int_x^{+\infty} \exp(-y^2) \, dy
\]  

However, this technique is clearly not valid if the noise distribution is not Gaussian as well as in the presence of inter-symbol interference. In the latter case, fitting two Gaussian distributions to an eye diagram severely distorted by ISI will result in overestimated values of the standard deviations \( \sigma_0 \) and \( \sigma_1 \), leading to a pessimistic BER evaluation. The BER estimation can be improved by taking the pattern effects resulting in ISI into account. For instance, the BER can be calculated taking ISI from the two neighbouring bits into account, according to the method described in [2], which has been used throughout the simulations presented in this thesis. The transmitted pattern is divided into the eight possible combinations of three bits (000, 100, 001, 101, 111, 011, 110, 010) and Gaussian distributions are fitted to each of these combinations. A weighted averaging is then performed depending on the number of occurrences of each combination in the data stream. The method can be extended in a straightforward manner to a higher number of neighbouring bits depending on the memory of the system under investigation (see for instance [3] where a system limited by pattern effects due to saturation in semiconductor optical amplifiers was investigated and where it was shown that taking the ISI from the two neighbouring bits was not sufficient in order to provide a good estimate of the BER). Even by introducing such a method, the number of bits used in the simulation (in terms of pattern length and/or number of simulation runs) still needs to be optimised in order to provide an estimate of the BER fulfilling some kind of confidence requirement [4]. The simulated Q factor should in principle compare with values obtained experimentally, the most reliable technique being to fit BER versus decision threshold measurements obtained at high BER values for both the “0” and “1”, with a curve assuming Gaussian noise statistics [5].

### D.2 Validation tests

In order to ensure the reliability of the numerical simulations presented throughout this thesis, a number of validity tests have been performed. It should indeed be mentioned that quite often, the most time consuming part in the numerical analysis of an optical communication system, is not to run the simulation that will lead to results, but to ensure that it makes some sense in terms of appropriateness of the models, choice of the physical and
Figure D.1 Back-to-back sensitivity calculated using the Gaussian approximation as a function of the number of simulated bits for a 10 Gbit/s NRZ transmitter and receiver with 3 pA/√Hz single-sided thermal noise density.

also, more importantly, numerical parameters such as sample rate, split-step size, number of bits, etc. Some examples of validation tests are given below.

Confronting the simulator with itself

As discussed in Section D.1 above, the numerical estimation of the bit-error-rate of a communication system remains a challenging task. This is mainly due to the fact that, contrarily to its experimental measurement, one wishes to calculate the BER without actually having to count the errors by time consuming Monte-Carlo simulations. Therefore, a trade-off often needs to be found between the reliability of the BER estimation and the number of bits used for its calculation, which will determine the execution time of the simulation. This is illustrated in Figure D.1 where the back-to-back sensitivity of a 10 Gbit/s non return-to-zero (NRZ) transmitter has been assessed numerically as a function of number of bits according to the BER evaluation method of [2]. This calculation was performed with the second generation of tools made available to us by Virtual Photonics Incorporated (PTDS for Linux), which has been used extensively for many of the simulations presented in this thesis. It can be seen that the calculated back-to-back sensitivity depends strongly on the number of bits used for its evaluation. For this particular system, the estimated sensitivity starts converging towards its final value when the number of bits is higher than 512. Consequently, the use of 1024 bits is found to constitute a good trade-off between simulation accuracy and reasonable execution time. It should be emphasised that the choice of the optimum number of bits depends on the
system being studied and the signal degradation mechanisms involved. In general, a value of 1024 bits has been found to result in a good compromise for the simulations presented in this thesis.

**Confronting the simulator with others**

Benchmarking different simulation tools relying on distinct models or simulation approaches also proves useful in order to define their respective range of validity and limitations. This exercise has been performed for different types of systems in order to compare results obtained with commercial products from Virtual Photonics Incorporated and with STONE (Simulation Tool for Optical NEtworks), an in-house simulator designed by Christian Rasmussen [6]. An example of such a comparison can be seen in Figure D.2 where we show the power penalty calculated as a function of Gaussian filter full-width half-maximum (FWHM) bandwidth using either STONE or PTDS. The calculation was repeated for Gaussian orders \( m \) ranging from 1 to 4. In order to enable a fair comparison of the receiver sensitivity evaluation methods, the same bit pattern was used with both simulation tools (i.e. a 1024 bit sequence was generated in PTDS and transferred to the STONE simulator). Good agreement between the two simulation tools was obtained.
Figure D.3 Calculated log (BER) as a function of average power into the SMF and the DCF after 20×80 km 100% post-compensated SMF+DCF spans (STONE simulation). The points B and M indicate the optima calculated using BroadNed and measured in a re-circulating loop experiment, respectively.

Confronting the simulator with reality

The ultimate validity check for simulations is the comparison with measurement results obtained on the system being modelled. This task is fairly challenging since simulations of optical communication systems often require the use of simplified models for the different elements in a link (e.g. erbium doped fibre amplifiers). The reason for the use of these simplified “system” models is two-fold. First, the use of accurate physical models for individual components might be prohibitive from a time of execution point of view when one wishes to optimise a whole system. Second, such models require a detailed knowledge of many physical parameters which might not be available to the system designer. Accordingly, the present generation of optical communication systems simulators is best suited to provide a qualitative understanding of the systems being studied and their limitations. Quantitative agreement would require a high level of details in the modelling and necessitate advanced characterisation of all the elements to be found in the system.

Throughout the work reported in this thesis, it has been attempted, whenever possible, to validate simulation results with experimental data. One additional example is provided in Figure D.3 where we compare the
numerical and experimental optimisation of a dispersion map made of standard single-mode fibre (SMF) and dispersion compensating fibre (DCF). This map corresponds to one of the so-called “normalised sections” described in Chapter 5 with 80 km SMF and 100% post-compensation. The system has been optimised with respect to input power to the SMF and the DCF after 20 cascaded spans. The results of the numerical optimisation as performed using STONE are represented as a contour plot in Figure D.3. The BER at the end of the link was chosen as the performance evaluation criterion for the system. The optimum fibre input power values found using the first generation of commercial softwares from Virtual Photonics Incorporated (BroadNeD) are also represented in the graph (point B). A re-circulating loop experiment similar to the ones described in Section 5.3 was also performed on the same system, leading to the optimum point represented as M in the contour plot. Good qualitative agreement between the two simulation tools and the experimental results is obtained for the definition of the optimum parameters.
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