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Research outputs:

Pupillary measurement during an assembly task
We conducted an empirical study of 57 children using a printed Booklet and a digital Tablet instruction for LEGO® construction while they wore a head-mounted gaze tracker. Booklets caused a particularly strong pupil dilation when encountered as the first media. Subjective responses confirmed the booklet to be more difficult to use. The children who were least productive and asked for assistance more often had a significantly different pupil pattern than the rest. Our findings suggest that it is possible to collect pupil size data in unconstrained work scenarios, providing insight to task effort and difficulties.
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Gaze typing in virtual reality: Impact of keyboard design, selection method, and motion

Gaze tracking in virtual reality (VR) allows for hands-free text entry, but it has not yet been explored. We investigate how the keyboard design, selection method, and motion in the field of view may impact typing performance and user experience. We present two studies of people (n = 32) typing with gaze+dwell and gaze+click inputs in VR. In study 1, the typing keyboard was flat and within-view; in study 2, it was larger-than-view but curved. Both studies included a stationary and a dynamic motion conditions in the user's field of view. Our findings suggest that 1) gaze typing in VR is viable but
constrained, 2) the users perform best (10.15 WPM) when the entire keyboard is within-view; the larger-than-view keyboard (9.15 WPM) induces physical strain due to increased head movements, 3) motion in the field of view impacts the user’s performance: Users perform better while stationary than when in motion, and 4) gaze+click is better than dwell only (fixed at 550 ms) interaction.
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Head and gaze control of a telepresence robot with an HMD
Gaze interaction with telerobots is a new opportunity for wheelchair users with severe motor disabilities. We present a video showing how head-mounted displays (HMD) with gaze tracking can be used to monitor a robot that carries a 360° video camera and a microphone. Our interface supports autonomous driving via way-points on a map, along with gaze-controlled steering and gaze typing. It is implemented with Unity, which communicates with the Robot Operating System (ROS).
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A Fitts' law study of click and dwell interaction by gaze, head and mouse with a head-mounted display
Gaze and head tracking, or pointing, in head-mounted displays enables new input modalities for point-select tasks. We conducted a Fitts' law experiment with 41 subjects comparing head pointing and gaze pointing using a 300 ms dwell (\(n_1 = 22\)) or click (\(n_2 = 19\)) activation, with mouse input providing a baseline for both conditions. Gaze and head pointing were equally fast but slower than the mouse; dwell activation was faster than click activation. Throughput was highest for the mouse (2.75 bits/s), followed by head pointing (2.04 bits/s) and gaze pointing (1.85 bits/s).
activation, however, throughput for gaze and head pointing were almost identical, as was the effective target width (≈ 55 pixels; about 2°) for all three input methods. Subjective feedback rated the physical workload less for gaze pointing than head pointing.
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**A gaze interactive assembly instruction with pupillometric recording**

This paper presents a study of a gaze interactive digital assembly instruction that provides concurrent logging of pupil data in a realistic task setting. The instruction allows hands-free gaze dwells as a substitute for finger clicks, and supports image rotation as well as image zooming by head movements. A user study in two LEGO toy stores with 72 children showed it to be immediately usable by 64 of them. Data logging of view-times and pupil dilations was possible for 59 participants. On average, the children spent half of the time attending to the instruction (S.D. 10.9%). The recorded pupil size showed a decrease throughout the building process, except when the child had to back-step: a regression was found to be followed by a pupil dilation. The main contribution of this study is to demonstrate gaze-tracking technology capable of supporting both robust interaction and concurrent, non-intrusive recording of gaze- and pupil data in-the-wild. Previous research has found pupil dilation to be associated with changes in task effort. However, other factors like fatigue, head motion, or ambient light may also have an impact. The final section summarizes our approach to this complexity of real-task pupil data collection and makes suggestions for how future applications may utilize pupil information.
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Bicycles and Wheelchairs for Locomotion Control of a Simulated Telerobot Supported by Gaze- and Head-Interaction

We present an interface for control of a telerobot that supports field-of-view panning, mode selections and keyboard typing by head- and gaze-interaction. The utility of the interface was tested by 19 able-bodied participants controlling a virtual telerobot from a wheelchair mounted on rollers which measure its wheel rotations, and by 14 able-bodied participants controlling the telerobot with an exercise bike. Both groups tried the interface twice: with head- and with gaze-interaction. Comparing wheelchair and bike locomotion control, the wheelchair simulator was faster and more manoeuvrable. Comparing gaze- and head-interaction, the two input methods were preferred by an equal number of participants. However, participants made more errors typing with gaze than with head. We conclude that virtual reality is a viable way of specifying and testing interfaces for telerobots and an effective probe for eliciting peoples subjective experiences.

Computer-Implemented Method of Recovering a Visual Event

A computer-implemented method and a computer of recovering a visual event, comprising: by means of a graphical user interface, the contents of a viewpoint is displayed to a user as the viewpoint is progressively moved across graphical portions of a visual media object; while the contents of the viewpoint is displayed, recording an eye movement signal that is indicative of the movements of a user's at least one eye, classifying temporal sections of the eye movement signal into at least a class of long slow-phase OKN eye movements occurring among short slow-phase eye movements; setting a synchronization marker at least for a first occurrence of a temporal section classified as a smooth pursuit eye movement; wherein the synchronization marker comprises a link to or impression information of the contents of the viewpoint at the point in time when the first occurrence of a smooth pursuit eye movement occurred; via the synchronization marker, recovering the impression information or the contents of the viewpoint that was displayed at the point in time when the first occurrence of the smooth pursuit occurred.
**Substantiating reading teachers with scanpaths**

We present a tool that allows reading teachers to record and replay students’ voice and gaze behavior during reading. The tool replays scanpaths to reading professionals without prior gaze data experience. On the basis of test experiences with 147 students, we share our initial observations on how teachers make use of the tool to create a dialog with their students.

**Dynamic Bluetooth beacons for people with disabilities**

This paper focuses on digital aids for sight impairment and motor disabilities. We propose an Internet of Things (IoT) platform for discovering nearby items, getting their status, and interacting with them by e.g., voice commands or gaze gestures. The technology is based on Bluetooth Low Energy, which is included in consumer electronics such as smartphones without requiring additional hardware. The paper presents a prototype platform illustrated by concepts of use.
Low Cost and Flexible UAV Deployment of Sensors
This paper presents a platform for airborne sensor applications using low-cost, open-source components carried by an easy-to-fly unmanned aircraft vehicle (UAV). The system, available in open-source, is designed for researchers, students and makers for a broad range of exploration and data-collection needs. The main contribution is the extensible architecture for modularized airborne sensor deployment and real-time data visualisation. Our open-source Android application provides data collection, flight path definition and map tools. Total cost of the system is below 800 dollars. The flexibility of the system is illustrated by mapping the location of Bluetooth beacons (iBeacons) on a ground field and by measuring water temperature in a lake.

General information
State: Published
Organisations: Department of Management Engineering, Technology and Innovation Management, Copenhagen Center for Health Technology, Transport DTU, IT University of Copenhagen
Contributors: Sørensen, L. Y., Jacobsen, L. T., Hansen, J. P.
Number of pages: 13
Publication date: 2017
Peer-reviewed: Yes

Publication information
Journal: Sensors
Volume: 17
Issue number: 1
ISSN (Print): 1424-8220
Ratings:
BFI (2019): BFI-level 2
Web of Science (2019): Indexed yes
BFI (2018): BFI-level 2
Web of Science (2018): Indexed yes
BFI (2017): BFI-level 2
Scopus rating (2017): CiteScore 3.23 SJR 0.584 SNIP 1.55
Web of Science (2017): Impact factor 2.475
Web of Science (2017): Indexed yes
BFI (2016): BFI-level 2
Scopus rating (2016): CiteScore 2.78 SJR 0.623 SNIP 1.614
Web of Science (2016): Impact factor 2.677
Web of Science (2016): Indexed yes
BFI (2015): BFI-level 2
Scopus rating (2015): CiteScore 2.21 SJR 0.647 SNIP 1.643
Web of Science (2015): Impact factor 2.033
Web of Science (2015): Indexed yes
BFI (2014): BFI-level 2
Scopus rating (2014): CiteScore 2.4 SJR 0.707 SNIP 1.796
Web of Science (2014): Impact factor 2.245
Web of Science (2014): Indexed yes
BFI (2013): BFI-level 2
Scopus rating (2013): CiteScore 2.72 SJR 0.636 SNIP 1.758
Web of Science (2013): Impact factor 2.048
ISI indexed (2013): ISI indexed yes
Web of Science (2013): Indexed yes
BFI (2012): BFI-level 2
Scopus rating (2012): CiteScore 2.53 SJR 0.671 SNIP 1.709
Web of Science (2012): Impact factor 1.953
ISI indexed (2012): ISI indexed yes
Web of Science (2012): Indexed yes
BFI (2011): BFI-level 2
Scopus rating (2011): CiteScore 2.44 SJR 0.641 SNIP 1.439
Systems and methods of eye tracking calibration

Methods and systems to facilitate eye tracking control calibration are provided. One or more objects are displayed on a display of a device, where the one or more objects are associated with a function unrelated to a calculation of one or more calibration parameters. The one or more calibration parameters relate to a calibration of a calculation of gaze information of a user of the device, where the gaze information indicates where the user is looking. While the one or more objects are displayed, eye movement information associated with the user is determined, which indicates eye movement of one or more eye features associated with at least one eye of the user. The eye movement information is associated with a first object location of the one or more objects. The one or more calibration parameters are calculated based on the first object location being associated with the eye movement information.
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Mobile gaze input system for pervasive interaction

A mobile gaze-tracking system is provided. The user operates the system by looking at the gaze tracking unit and at pre-defined regions at the fringe of the tracking unit. The gaze tracking unit may be placed on a smartwatch, a wristband, or woven into a sleeve of a garment. The unit provides feedback to the user in response to the received command input. The unit provides feedback to the user on how to position the mobile unit in front of his eyes. The gaze tracking unit interacts with one or more controlled devices via wireless or wired communications. Example devices include a lock, a thermostat, a light or a TV. The connection between the gaze tracking unit may be temporary or longer-lasting. The gaze tracking unit may detect features of the eye that provide information about the identity of the user.

Wrist-worn pervasive gaze interaction

This paper addresses gaze interaction for smart home control, conducted from a wrist-worn unit. First we asked ten people to enact the gaze movements they would propose for e.g. opening a door or adjusting the room temperature. On basis of their suggestions we built and tested different versions of a prototype applying off-screen stroke input. Command prompts were given to twenty participants by text or arrow displays. The success rate achieved by the end of their first encounter with the system was 46% in average; it took them 1.28 seconds to connect with the system and 1.29 seconds to make a correct selection. Their subjective evaluations were positive with regard to the speed of the interaction. We conclude that gaze gesture input seems feasible for fast and brief remote control of smart home technology provided that robustness of tracking is improved.
A Gaze Interactive Textual Smartwatch Interface
Mobile gaze interaction is challenged by inherent motor noise. We examined the gaze tracking accuracy and precision of twelve subjects wearing a gaze tracker on their wrist while standing and walking. Results suggest that it will be possible to detect whether people are glancing the watch, but not where on the screen they are looking. To counter the motor noise we present a word-by-word textual UI that shows temporary command options to be executed by gaze-strokes. Twenty-seven participants conducted a simulated smartwatch task and were able to reliably perform commands that would adjust the speed of word presentation or make regressions. We discuss future design and usage options for a textual smartwatch gaze interface.
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A GazeWatch Prototype
We demonstrate potentials of adding a gaze tracking unit to a smartwatch, allowing hands-free interaction with the watch itself and control of the environment. Users give commands via gaze gestures, i.e. looking away and back to the GazeWatch. Rapid presentation of single words on the watch display provides a rich and effective textual interface. Finally, we exemplify how the GazeWatch can be used as a ubiquitous pointer on large displays.
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Civile Droner i Danmark: Kort lægning og teknologivurdering
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Method for facilitating eye tracking control calibration for user during personal identification number entry, involves calculating calibration parameters based on object location being associated with eye movement information.

The method involves displaying objects being associated with a function unrelated to calculation of calibration parameters on a display of a computing device. Eye movement information associated with a user is determined when the objects are displayed, where the eye movement information indicates eye movement of eye features associated with an eye of the user. The eye movement information is associated with an object location of the objects. The calibration parameters are calculated based on the object location being associated with the eye movement information.

Method for facilitating eye tracking control calibration for a user of a computing device during personal identification number entry. Uses include but are not limited to a personal computer, a smartphone, a personal digital assistant (PDA), a mobile phone or a cellular telephone, a web appliance, a computing tablet or a tablet PC, an electronic reader, a TV, a set-top box, a laptop, a desktop computer, a display device and a head-mounted display.

The method enables filtering out visible light using an infrared pass filter such that field of view and depth of view of lenses of cameras in a camera module can allow the user to move around to accommodate for head pose variance of the user and an eye tracking control software can analyze images taken by the camera module to provide screen coordinates, thus improving image quality, while allowing number of users to use an eye tracking system at a given time, and hence increasing accuracy of eye tracking control calibration in a quick and efficient manner.

The Use of Gaze to Control Drones

This paper presents an experimental investigation of gaze-based control modes for unmanned aerial vehicles (UAVs or “drones”). Ten participants performed a simple flying task. We gathered empirical measures, including task completion time, and examined the user experience for difficulty, reliability, and fun. Four control modes were tested, with each mode applying a combination of x-y gaze movement and manual (keyboard) input to control speed (pitch), altitude, rotation (yaw), and drafting (roll). Participants had similar task completion times for all four control modes, but one combination was considered significantly more reliable than the others. We discuss design and performance issues for the gaze-plus-manual split of controls when drones are operated using gaze in conjunction with tablets, near-eye displays (glasses), or monitors.
Eye Movements in Gaze Interaction

Gaze, as a sole input modality must support complex navigation and selection tasks. Gaze interaction combines specific eye movements and graphic display objects (GDOs). This paper suggests a unifying taxonomy of gaze interaction principles. The taxonomy deals with three types of eye movements: fixations, saccades and smooth pursuits and three types of GDOs: static, dynamic, or absent. This taxonomy is qualified through related research and is the first main contribution of this paper. The second part of the paper offers an experimental exploration of single stroke gaze gestures (SSGG). The main findings suggest (1) that different lengths of SSGG can be used for interaction, (2) that GDOs are not necessary for successful completion, and (3) that SSGG are comparable to dwell time selection.
Gaze Tracking Through Smartphones
Mobile gaze trackers embedded in smartphones or tablets provide a powerful personal link to game devices, head-mounted micro-displays, PC's, and TV's. This link may offer a main road to the mass market for gaze interaction, we suggest.
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Collecting location-based voice messages on a TalkingBadge

This paper presents three experiments to explore the feasibility of location-based voice messaging. We first compared three methods for collecting synthetic speech messages located in a room, namely PIN code entry, barcode scanning and automatic detection with a Bluetooth antenna. In addition to being very reliable, Bluetooth detection was significantly faster than PIN code entry and barcode scanning. We then examined detection times and errors in an open five floor building with antennas located densely. This confirmed that Bluetooth is fast enough to catch people walking through a zone and specific enough to distinguish between zones located just 20 meters apart. Finally, we played digitized voice messages to 11 participants walking into a zone. They received most of the messages well, but a majority of their comments were negative, expressing concerns for the potential infringement of privacy. We conclude that location specific audio messaging works from a technical perspective, but requires careful consideration of social comfort.

Conclusion and Look to the Future

Demo of Gaze Controlled Flying

Development of a control paradigm for unmanned aerial vehicles (UAV) is a new challenge to HCI. The demo explores how to use gaze as input for locomotion in 3D. A low-cost drone will be controlled by tracking user’s point of regard (gaze) on a live video stream from the UAV.
**Gaze input for mobile devices by dwell and gestures**
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**Methods and Measures: An Introduction**
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Evaluating gaze-based interface tools to facilitate point-and-select tasks with small targets

Gaze interaction affords hands-free control of computers. Pointing to and selecting small targets using gaze alone is difficult because of the limited accuracy of gaze pointing. This is the first experimental comparison of gaze-based interface tools for small-target (e.g. <12 × 12 pixels) point-and-select tasks. We conducted two experiments comparing the performance of dwell, magnification and zoom methods in point-and-select tasks with small targets in single- and multiple-target layouts. Both magnification and zoom showed higher hit rates than dwell. Hit rates were higher when using magnification than when using zoom, but total pointing times were shorter using zoom. Furthermore, participants perceived magnification as more fatiguing than zoom. The higher accuracy of magnification makes it preferable when interacting with small targets. Our findings may guide the development of interface tools to facilitate access to mainstream interfaces for people with motor disabilities and other users in need of hands-free interaction.
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**Evaluation of a remote webcam-based eye tracker**

In this paper we assess the performance of an open-source gaze tracker in a remote (i.e. table-mounted) setup, and compare it with two other commercial eye trackers. An experiment with 5 subjects showed the open-source eye tracker to have a significantly higher level of accuracy than one of the commercial systems, Mirametrix S1, but also a higher error rate than the other commercial system, a Tobii T60. We conclude that the web-camera solution may be viable for people who need a substitute for the mouse input but cannot afford a commercial system.
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**Gaze interaction from bed**

This paper presents a low-cost gaze tracking solution for bedbound people composed of free-ware tracking software and commodity hardware. Gaze interaction is done on a large wall-projected image, visible to all people present in the room. The hardware equipment leaves physical space free to assist the person. Accuracy and precision of the tracking system was tested in an experiment with 12 subjects. We obtained a tracking quality that is sufficiently good to control applications designed for gaze interaction. The best tracking condition were achieved when people were sitting up compared to lying down. Also, gaze tracking in the bottom part of the image was found to be more precise than in the top part.
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Low Cost vs. High-End Eye Tracking for Usability Testing

Accuracy of an open source remote eye tracking system and a state-of-the-art commercial eye tracker was measured 4 times during a usability test. Results from 9 participants showed both devices to be fairly stable over time, but the commercial tracker was more accurate with a mean error of 31 pixels against 59 pixels using the low cost system. This suggests that low cost eye tracking can become a viable alternative, when usability studies need not to distinguish between, for instance, particular words or menu items that participants are looking at, but only between larger areas-of-interest they pay attention to.

Evaluation of a low-cost open-source gaze tracker

This paper presents a low-cost gaze tracking system that is based on a webcam mounted close to the user's eye. The performance of the gaze tracker was evaluated in an eye-typing task using two different typing applications. Participants could type between 3.56 and 6.78 words per minute, depending on the typing system used. A pilot study to assess the usability of the system was also carried out in the home of a user with severe motor impairments. The user successfully typed on a wall-projected interface using his eye movements.

Gaze-based interaction with public displays using off-the-shelf components

Eye gaze can be used to interact with high-density information presented on large displays. We have built a system employing off-the-shelf hardware components and open-source gaze tracking software that enables users to interact with an interface displayed on a 55” screen using their eye movements. The system works at a viewing distance of 1 to 1.5 meters and requires a 30 second calibration procedure for every user. We demonstrate how it can be used to navigate a
digital bulletin board display with several notes on top of each other. There are some technical challenges detecting the eyes when people are wearing glasses and when external light sources are present.

**General information**
State: Published
Organisations: IT University of Copenhagen
Contributors: San Agustin, J., Hansen, J. P., Tall, M. H.
Number of pages: 2
Publication date: 2010
Peer-reviewed: No
Event: Paper presented at Ubicomp 2010 DC, Copenhagen, Denmark.
Research output: Research › Paper – Annual report year: 2010

**Interaction with mainstream interfaces using gaze alone**
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**Single gaze gestures**
This paper examines gaze gestures and their applicability as a generic selection method for gaze-only controlled interfaces. The method explored here is the Single Gaze Gesture (SGG), i.e. gestures consisting of a single point-to-point eye movement. Horizontal and vertical, long and short SGGs were evaluated on two eye tracking devices (Tobii/QuickGlance (QG)). The main findings show that there is a significant difference in selection times between long and short SGGs, between vertical and horizontal selections, as well as between the different tracking systems.
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Gaze-controlled Driving
We investigate if the gaze (point of regard) can control a remote vehicle driving on a racing track. Five different input devices (on-screen buttons, mouse-pointing low-cost webcam eye tracker and two commercial eye tracking systems) provide heading and speed control on the scene view transmitted from the moving robot. Gaze control was found to be similar to mouse control. This suggests that robots and wheelchairs may be controlled "hands-free" through gaze. Low precision gaze tracking and image transmission delays had noticeable effect on performance.
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Implementering af teknologi til mennesker med handicaps: Internationale forskningsresultater vedrørende implementeringsprocesser og anbefalinger til design af systemer
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Learning gaze typing: what are the obstacles and what progress to expect?
Gaze interaction is a promising input modality for people who are unable to control their fingers and arms. This paper suggests a number of new metrics that can be applied to the analysis of gaze typing interfaces and to the evaluation of user performance. These metrics are derived from a close examination of eight subjects typing text by gazing on a dwell-time activated onscreen keyboard during a seven-day experiment. One of the metrics, termed “Attended keys per
character”, measures the number of keys that are attended for each typed character. This metric turned out to be particularly well correlated to the actual numbers of errors committed \( r = 0.915 \). In addition to introducing metrics specific for gaze typing, the paper discusses how the metrics could make remote progress monitoring possible and provides some general advice on how to introduce gaze typing for novice users.
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Location-Based Services and Privacy in Airports
This paper reports on a study of privacy concerns related to location-based services in an airport, where users who volunteer for the service will be tracked for a limited period and within a limited area. Reactions elicited from travellers at a field trial showed 60% feeling to some or to a large degree more secure with the system in operation. To provide a background for the privacy study we also describe services provided by the tracking facility and the infrastructure behind it as well as the design and evaluation activities we used. Based on project results including a large number of comments from passengers, we discuss factors influencing passengers’ acceptance and appreciation of location-based services in airports.
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Low-cost gaze interaction: Ready to deliver the promises
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Low-cost gaze pointing and EMG clicking
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All eyes on the monitor: gaze based interaction in zoomable, multi-scaled information-spaces

The experiment described in this paper, shows a test environment constructed with two information spaces; one large with 2000 nodes ordered in semi-structured groups in which participants performed search and browse tasks; the other was smaller and designed for precision zooming, where subjects performed target selection simulation tasks. For both tasks, modes of gaze- and mouse-controlled navigation were compared. The results of the browse and search tasks showed that the performances of the most efficient mouse and gaze implementations were indistinguishable. However, in the target selection simulation tasks the most efficient gazecontrol proved to be about 16% faster than the most efficient mouse-control. The results indicate that gaze-controlled pan/zoom navigation is a viable alternative to mouse control in inspection and target exploration of large, multi-scale environments. However, supplementing mouse control with gaze navigation also holds interesting potential for interface and interaction design.
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Gaze beats mouse: hands-free selection by combining gaze and EMG
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How Can Tiny Buttons Be Hit Using Gaze Only?
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Learning to interact with a computer by gaze
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Three Ways of Globalizing IT Engineering Education: Experiences from Two European Universities
In this paper, we present three different mechanisms for globalising engineering education: (1) student and staff exchanges, (2) joint courses, where the students work in globally distributed teams; and (3) joint degree programmes. We argue that the three mechanisms complement each other and that successful globalisation within an institution can be archived by combining the three.
Our argument is based on the experiences of two north European universities, who successfully globalise their education.
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Zoom selection by gaze
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Robustifying Eye Interaction
This paper presents a gaze typing system based on consumer hardware. Eye tracking based on consumer hardware is subject to several unknown factors. We propose methods using robust statistical principles to accommodate uncertainties in image data as well as in gaze estimates to improve accuracy. We have succeeded to track the gaze of people with a standard consumer camera, obtaining accuracies about 160 pixels on screen. Proper design of the typing interface, however, reduces the need for high accuracy. We have observed typing speeds in the range of 3 - 5 words per minute for untrained subjects using large on-screen buttons and a new noise tolerant dwell-time principle.
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Gaze-guided viewing of Interactive movies
The idea of gaze-interactive movies is illustrated by a simple example movie that unfolds nondeterministically via an analysis of the interest of the viewer measured by the interpreted input from an eye tracker. We demonstrate how the amount of relative attention paid to key subjects of narrative importance may guide the outcome of a narrative branching. An experiment was conducted to test the operation of gaze guided film. The experiment involved 11 subjects influencing a two-minute film clip by gaze in two scenarios. In the first case subjects were aware that gaze could be used to control the narrative, and in the second case the subjects were unaware of this control. The outcome was found to be quite uniform across subjects, and it was not influenced by repetitions or by knowledge about the control option. Comments from the aware users indicated that they were looking for confirmation of gaze selections from the system. Thus, non-intrusive feedback seems to be fundamental for a successful gaze-interactive media. We suggest a range of discrete audio and visual effects that may serve this purpose and present some narrative control principles.
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Command Without a Click: Dwell Time Typing by Mouse and Gaze Selections

With dwell time activation, completely hands free interaction may be achieved by tracking the user's gaze positions. The first study presented compares typing by mouse click with dwell time typing on Danish on-screen keyboard with 10 large buttons which change according to character prediction. The second study compares mouse and eye-gaze dwell input on a similar Japanese keyboard, but without dynamic changes. In the first study, dwell time selections tend to be a little slower and the overproduction is higher than with click selections. In the second study, mouse and gaze is almost equally fast, but mouse is far more precise than gaze. Consequently, the productivity in terms of characters per minute is 33% higher. The results suggest that users can be productive from the first encounter with dwell time activation, but productivity depends on their familiarity with the input structure and the input mode (i.e. hand or eye).
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Data acquisition and analysis of cognitive processes
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Eye Typing using Markov and Active Appearance Models

We propose a non-intrusive eye tracking system intended for the use of everyday gaze typing using web cameras. We argue that high precision in gaze tracking is not needed for on-screen typing due to natural language redundancy. This facilitates the use of low-cost video components for advanced multi-modal interactions based on video tracking systems. Robust methods are needed to track the eyes using web cameras due to the poor image quality. A real-time tracking scheme using a mean-shift color tracker and an Active Appearance Model of the eye is proposed. It is possible from this model to infer the state of the eye such as eye corners and the pupil location under scale and rotational changes.
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Tracking Eyes using Shape and Appearance

We propose a non-intrusive eye tracking system intended for the use of everyday gaze typing using web cameras. We argue that high precision in gaze tracking is not needed for on-screen typing due to natural language redundancy. This facilitates the use of low-cost video components for advanced multi-modal interactions based on video tracking systems. Robust methods are needed to track the eyes using web cameras due to the poor image quality. A real-time tracking scheme using a mean-shift color tracker and an Active Appearance Model of the eye is proposed. From this model, it is possible to infer the state of the eye such as eye corners and the pupil location under scale and rotational changes. We use a Gaussian Process interpolation method for gaze determination, which facilitates stability feedback from the system. The use of a learning method for gaze estimation gives more flexibility to the choice of camera and its position.
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Combined analysis of verbal protocols and eye movements
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Cognitive modeling of ship navigation and its application to risk analysis
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Cognitive modelling of a ship navigator based on protocol and eye-movement analysis
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Analysis of ship navigation based on cognitive modeling
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Cognitive task analysis of ship navigation by use of verbal protocols and eye-movement data
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Comparing transfer of training of a standard control panel and a touchscreen panel

Multi-modal recording and analysis of interaction among operators and work systems

An experimental investigation of configural, digital, and temporal information on process displays
Building a cognitive model of dynamic ship navigation on basis of verbal protocols and eye-movement data
Cognitive task analysis by use of verbal protocols and eye-movement data and its application to ship navigation task
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Eye-gaze control of multimedia systems
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Fleksible kontrolpaneler sparer penge og øger sikkerheden til lands til vands og i luften
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Representation of system invariants by optical invariants in configural displays for process control
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Simulation of skill acquisition in sequential learning of a computer game

The paper presents some theoretical assumptions about the cognitive control mechanisms of subjects learning to play a computer game. A simulation model has been developed to investigate these assumptions. The model is an automaton, reacting to instruction-like cue action rules. The prototypical performances of 23 experimental subjects at succeeding levels of training are compared to the performance of the model. The findings are interpreted in terms of a general taxonomy for cognitive task analysis.
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This presentation suggests using rapid serial visual presentation (RSVP) of single Words for prompting command options that may be executed by gaze-strokes. In a study with 27 participants the RSVP commands would engage a near-by display; adjust the speed of Word presentation; and provide a “back” option for text navigation. People readily understood how to execute RSVP command prompts and a majority of them preferred gaze input to a pen pointer. We present the concept of a smartwatch that can track eye movements and mediate command options whenever in proximity of intelligent devices that it connects with, i.e. a Gaze-Watch. For instance, standing next to a monitor, it may suggest to turn it on, if you look up at the monitor now. Command suggestions are provided in the RSVP-format, but they only stay active for a limited time, in which the gaze should be moved to apply them.