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Modelling and monitoring in injection molding

This thesis is concerned with the application of statistical methods in quality improvement of injection molded parts. The methods described are illustrated with data from the manufacturing of parts for a medical device. The emphasis has been on the variation between cavities in multi-cavity molds. From analysis of quality measurements from a longer period of manufacturing, it was found that differences in cavities was that source of variation with greatest influence on the length of the molded parts. The other large contribution to the length variation was the different machine settings. Samples taken within the same machine set-point did not cause great variation compared to the two preceding sources of variation. A simple graphical approach is suggested for finding patterns in the cavity differences. Applying this method to data from a 16 cavity mold, a clear connection was found between a parts length and the producing cavity's position in the mold. In a designed experiment it was possible to isolate the machine parameters contributing to the variation between cavities. Thus, with a proper choice of levels for the machine variables, it was possible to reduce the variation between cavities substantially. Also an alternative model for the shrinkage of parts from a multi-cavity mold is suggested. From applying the model to data from a shrinkage study, it seemed that the observed part differences were not only due to differences in cavity dimensions. A model for the in-control variation for a multi-cavity molding process was suggested. Based on this model, control charting procedures have been suggested for monitoring the quality of the molded parts. Moreover, a capability index for multi-cavity molds has been suggested. Furthermore an alternative method for in-line quality charting is suggested. The method is for continuous control by attributes, and it is an alternative to the batch oriented approach mostly used. The procedure is especially efficient for quality requirements of very low proportion non-conformities. For the proposed charts the ARL function is derived. It is shown that in the case where a non-conforming unit is only expected very rarely during sampling, a moving sum chart and a CUSUM chart are equivalent. Finally, the correlation structure of 21 process variables has been studied prior to monitoring the process. It is illustrated how the process can be analysed with multivariate techniques. It was found that two principal components reflected changes in machine set-points. Thus, there seems to be great potential in monitoring the process variables using a multivariate approach.
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Identification of physical models
The problem of identification of physical models is considered within the frame of stochastic differential equations. Methods for estimation of parameters of these continuous time models based on discrete time measurements are discussed. The important algorithms of a computer program for ML or MAP estimation of the parameters of nonlinear stochastic differential equations are described and the implemented tool is validated with respect to bias and uncertainty of the estimated parameters. The different phases involved in identification of this type of models are considered in the thesis. This includes design of experiments, which is for instance the design of an input signal that are optimal according to a criterion based on the information provided by the experiment. Also model validation is discussed. An important verification of a physical model is to compare the physical characteristics of the model with the available prior knowledge. The methods for identification of physical models have been applied in two different case studies. One case is the identification of thermal dynamics of building components. The work is related to a CEC research project called PASSYS (Passive Solar Components and Systems Testing), on testing of building components related to passive solar energy conservation, tested under outdoor climate conditions. The second case study is related to the performance of a spark ignition car engine. A phenomenological model of the fuel flow is identified under various operating conditions of the engine. This engine submodel is important for controlling the air/fuel ratio, e.g. in a feed-forward controller.

Optimal experiment design for identification of grey-box models
Optimal experiment design is investigated for stochastic dynamic systems where the prior partial information about the system is given as a probability distribution function in the system parameters. The concept of information is related to entropy reduction in the system through Lindley's measure of average information, and the relationship between the choice of information related criteria and some estimators (MAP and MLE) is established. A continuous time physical model of the heat dynamics of a building is considered and the results show that performing an optimal experiment corresponding to a MAP estimation results in a considerable reduction of the experimental length. Besides, it is established that the physical knowledge of the system enables us to design experiments, with the goal of maximizing information about the physical parameters of interest.
Continuous Identification of a Four-Stroke SI Engine

Compact engine models often consist of a set of nonlinear differential equations which predict the time development of the mean value of the engine state variables (and perhaps some internal variables): such models are sometimes called mean value engine models. Currently a great deal of attention is focused on constructing such continuous time models and on finding their parameters. This paper shows, that it is possible to identify an engine model from a linearized version of a mean value model for a CFI four-cycle spark ignition (SI) engine. Such an approach is useful because it preserves a physical understanding of the engine throughout the identification stage. Afterwards the identification results are available for general dynamic engine studies. The identification techniques discussed in this paper include classical methods (step response) as well as modern statistical methods (Kalman filtering and Maximum Likelihood estimation). These techniques have been applied to a four cylinder SI engine. The results include an identification of the most important parameters and time constants of the engine. These are of interest for the construction of engine simulation models, for control studies and condition monitoring applications.
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